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Abstract

The need of accurate and reliable positioning, not only is essential for the autonomous

mobility, but it is of paramount importance with the advent of new services and means

for transportation systems. The more accurate and reliable the positioning information,

the more stringent service it can support. Within this picture, Global Navigation Satellite

Systems (GNSSs) are considered as the superior system able to provide accurate and

global position, velocity and time. However, GNSS technology experiences its limitation

due to the physical principle of satellite based position determination that highly depends

on the conditions it is used in. As an example, urban areas are typical environments

where the GNSS signals are attenuated, blocked or reflected by high buildings and other

objects in the line of sight between the user and the satellite. Therefore, in order to meet

the requirements demanded by Intelligent Transport System (ITS) services in such areas,

more complex navigation unit must be adopted with the aim to enhances the performance

in terms of positioning accuracy, reliability and continuity of the position. Coupling

sensors that have complementary characteristics, consistently enhances the performance

of the navigation system, limiting, at the same time, the weaknesses of each individual

sensor.

In this context, this thesis aims at assessing the performance of multi-sensor navigation

system, mainly addressing two different architectures of the hybridized receiver, i.e. tight

and ultra tight integration. Data fusion is achieved integrating GNSS, Inertial Navigation

System (INS), visual sensor and odometer. The performance of the navigation system is

assessed in different scenarios, with the aim to demonstrate its effectiveness as well as its

feasibility with respect to different classes of ITS services.
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Chapter 1

Introduction

Millions of people every day benefit from new services and applications related to the

Intelligent Transport System (ITS) domain. Smart mobility applications are emerging

and concerns about safety and liability are being debated, with also impact on the still

unclear regulatory domain. Nevertheless, autonomous driving is becoming a reality

thanks to the fast evolution of the technology and the users expectations for greener and

safer mobility. Considering the plethora of fast evolution of existing applications or

the introduction of new ones in the ITS domain, as well as the variety of operational

scenarios, the technical user requirements, as well as the key performance parameters,

vary significantly. It is clear that autonomous driving requires high accuracy, availability,

integrity of the position in all the scenarios and that these requirements are less stringent

for other kind of applications, such as a dynamic route guidance, as an example.

Given this picture, it is clear that the availability of a specific ITS service heavily

depends on the reliability and on the accuracy that its positioning system can provide. As

far as the ITS domain is concerned, such a positioning system is not anymore a simple

Global Navigation Satellite System (GNSS) receiver, in charge of estimating the user

position, but it is a more complex system that might be denoted as a positioning-based

system for road ITS. A possible architecture of such a smart and connected unit is

shown in Figure 1.1, where it is possible to distinguish two main sub-systems such as

the positioning system (left) and the application module (right). Basically, the former
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1 – Introduction

estimates the positioning quantities, that are used by the latter to provide the user with

the required service.

Figure 1.1: Reference architecture of a positioning-based road ITS system. Modified
from [175].

Within this architecture, the core of the positioning system is the positioning terminal,

which is in charge of estimating the user position quantities. It is based on specific

architectural and design implementation choices, in fact it might optionally communicate

with other modules, located elsewhere, through a data transmission channel, obtaining

corrections from differential networks, e.g. Real Time Kinematic (RTK). As GNSS is

able to provide accurate and global position, velocity and time, it can be considered the

dominant technology within the positioning terminal. In fact, the latter can be identified

through the term GNSS-Based Positioning Terminal (GBPT). However, it is well known

that GNSS experiences its limitation depending on the conditions it is used in. As an
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1 – Introduction

example, urban areas are typical environments where the GNSS signals are attenuated,

blocked or reflected by high buildings and other objects in the line of sight between

the user and the satellite. Moreover, GNSS is vulnerable to a range of threats, since

the signals are received with an extremely low power after traveling from the satellite

transmitter to the user receiver antenna on the Earth making GNSS prone to unintended

and malicious Radio-Frequency Interference (RFI).

One possible strategy to overcome these weaknesses is given by the integration of

measurements from multiple sensors with complementary characteristics. The intelligent

integration of heterogeneous data not only enhances the performance of the GBPT but,

at the same time, limits the weaknesses of each individual sensor. Such a data fusion

concept is exploited within the GBPT reported as reference in Figure 1.1, embedding

sensors such as Inertial Measurement Unit (IMU), odometer, Light Detection and Ranging

System (LiDAR), that are coupled with GNSS through the data fusion module.

Once the positioning quantities are estimated by the positioning system, they are fed to

the application module, that eventually provides the final service to the user. Although it is

hard to define a common architecture for the application module, due to different choices

addressed during the design phase, it can be typically divided into sub-modules, since

operations of different nature have to be computed (e.g. technical and business-related).

In particular, with respect to the system reported in Figure 1.1, the technical sub-module

uses the digital map to perform operations such as map matching, geo-fencing, distance

estimation. On the other hand, the business sub-module uses these application quantities

to perform the computation of tax, insurance policy, eventually providing the required

ITS service for the user.

Research objectives

Given the fundamental role of the navigation unit in ITS applications [16], [17], the

objective of this thesis is the development of innovative algorithms that aim at enhancing

its performance. Since these algorithms are bounded within the positioning terminal,

with respect to the architecture in Figure 1.1, it comes out that the operations carried out
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within the whole positioning-based ITS system (addressing operations performed to refine

the position estimation, such as the communication with differential network through a

dedicated data communication channel, or the map matching performed in the technical

sub-module) are beyond the scope of this work and thus not considered in the thesis.

Multi-sensor systems are then considered, addressing hybrid architectures of the

GBPT where GNSS, which is the essential and dominant component, is coupled with

other sensors, referred in this thesis as external sensors. In particular, Inertial Navigation

System (INS), visual sensors and odometer have been chosen as the external sensors to

be coupled with GNSS, according to two integration strategies: Tightly Coupled (TC)

and Ultra-Tightly Coupled (U-TC). These integration strategies are characterized by

different level of integration between GNSS and the external sensors. In particular, in

TC integration, the sensors provide their basic measurements to generate the navigation

solution whereas in U-TC integration, the GNSS tracking module is embedded within

the navigation filter fusing the measurements. While TC is quite consolidated in the

scientific literature, the benefits of U-TC, especially in presence of different sensors with

different features, have still to be investigated.

In this work, the performance of the TC and U-TC integration algorithms has been

assessed in meaningful scenarios, chosen to be representative of different operational

environments. The choice of meaningful scenarios was dictated by the complexity of

having an exhaustive and fair performance assessment in all the possible conditions,

due the variability of many parameters such as the environmental conditions (satellite

visibility, presence of multipath, etc.), the different number of sensors involved within

the integrated system, the architecture of the GNSS module, to cite only few of them.

Meaningful scenarios have been then chosen performing relative comparisons.

The aim of such a performance assessment is to show the feasibility and applicability

of the developed integration algorithms, with respect to different classes of ITS services.

This study assumes high importance since the analysis, the development and the assess-

ment of innovative algorithms, which are able to retrieve higher position accuracy and

reliability, is the key for enabling ITS services.
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Main contributions

The main contributions of the thesis can be summarized as follows:

• Analysis, development and performance assessment of TC and U-TC integration

algorithms performing the hybridization of the GNSS receiver with inertial sensors,

monocular camera and odometer. Performance assessment carried out in meaning-

ful scenarios, characterized by different GNSS signal conditions, representative of

different operational environments.

• Analysis of the feasibility and applicability of TC and U-TC integration algorithms

in different classes of ITS services and applications.

• Evaluation of the performance improvements associated by using multi-sensor

systems with respect to the classical GNSS/INS integrated systems, in case of both

TC and U-TC integration algorithms.

• Analysis and real implementation of the R&R approach for the creation of synthetic

but realistic scenarios. Implementation carried out by capturing real world signal

environments, eventually (and faithfully) replayed in a lab controlled environment

injecting impairments, such as RFI, to the recorded GNSS signals.

• Analysis and real implementation of the R&R approach for the assessment of GNSS

receiver performance in lightly and heavily signal degraded environments, in the

frame of the road application.

The work presented in this thesis was presented in peer-reviewed journal papers [45]

and in different international conferences of worldwide renown in the GNSS community

[47], [49], [46]. Some contributions were included in the techincal report [31]. Further-

more, side works related to the design of software receivers, and hybrid architectures led

to the publications [48], [155], [117], [116], [118], [128] and [129].
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Outline of the remainder of this thesis

Chapter 2 gives an overview about GNSS, first describing the principles of satellite

navigation, and then providing details about the main characteristics of GPS and Galileo

signals, available today and foreseen in the future. The frequency bands currently

allocated for the different GNSSs are also discussed. Eventually, it gives an overview

about the vulnerabilities affecting GNSS, briefly introducing the intentional attacks, and

therefore describing two general classes of Radio Frequency (RF) channel impairments,

such as interference and ionospheric scintillations.

Chapter 3 first describes the architecture of a classical GNSS receiver and then

it introduces a more complex structure, called vector tracking. The two architectures

are compared and the main differences highlighted. Eventually, implementations of the

receiver by a software defined and fully software architectures are discussed introducing

the concept of Software Defined Radio (SDR)-based GNSS receivers.

Chapter 4 first provides a review of the most commonly used coordinate frames used

in navigation, together with their relationship, which is essential to define the framework

for fusing the information to reliable estimates on position, velocity, and attitude. After-

wards, it gives an overview about the use of multiple sensors for positioning together with

a literature review about the use of these technologies for navigation purposes. Even-

tually, it provides the fundamental concepts of INS, visual sensor and odometer as the

subset of sensors considered within this thesis, to be coupled with GNSS.

Chapter 5 describes the most commonly used filters to combine information from

sensors of different nature and, eventually, it gives an overview about the different strate-

gies that can be used for the data fusion. Loose, tight and ultra-tight integration strategies

are thus presented and the general principles discussed. The equations of the navigation

filter, implemented according to an Extended Kalman Filter (EKF) scheme, and used for

each integration strategy, are presented.

Chapter 6 describes the concept of R&R discussing the advantages offered by the

recording and the replay of the raw samples of the GNSS signal. The results of real

data replay are then presented for two cases: first, for the performance assessment of a
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GNSS receiver and then for evaluating the impact of interfering signals on GNSS signals

affected by ionospheric scintillations recorded in equatorial region.

Chapter 7 includes the performance assessment of the multi-sensor TC and U-TC

integration algorithms developed within this thesis. The methodologies, adopted to assess

the performance of the integration algorithms, are also discussed.

Chapter 8 aims at assessing the performance of the multi-sensor TC and U-TC

integration algorithms, in scenarios characterized by the presence of jamming. An

overview about the generation of the scenarios chosen for the performance assessment is

also given.

Chapter 9 finally provides a summary of the research presented within this thesis

and discusses some future works.
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Chapter 2

Global Navigation Satellite Systems

GNSS is the term used for satellite systems providing positioning and timing in-

formation with global coverage of stationary or moving objects by means of the RF

electromagnetic signals transmitted by a constellation of satellites. This technology is

used nowadays for many types of applications, covering the mass market, professional

and safety-critical applications. GPS was the first satellite navigation system enabling

users to determine precisely position in global coordinate frame. It is the most popular

among today’s GNSS. However, several countries are independently investing into the

development of the own GNSS, such as Europe (Galileo) and China (BeiDou). Also

the Russian federation is modernizing and upgrading its own system GLobal NAvigation

Satellite System (GLONASS).

A general overview about GNSS is given in this Chapter, which presents the principles

of satellite navigation using ToAs estimation of signals received from a set of satellites.

As far as the signal broadcast by the satellites is concerned, it provides details about

the main characteristics of GPS and Galileo signals, available today and foreseen in

the future. The frequency bands currently allocated for the different GNSSs are also

discussed. Finally, it gives an overview about the vulnerabilities affecting GNSS, briefly

introducing the intentional attacks, and therefore describing two general classes of RF

channel impairments, such as interference and ionospheric scintillations.
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2 – Global Navigation Satellite Systems

2.1 Principles of satellite navigation

GNSS allows the users to estimate their Position, Velocity and Time (PVT) with

respect to a reference frame in the space and time domains. GNSS relies on the ToA

concept to determine the user position, which consists of measuring the propagation time

of the signal from a set of satellites, at a known locations, to the GNSS receiver. This

time difference is transformed into a range information, by multiplying it by the speed

of light in the vacuum. The satellites, equipped with very accurate atomic clocks, are

finely synchronized to a common scale. Assuming that the j-th satellite transmits a pulse

at time t0, and it is received at time t0 + τ, the distance Rj between the transmitter ( j-th

satellite) and the receiver can be estimated as

Rj = c · τ (2.1)

where c is the speed of light. In three-dimensional space, every distance Rj defines a

spherical surface whose center is the position of the j-th satellite. The intersection of

at least three of these spheres, retrieve the user position. The second point where the

spheres intersects can be easily discarded as it is located in deep space. However, since

the clock of GNSS receivers is not synchronized with the transmitter clock, the measure

of the distance suffers of a bias ε, common to each satellite. As a result, the measurement

performed by the receiver thus become a pseudorange ρ j , defined as

ρ j = Rj + ε = c(τ + δtu) (2.2)

where δtu is the clock bias. The effect of the receiver clock offset on the ToA measurements

is shown in Figure 2.1.

The generic j-th pseudorange ρ j can be written as:

ρ j =

√(
xs j − xu

)2
+
(
ys j − yu

)2
+
(
zs j − zu

)2
+ but (2.3)

where xu, yu, zu are the user coordinates, xs j, ys j, zs j are the coordinates of the j-th satellite,
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Figure 2.1: Effect of Receiver Clock Offset on ToA Measurements. Taken from [58].

and but = c · δtu is the clock bias term. It is worth noting that the receiver must have

at least four satellites in view in order to estimate its position and the clock bias terms.

Better estimation can be obtained if a larger number of available satellites is available.

In fact, this approach is used by the modern receivers combining signals from multiple

GNSSs.

2.2 Signal structure

The signal broadcast by the navigation satellites is usually denoted as Signal-In-

Space (SIS). This signal has been designed to allow the user estimating his distance

from the satellite, the so-called pseudorange. It must also be robust to the transmission

through the atmosphere as well as to intentional and unintentional interference, multipath
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and other type of errors and disturbances. Nevertheless, it must be identified in a unique

way and, at the same time, carry data containing useful information about the satellite

position, velocity and time. The Code Division Multiple Access (CDMA) technique,

used to multiplex the transmission channel, is able to accomplish these requirements

provided that the signal transmitted by each satellite is modulated by a unique PRN code.

Since all of the PRN sequences are nearly uncorrelated with respect to each other, the

correlation between the received data and properly shifted local replica of the spreading

codes, allows the receiver to separate and detect the signals broadcast by different Satellite

Vehicle (SV). This scheme is used by GPS, Galileo and Beidou to broadcast its own

navigation signal.

2.2.1 GNSS frequency plan

GNSSs transmit the signal in two or more frequencies in L band. Since multiple

services and users coexist in the same range, the allocation of frequency bands is a

complex process. A summary of the different frequency bands used by the European

Galileo, the American GPS, the Russian GLONASS, the Chinese BeiDou, the Japanese

QZSS and the Indian IRNSS are depicted in Figure 2.2. It is worth noting that not all

of these signals are transmitted at the time of writing, but they are on the plans of the

modernization of the different GNSS.

2.2.2 The GNSS transmitted signal

The payload of a GNSS satellite generates all the components that are needed to create

the SIS broadcast to the users. For example, in the case of Galileo E5 signal, 4 channels

E5a-I, E5a-Q, E5b-I and E5b-Q are transmitted in two adjacent sidebands E5a and

E5b, as shown in Figure 2.2. The most general form of a GNSS signal, transmitted by a

GNSS satellite j, can be represented as

sRF(t) =
L∑

i=1
xRF,i(t) (2.4)
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Figure 2.2: GNSS frequency bands [1].

where xRF,i(t) are the different signal components and L is the number of transmitted

channels, equal to 4 in case of Galileo E5 signal. Each signal component consists of

three different terms:

• carrier, which is a RF sinusoidal signal at a certain frequency,

• spreading code, which is a PRN code,

• navigation message, which is a sequence of bit containing useful information about
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the satellite position, velocity, time and other complementary information.

The three components are shown respectively in the top, middle and bottom part of

Figure 2.3, in case of the GPS L1 and L2 signals. From the figure it is possible to

appreciate the substantial difference among the rates of each component. For instance,

considering the L1 signal, they have a length of about 19 cm, 300 m and 6000 km,

respectively.

Figure 2.3: GPS signals, containing carrier (top), code (middle) and navigation data
(bottom) [130].

Each component xRF,i(t) can be modeled as

xRF,i(t) =
√

2PT ci(t)c̄i(t)di(t) cos(2π fRF,it) (2.5)

where:

• PT is the power associated to the channel,

• ci(t) is the spreading code,

• c̄i(t) is the secondary code, present in most recent GNSS signals. If it is not present,

then c̄(t) = 1 ∀t,
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• di(t) is the navigation message, which could not be present in some channels,

conventionally denoted as pilot channels,

• cos(2π fRF,it) is the carrier at the centre frequency fRF .

2.2.3 GPS L1 signal

At the time of writing (March 2019), GPS satellites transmit three signals in the L1

band: C/A Code, P(Y) Code and M-Code. An additional new civil signal, known as

L1C, will also be transmitted in a few years by the modern and fully renovated satellite

named GPS III.

C/A code and the P code are known as the legacy signals and are broadcast by all

the available GPS satellites. C/A code is nowadays used for civilian applications in any

kind of receiver. It is a bi-phase modulated signal using a 1023 chips long PRN periodic

sequence with chipping rate equal to 1.023 MHz, then 1023 chips last 1 ms. The GPS

C/A signal belongs to a family of PRN codes, known as Gold codes, and chosen for their

good correlation properties.

The Protected (P) code is the precision signal and it is bi-phase modulated at 10.23

Mchip/s; therefore, the main lobe of the spectrum is 20.46 MHz wide from null to null.

The PRN P-code is a ranging code, 7 days long. The Y-Code is used in place of the

P-code whenever the Anti-Spoofing (AS) mode of operation is activated as described in

the [74].

The C/A and P(Y) signals for the i-th satellite in the L1 frequency are in quadrature

and they can be written as

sL1(t) = Api(t)di(t) cos(2π fL1t + θ1) +
√

2Aci(t)di(t) sin(2π fL1t + θ1) (2.6)

where sL1(t) is the band-pass signal at L1 frequency; A is the amplitude of the P code; pi(t)

and ci(t) represent the phase of the P code and C/A code, respectively; di(t) represents

the data code; fL1 is the L1 frequency; and θ1 is the initial phase. The P(Y), C/A, and

the carrier frequencies are all phase locked together. Each data stream (C/A or P(Y))
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employs Binary Phase Shift Keying (BPSK) modulation.

Table 2.1 provides an overview of the present and future GPS signals and their

characteristics.
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MHz chip/s bit/s dBW

L1 C/A C BPSK(1) 2.046 1.023e6 50 -158.5 T
L1/L2 P M BPSK(10) 20.46 10.23e6 50 -161.5 T
L1 L1C C TMBOC(6,1,4/33) 4.092 CP 1.023e6 no data -158.25 F

BOC(1,1) 4.092 CD 1.023e6 50 -163
L2 L2C C BPSK(1) 2.046 CM 511.5e3 25 -158.5 P

CL 511.5e3 no data
L1/L2 M M BOC(10,5) 30.69 5.115e6 N/A N/A T
L5 L5 C QPSK(10) 20.46 I5 10.23e6 50 -157 P

Q5 10.23e6 no data -157
REMARKS:
(*) C = civil signal

M = military signal
(**) null-to-null bandwidth

For BOC modulations, only the two main spectral lobes are considered
(***) T = transmitted (full operation capability);

P = pre-operational broadcast;
F = foreseen signal.

Table 2.1: Current and modernized GPS signals [75], [76], [74]. Taken from [58].

2.2.4 Galileo E1 signal

The whole transmitted Galileo E1 signal consists of the multiplexing of the three

following components: the E1 Open Service (OS) Data channel eE1−B(t), the E1 OS

Pilot channel eE1−C(t) and the E1 Public Regulated Service (PRS) channel eE1−A(t).
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As far as the OS is concerned, the E1 modulation receives the name of Composite

Binary Offset Carrier (CBOC) and is a particular implementation of MBOC [28].

MBOC(6,1,1/11) is the result of multiplexing a wideband signal, BOC(6,1), with a nar-

rowband signal, BOC(1,1), in such a way that 1/11 of the power is allocated, in average,

to the high frequency component

GMBOC( f ) =
10
11

GBOC(1,1)( f ) +
1

11
GBOC(6,1)( f ) (2.7)

where GBOC(1,1)( f ) is the unit power spectral density of a sine-phased BOC(1,1) mod-

ulation and GMBOC( f ) is the resulting MBOC power spectral density. The spreading

modulation design include the BOC(6,1) component in order to place a small amount of

additional power at higher frequencies. The comparison among the PSDs of the BOC(1,1)

and the MBOC(6,1,1/11) is represented in Figure 2.4.

Figure 2.4: Unit PSD comparison of BOC(1,1) and MBOC(6,1,1/11) [58].

The data signal eE1−B(t) in the time domain is given by

eE1−B(t) = dE1−B(t)cE1−B(t)sCBOC(t) (2.8)
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and a pilot component given by

eE1−C(t) = cE1−C(t)sCBOC(t) (2.9)

where dE1−B(t) is the navigation binary signal, cE1−B(t)/cE1−C(t) are the spreading codes

and sCBOC(t) are the CBOC (6,1,1/11). The BOC modulation applies a squared subcarrier

to a BPSK signal so that the maximum of the power spectrum is shifted with respect to

the center frequency. The generic view of the E1 OS signal generation is depicted in

Figure 2.5.

Figure 2.5: Modulation Scheme for the Galileo E1 OS Signals [28].

The services to be provided by Galileo are the OS, the Safety-of-Life (SoL) Service,

the Commercial Service (CS), the PRS, the Search-and-Rescue (SAR) Service. They

were initially planned to be available to users of the Galileo system through 10 different

navigation signals transmitted in E1, E6 and E5 frequency bands. Table 2.2 summarizes

the Galileo signals and their characteristics.
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2.3 GNSS vulnerabilities

Although GNSS can provide accurate position, velocity and time in a global frame, it

is high vulnerable to a range of threats. In particular, the power weakness of GNSS signals

makes it vulnerable to intentional and unintentional RFI. Furthermore, GNSS threats

include intentional attacks with the objective to disrupt the target receiver. An overview

about these vulnerabilities is given in this Section, first briefly introducing the intentional

attacks and, eventually, describing two general classes of RF channel impairments. The

first class is the interference, and the second class is ionospheric scintillation. The reason

of considering only these two classes of signal impairments, is due to the fact that these

threats have been considered within the experimental work of this thesis, as it will be

explained in Chapter 6 and in Chapter 8.

2.3.1 Intentional attacks

The risk of intentional attackers willing to disrupt the GNSS receiver functions, has

been recently highlighted by many works [20], [78], [178]. This phenomenon has been

boosted also by the proliferation of programmable simulators and SDR systems, capable

to generate counterfeit attacks [151].

The intentional attacks on GNSS receivers can act at two different levels: (a) directly

on the receiver. It typically includes the alteration of the position reported by the receiver

to a control center or a service provider. (b) at the GNSS signal level. It is conventionally

characterized in three different forms [57], [179]:

• Jamming: intentional emission of electromagnetic radiation by masking GNSS

signals.

• Meaconing: rebroadcasting of recorded and delayed GNSS signals with a power

higher than the satellite signal in order to make the receiver track the transmitted

signal and obtain a position solution at the position of the attacker.

• Spoofing: broadcast of a GNSS-like signals, with the intent to take control of the

receiver. The spoofer can slowly modify the position solution of the victim without
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the receiver noticing any inconsistency or jumps in the solution, thus without

disrupting GNSS operations.

2.3.2 Interference

RFI is one of the most dangerous threat for a GNSS receiver. It is due to the

extremely low power of the signal that reaches the antenna of the user receiver. It is

possible to identify RFI as the presence of spurious anthropogenic signals over the GNSS

bandwidths [57, 59], that might be unintentional or intentionally generated to disrupt the

GNSS operations in an area. Depending on the nature, on the power and on the spectral

characteristics of the interfering signal, RFI can degrade the quality of the received

signals, resulting in a reduced navigation accuracy or, in severe cases, in a total receiver

outage.

Events of unintentional RFI are generally unpredictable. The presence of interfering

power can be due to several reasons, but the main effects can be recognized to be

caused by harmonics or spurious components generated by intermodulation products

in the communication transmitter. Although GNSS bandwidths are protected and no

transmission is allowed, it is likely that some out-of-band energy from signal frequencies

located nearby the GNSS bands could interfere, due to secondary harmonics or power

leakages [135]. Such effects, which are normally negligible for communication systems,

are in fact threatening for a navigation receiver, because of the extremely low received

power.

On the other hand, jamming refers to intentional transmission of RF energy by masking

GNSS signals with noise. These disruptive signals overlap a large part of the targeted

GNSS frequency band thus preventing the operation of GNSS receivers in estimating

their position. Although the use of jammers is not legal, their rapid diffusion is becoming

a serious threat to satellite navigation.
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Classification of interfering sources

The classification of the interfering sources for GNSS receivers takes into account

heterogeneous aspects [57]. According to the source, it is possible to distinguish between

intentional and unintentional, as discussed in Section 2.3.2. Another classification can

be done according to the frequency domain characteristics of the interfering signal thus

evaluating its Bint with respect to the bandwidth of the GNSS signals BGNSS. According

to this principle, the interference can be classified as:

• Narrow Band Interference (NBI) when the spectral occupation is smaller with

respect to the GNSS signal bandwidth (Bint << BGNSS)

• Wide-Band Interference (WBI) when the spectral occupation is comparable with

respect to the GNSS signal bandwidth (Bint ≈ BGNSS)

• Continuous Wave Interference (CWI) which represents the ultimate limit in NBI

and appears as a single tone in the frequency domain (Bint → 0)

It is worth mentioning that the interfering signals might have frequency-varying charac-

teristics. As an example, the chirp signal, which is typically generated by jammers, is

characterized by a linear variation in time of the instantaneous frequency, thus appearing

as WBI.

Furthermore, interfering signals can be classified based on their spectral characteris-

tics, as:

• Out of band interference, when the carrier frequency of the interference signal

fint is located near to the targeted GNSS frequency band fGNSS. In this case

fint < fGNSS − BGNSS/2 or fint > fGNSS + BGNSS/2

• In band interference, when the carrier frequency of the interference signal falls

within the GNSS frequency band. In this case fGNSS − BGNSS/2 < fint < fGNSS +

BGNSS/2.

Interfering sources might be also classified based on their characteristics in the time

domain. According to this criterion, an interfering signal may be either non-pulsed
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(continuous) or pulsed. Pulsed interfering signals are characterized by on-off status of

short duration in the order of µs, which alternate in the time domain.

Impact of RFI on GNSS receivers

Strong interference can cause GNSS receivers to lose lock on satellite signals and stop

working. However, in many cases the presence of interference power is only strong enough

to decrease the receiver performance but not to blind it completely. Such intermediate

power values turn out to be the most dangerous since sometimes they cannot be detected.

They lead to an increased error in pseudoranges and phase measurements, thus decreasing

the accuracy of the position solution. Interference has different impact at each stage of

the GNSS receiver [57], [103]. However, the impact assessment of interference on the

different stages of the receiver (front-end, acquisition and tracking), is beyond the scope

of this thesis and then it is not reported here. Interested readers can find this performance

assessment in [57].

2.3.3 Ionospheric scintillations

As GNSS signals propagate through Earth’s upper atmosphere, they undergo severe

propagation nuisances, such as phase shifts, group delays and amplitude variations. In

particular, the upper atmosphere of the Earth is known as ionosphere and it presents

a region particularly rich of free electrons. The atmosphere of low and high-latitude

regions is particularly prone to irregular electron density concentrations, as well as geo-

magnetic storms and strong space weather events, which induce rapid fluctuations in signal

intensity (amplitude scintillation) and phase jittering (phase scintillation). Ionospheric

scintillations may be defined as rapid fluctuations of the signal amplitude and phase,

and are originated from a scattering effect in the ionosphere due to zones with irregular

electron concentration [105]. A graphical representation of such a phenomenon is given

in Figure 2.6.

Ionospheric scintillations occurrence is determined by several factors: geographic

location, solar and geomagnetic activity, season and local time [98]. Scintillation of GNSS
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signals are generated by diffraction and refraction of the electromagnetic signal as it passes

through small-scale spatial irregularities (plasma bubbles) in the ionospheric electron

density. This leads to rapid fluctuations in signal intensity (amplitude scintillation) and

phase jittering (phase scintillation). Differently from what happens at equatorial region,

where ionospheric scintillations are likely to happen during post-sunset hours, at high

latitudes the occurrence may take place also during the day or night. Moreover, as the

electron density in the E-layer is low, the irregularities usually do not result in amplitude

scintillations, and as a consequence GNSS users mostly experience phase scintillations.

Figure 2.6: Schematic of the varying effects of scintillation on GNSS signals [80].

Measuring ionospheric scintillations with GNSS receivers

GNSS receivers are able to measure the amount of scintillation affecting a satellite

signal in both amplitude and phase, by making use of 50 Hz rate data from the tracking

processing blocks. The traditional way in monitoring nuisances due to ionospheric

propagation envisages the use of professional commercial hardware receivers such as

Ionospheric Scintillation Monitoring Receiverss (ISMRs) [177]. Nonetheless, some

recent works consider SDR as a valuable, competitive and cost-effective alternative for

the design of monitoring stations [115], [48], [116], [117].
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Two indices, computed over an observation interval of 1 minute, are employed for

this end. Amplitude scintillation is monitored by computing the S4 index, which is

the standard deviation of the received power as computed from the prompt correlator

samples normalized by its mean value. Phase scintillation monitoring is achieved by

computing the σφ index, which is the standard deviation of the detrended carrier phase

measurements. The most widely used σφ index is the Phi60, which is calculated over the

same 60 seconds interval as the S4 [177].

S4 =

√(
⟨I2⟩ − ⟨I⟩2

⟨I⟩2

)
(2.10)

σφ =

√
⟨ϕ2⟩ − ⟨ϕ⟩2 (2.11)

where I is intensity, ⟨ ⟩ denotes averaging usually over a period of 60 seconds, σφ is

carrier phase in radians.

Impact of ionoshperic scintillations on GNSS receivers

This kind of nuisances cannot be empirically modeled and can have a serious impact

on the receiver tracking performance, inducing cycle slips, phase errors and increased

carrier Doppler jitter, and resulting in disruptive impact on sub-meter navigation and

precise positioning. The receiver measurements can thus be heavily corrupted, resulting

in positioning errors of tens of meters or, in the most severe cases, in complete outages

due to loss of lock.
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Chapter 3

GNSS receivers

GNSS receivers are part of the GNSS ground segment. They process the received

GNSS signals that, propagating through space, arrive to the earth with an extremely low

power. Thus, the role of a GNSS receiver is to capture this tiny signal and extract the

useful information to provide the user with coordinate and time. In order to perform this

task, the receiver must properly estimate the propagation delay and the Doppler shift of

the incoming signal, that quantify the misalignment between the incoming signal and the

locally generated one. This stage is usually divided into code acquisition and tracking.

The acquisition stage roughly estimates these values reducing the code epoch and Doppler

shift uncertainties to limited intervals. The tracking stage performs continuous fine

delay estimation. The architecture of a conventional GNSS receiver is presented in this

Chapter and it is compared with a more complex structure called vector tracking receiver.

Implementations of the receiver by a software defined and fully software architectures

are discussed in the last part of the Chapter.

3.1 Received signal

The antenna is the first element of the receiving chain. It is used to capture the

GNSS signal inducing a voltage from the incident radio waves. In a real receiver, the

received signal yRF(t) includes the contribution of the various signals transmitted in a
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given bandwidth from all the satellites in view. Therefore, it is given by the superposition

of K useful signals of the form of (2.4) and a noise term; K denotes the number of satellites

in view. Each useful signal, sRF, j(t) (2.4), passes through a communication channel that

modifies it introducing delay, Doppler and noise. The received signal, usually denoted

SIS, can be modeled as:

yRF(t) =
K∑

j=1
s̃RF, j(t) + η(t) (3.1)

where s̃RF, j(t) denotes the signal received by the j-th satellite and η(t) is the non-filtered

noise contribution. It can either come from the outside environment and be captured by

the antenna (interference), or being generated by the electronic devices inside generated

by the electronic devices inside the receiver (thermal noise).

The noise η(t) results in a random process that is usually modeled as an Additive

White Gaussian Noise (AWGN), with a flat power spectral density equal to N0/2 W/Hz.

So the noise term η is a white sequence, distributed according to a Gaussian process with

zero mean and variance equal to σ2

η(t) ∼ N(0, σ2) (3.2)

Each signal s̃RF, j(t) in (3.6) is the linear combinations of H useful components x̃R,i j(t),

and can be written as

s̃RF, j(t) =
H∑

i=1
x̃RF,i j(t) (3.3)

where each signal component, x̃R,i j(t) can be modeled as

x̃RF,i j(t) =
√

2Pi jci j(t − τi j)c̄i j(t − τi j)di j(t − τi j) cos(2π( fRF,i j + fdi j )t + ϕi j) (3.4)

where Pi j is the received signal power of the i-th component of the signal broadcast

by the j-th satellite, τi j is is the code delay, fdi j is the Doppler frequency shift, ϕi j is the

phase of the carrier.

The propagation delay τ depends on the distance D (called range) between the antennas
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of the satellite and the user terminal, that is

τ =
D
c

(3.5)

where c is the speed of light. Considering only one component of the signal i and only

one satellite j, the received signal (3.6) can be written as

yRF(t) =
√

2PRc(t − τ)c̄(t − τ)d(t − τ) cos(2π( fRF + fd)t + ϕ) (3.6)

3.2 Front end

A radio receiver usually consists of two main parts: the analog and the digital part.

The analog part includes the antenna and the RFE and it is placed before the digital part,

which is in charge of implementing all the processing needed to extract the information

from the received signal with the final goal to compute the position, velocity and time.

Within this structure, the analog part of the receiver is considered in this Section

and its main operations are described. The first operation performed by the RFE is to

condition the signal so that it is suitable for signal processing. Since the received signal

at the antenna output is extremely weak, it needs to be amplified. Due to the low level

of received GNSS signal power, the overall gain is computed considering only the noise

power as there were no signals at the antenna. Typically, Low Noise Amplifiers (LNAs)

are used for this purpose, as shown by the typical architecture of a RFE in Figure 3.1.

LNA effectively sets the noise figure of the receiver [103]. The signal is finally filtered by

a band-pass filter to minimize out-of-band contributions and ready to be down-converted

to Intermediate Frequency (IF).

The amplified and filtered signal yRF(t) (3.6) is then down-converted to an IF using

signal mixing frequencies from Local Oscillators (LOs). The mixer simply multiplies the

incoming signal by a sinusoidal tone locally generated by the LO. Neglecting the Doppler

frequency shift fd and the code delay τ, then the signal smix(t) at the mixer output can be
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Figure 3.1: GNSS RFE architecture.

written as

smix(t) = yRF(t)
RF signal

· 2 cos(2π fLOt)                      
LO

=
√

2PRc(t)c̄(t)d(t) cos(2π ( fRF − fLO)                
IF

t + ϕ) +

√
2PRc(t)c̄(t)d(t) cos(2π( fRF + fLO)t + ϕ) + η(t) (3.7)

where fLO term is the local oscillator frequency, which depends on the overall frequency

plan and on the desired IF. It is chosen to obtain ( fIF = fRF − fLO).

The signal smix(t) (3.7) contains two different terms with: one with frequency centered

at ( fRF − fLO = fIF) and the other one with frequency centered at ( fRF + fLO). Since

only the term at IF is desired, the higher order harmonics are filtered out. At the end of

the filtering process, the component yIF(t) can be written as:

yIF(t) =
√

2PRc(b)(t)c̄(b)(t)d(t) cos(2π fIF t + ϕ) + ηIF(t) (3.8)

where c(b)(t) represent the filtered version of the in-phase transmitted PRN code,

c̄(b)(t) represent the filtered version of the subcarrier, ηIF is the filtered noise at the output

of the IF filter which is still a white Gaussian noise with the same variance. The subscript

(b) on the code and the subcarrier denote the fact that the pulses could be actually be

modified by the IF filtering. On the other hand, the data are almost unaffected by the

filtering effect due to their very low rate in GNSS systems.
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Finally, the frequency down-conversion allows the Analog-to-Digital Converter (ADC),

which is the last component of RFE shown in Figure 3.1, to acquire the signal at a suit-

able rate. ADC conversion allows to convert the analog signal to a digital format and

it is made of two steps: the discrete time conversion of the signal (sampling) and the

quantization. An Automatic Gain Control (AGC) can be used to automatically adjust the

signal dynamics.

The digital signal yIF(nTs) after the ADC converter can be written as

yIF(nTs) =
√

2PRc(b)(nTs)c̄(b)(nTs)d(nTs) cos(2π fIF(nTs) + ϕ) + ηIF(nTs) (3.9)

Note that, in the following, the notation y[n] = y(nTs) will indicate a discrete-time

sequence y[n], obtained by sampling a continuous-time signal y(t) with a sampling

frequency fs = 1/Ts. The digital signal yIF[n] finally becomes:

yIF[n] =
√

2PRc(b)[n]c̄(b)[n]d[n] cos(2π fIF[n] + ϕ) + ηIF[n] (3.10)

3.3 Acquisition

The acquisition strategy is adopted by GNSS receivers to estimate the arrival time τ

(which contains the information required for computing user position and clock offset)

and the Doppler frequency fd (which contains the information required for computing the

user velocity and the clock frequency). Therefore, acquisition is exploited, after signal

conditioning, to first detect which satellites are in view and estimate approximate value

of τ and fd . These values are therefore passed to the tracking block, that performs a local

search for their accurate estimates. In this stage also the estimation of the carrier phase

may be included. The acquisition system is made of a number of functional blocks that

conceptually operate independently.

According to the estimation theory, it is possible to show that the Maximum Likelihood

(ML) estimate of the vector p = (τ, fd), whose elements are two unknowns of yIF[n], is
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obtained by maximizing the function

p̂ML = arg maxp̄

����� 1L L−1∑
n=0

yIF[n]r̂IF[n]

�����2 (3.11)

where L is the number he number of samples used to process the incoming signal yIF[n],

p̂ = (τ̂, f̂d) is a vector of test variables τ̂, and f̂d = fc + f̂d,v is the estimate of the true

Doppler f̂d,v plus the frequency shift fc, defined in a proper support Dp which contains

all the possible values which can be assumed by the elements of p = (τ, fd). r̂IF[n] is a

locally generated signal

r̂IF[n] = c[n − τ̂] exp( j2π( fIF + f̂d)n) (3.12)

where c[n− τ] is the local replica producing the PRN code, the subcarrier and potentially

the secondary code.

The inner product of (3.11) is the CAF which basically is a two-dimensional cross-

correlation function between the incoming code and a local replica of the desired signal

to acquire. Therefore the CAF can be defined in the discrete time as

R(τ̂, f̂d) =
N−1∑
n=0

yIF[n] c[n − τ̂] exp( j2π( fIF + f̂d)n) (3.13)

where yIF[n] (3.10) is the received signal and r̂IF[n] (3.12) is the local generated signal.

In order to decide if a specific satellite is in view or not, detection is usually performed

on the squared envelop of the CAF. This choice is adopted in order to be insensitive to

the phase of the incoming signal and also to the sign of the bits in case a data channel is

acquired

S(τ̂, f̂d) = |R(τ̂, f̂d)|2 (3.14)

S is compared with a predetermined threshold (V) in order to decide which hypothesis

between H0 (S < V) and H1 (S > V) is true, where H0 and H1 respectively represent the

absence or presence of the desired peak. Once the decision s taken, the parameters τ̂ and
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f̂d are taken. Such parameters are estimated within a grid of point called search space, as

shown in Figure 3.2. The resolution of the code search is usually a 0.5 chip interval. On

the other hand, the Doppler frequency typically ranges from 5 to 10 kHz. In the specific

case of a GPS receivers, the Doppler frequency range is estimated in the range ±5 kHz,

with respect to the carrier L1.

( Ƹ𝜏, መ𝑓𝑑)

(𝜏, 𝑓𝑑)

Δ𝜏𝑏𝑖𝑛

Δ𝑓𝑑𝑏𝑖𝑛

Code delay (𝜏)

Doppler 
shift (Hz)

Δ𝑓𝑑

Δ𝜏

Figure 3.2: Example of search space.

In order to remain in a 0.5 chip delay range, it is possible to compute the frequency

step, as suggested in [103], as

∆ f0 =
2

3T
(3.15)

where ∆ f0 is the frequency bin width, expressed in Hz, and T coherent integration

time, expressed in seconds. As an example, the CAFs evaluated over the search space

on a Galileo PRN12 and PRN21 real signal are reported in Figure 3.3. The figure shows

how the signal was acquired for PRN12 (left) and not acquired for PRN21 (right) as only

noise was present.

There are several acquisition techniques reported in literature, that implement different

types of searches and in general have a trade-off between the complexity of the search and

the numbers of operations: two examples are the serial search and the parallel search.
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Figure 3.3: Example of CAF over the search space evaluated on a Galileo PRN12 (left)
and for PRN21 (right) realistic signal.

More details about these acquisition strategies can be found in [34] as well as in many

books such as [103] and [130].

3.4 Tracking

The tracking stage is responsible of refining the code delay and Doppler shift estimates

from the acquisition. It has to continuously maintain and correct the best possible

alignment between the two codes by means of closed loop operations.

The coupled loops required to maintain the best possible alignment between the two

codes, are DLL for the code and a PLL for the carrier. The DLL continuously adjusts

the local code replica to keep it aligned with the code of the incoming signal. When

the two codes are perfectly aligned, the PRN code is removed from the signal (code

wipe-off ), leaving just the carrier modulated by the navigation messages. This signal

is the input of the PLL, which estimates the carrier frequency (carrier wipe-off ). After

carrier wipe-off the DLL can synchronize the local carrier and the incoming carrier. This

process continuously goes on during the receiver operations [103]. The generic tracking

loop (DLL/PLL) architecture is shown in Figure 3.4. The two loops are initialized by the

outputs of the acquisition phase (τ̂A, f̂d
A
).
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Figure 3.4: Generic tracking loop (DLL/PLL) architecture.

3.4.1 Code tracking loops

The code tracking loop is a feedback loop able to finely estimate the residual code

delay by means of a DLL. Since the information about the relative delay between the

incoming and the local code is contained in the correlation peak, the goal of DLL is

to finely estimate the correlation value. However, GNSS receivers do not search the

maximum of the correlation peak since it is not an effective approach and it would be

dependent on the absolute peak value. They adopt a strategy insensitive to the absolute

peak value, based of a discrimination function that is null only when the incoming and

the local codes are synchronized (null-seeker).

Figure 3.5 shows the block diagram of a tracking system commonly used in digital

GNSS receivers. It is possible to distinguish the code and the carrier tracking loops.

Focusing for the moment on the code tracking loop, it is characterized by the design of

the components of the loop, such as predetection integrators, code loop discriminator

and code loop filter [103]. The first operation to be performed is the correlation between

the incoming signal and different local code replicas, each characterized by a different

delay. They are denoted as prompt (P), early (E) and late (L) versions. These correlation

values are integrated to produce an output which is subsequently used by the discriminator
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function, denoted also S-curve. This discrimination function is unambiguous with respect

to the delay, contrary to the normal correlation function. It is proportional to the difference

of the values of the early and late correlators. A comprehensive description about the most

common discriminator functions can be found in [103]. The output of the discriminator

is given to the code loop filter, which combines the present and past values of the error

signal. It generates corrections to the locally generated code in order to maintain the

discriminator function output around zero, according to the null seeker principle. The E,

P and L replica codes can be synthesized by the code generator, a shift register and the

code Numerical Controlled Oscillator (NCO) which generates an accurate code replica

of the incoming signal.

DLL 
discriminator

PLL (FLL) 
discriminator

Int. & dump

PRN code generator

Int. & dump

Int. & dump

Int. & dump

Int. & dump

Int. & dump

Code 
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𝑄𝑃

𝑄𝐿𝑠𝑖𝑛 𝑐𝑜𝑠

Carrier 
Loop filter

Carrier 
NCO

90°

Figure 3.5: Architecture of a generic code and carrier tracking loop block diagram for
GNSS receivers.

The process performed by the DLL can be seen in Figure 3.6 where the incoming

signal is correlated with the three replicas of the locally generated signal. When the

replica code is aligned, the discriminator does not generate any error since early and late

envelopes are equal in amplitude. On the other hand, if the replica code is misaligned,

the early and late envelopes are unequal by an amount that is proportional to the amount

of code phase error between the replica and the incoming signal [103].
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Figure 3.6: Example of code correlation phases: (a) replica code 1/2-chip early, (b)
replica code 1/4-chip early, (c) replica code aligned, and (d) replica code 1/4-chip late.
Figure taken from [103].

3.4.2 Carrier tracking loops

The carrier tracking loop is a feedback loop able to finely estimate the frequency of a

noisy sinusoidal wave and to track the frequency changes while the satellite is moving.

In the GNSS community, one of the most used scheme is the PLL. It is able to adjust the

frequency of a local oscillator to match the frequency of an input signal. Also the phase

of the received signal is estimated. It is worth noting that, if the receiver is tracking a data

channel, after the code wipe-off has been performed, the PLL would receive a continuous

wave signal still modulated by the navigation data. Therefore, a PLL insensitive to phase

transitions has to be adopted. Costas loop is one of the most used in the GNSS community.

It tolerates the presence of data modulation on the received signal and then provides a

carrier phase reference. Note that if data is not present in the signal, a pure PLL could

be used. Another carrier tracking loop is the Frequency Lock Loop (FLL) which is able

to track the frequency of the signal, ignoring the phase. In this case, PLL could be used

to refine the value of the frequency provided by the FLL. Excellent references about the

theory of PLL, FLL and Costas loops, that can be used in GNSS receives, is provided in
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many textbooks [103], [144] and [130].

The block diagram of a generic carrier tracking loop is shown in Figure 3.5. The

principle of PLL is similar as the one of DLL. The local generator generates two

sinusoidal signals, a sine and a cosine, in the two branches of the loop, called In-Phase (I)

and Quadrature (Q) components. The role of the PLL is to align the instantaneous phase

of the I component with the phase of the incoming signal. After the effect of the noise

is mitigated by the integrators, the discriminator extracts the phase difference between

the incoming signal and the local one. A loop filter can be included to further reduce

the effect of noise. Once the phase difference is approximately zero, the PLL reaches a

steady-state condition and the local waveform results aligned with the incoming carrier

which is needed for the recovery of the code delay by the DLL.

After code wipe-off has been performed, assuming an unitary amplitude, the incoming

signal is

y(t) = d(t − τ) cos(2π( fIF + fd)t + ϕ) (3.16)

Costas loop contains two multiplications. The input signal is multiplied by the local carrier

wave as well as by its phase-shifted version by 90°, obtaining two different expressions for

I and Q. After low-pass filtering, the two terms with the double intermediate frequency

are eliminated and the following two signals remain

I =
1
2

d(t − τ) cos(ϕ) (3.17)

Q =
1
2

d(t − τ) sin(ϕ) (3.18)

The phase error of the local carrier phase replica can be found as

Q
I
= tan(ϕ) (3.19)

By using this discriminator, it can be seen how the phase error is minimized when the

correlation in the quadrature-phase arm is zero and the correlation value in the in-phase

arm is maximum. Therefore, it is clear that the goal of the Costas loop is to try to keep all
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energy in the I (in-phase) arm. According to [103], which also describes other possible

Costas discriminators the, the arctan discriminator in (3.19) is the most precise of the

Costas discriminators, but it is also the most time-consuming.

The characteristics of a PLL can be seen in Figure 3.7. The phasor A is represented

by the vector sum of IP and QP. It tends to remain aligned with the I-axis. If a navigation

bit transition occurs, it switches 180°. Costas loop is therefore capable to detect the bits

in the data message, despite there is a phase ambiguity of 180°.

Figure 3.7: I, Q phasor diagram. Figure taken from [103]

3.4.3 Kalman filter-based tracking

One alternative to the traditional tracking loop architectures, is given by the use of a

KF to drive the code and carrier NCOs. Replacing scalar loop filters by a KF provides

a more adaptive estimation algorithm. This property is embedded within the adaptive

nature of KF as the estimation is based on the prediction model, the observation model

and the associated statistics. In fact, the benefits of using KF for signal tracking are

more evident for receivers operating under changing conditions [138]. Moreover, the
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use of KF allows smoother code and carrier error estimation, as demonstrated in [150],

which presents smoother-based signal tracking to improve the accuracy of the receiver’s

estimates code and carrier phase errors.

The measurements of the dynamic process under consideration can be either the

GNSS accumulated correlator outputs I and Q or the output of the discriminators. The

first model, known as coherent approach, results in a “pure” Kalman filter since the

measurement noise is non-Gaussian. Therefore, as the discriminators are not involved,

there is the advantage of not introducing unmodelled non-linearities in the measurement

inputs to the Kalman filter. As a result, it allows the use of higher gains in the Kalman filter

as the assumed measurement noise covariance. Unfortunately, this approach presents the

high complexity of accurately modeling the mean and variance of the measurement noise

processes as well as of having an accurate process model. As a result, it is feasible

only under circumstances where the GNSS signal is received with high C/N0 in order

to be able to track the carrier phase variations. On the other hand, the second model

is known as non-coherent approach and it is characterized by a non-linear relationship

between the measurements and the KF states. The use of non coherent integration is the

optimum integration architecture in case of weak signal-to-noise environments since the

code discriminator function is independent of the carrier phase and then the estimation

of precise carrier phase measurements is not required. A comprehensive overview about

coherent and non-coherent approaches is given in [82].

The block scheme of the two architectures is shown in Figure 3.8 for coherent (left)

and non-coherent (right).
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Figure 3.8: Coherent (left) and non-coherent (right) KF-based tracking.
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3.5 Navigation solution

When both code and carrier tracking loops are locked, they provide estimate of

apparent transmit time and carrier phase of the received signal. These measurements are

used to generate the so-called pseudoranges and the carrier phase measurements which,

in turn, enable the navigation module to solve the navigation equations.

In order to estimate the pseudoranges, pieces of information gathered both from the

tracking module (output from DLL) and from the decoding of the navigation message are

used.

Such a navigation message consists of a number of frames and subframes. For

instance, in case of GPS C/A signal, a counter named Z-count measures the number of

1.5 seconds since the starting zero time reference. Recalling the structure of the GPS

navigation message, it is organized in pages, each containing 5 subframes, and each

subframe contains 10 words of 30 bits each. Therefore, in order to estimate the satellite

clock time, the Z-count in the current subframe has to be determined plus the time elapsed

since the beginning of the subframe. This elapsed time can be measured counting the

whole number of navigation data bits transmitted since the beginning of the subframe,

plus the whole number of code periods since the beginning of the current navigation

data bit, plus the number of chips elapsed in the current code cycle, plus the fraction of

the current chip [130]. The last two terms are computed by the DLL and given to the

navigation module which, on its own, compute the number of navigation data bits and

the number of code periods. This time calculation, in addition to the satellites position

extracted from decoding the navigation message, are used to obtain the pseudoranges ρ.

The receiver, in order to determine its spatial coordinates, has to solve a system of

equations containing the pseudoranges ρ from at least four satellites in view, with known

coordinates. The satellites positions can be computed from the ephemeris and the time

of transmission, which are embedded in the navigation message. The fourth equation

is needed because of the unknown bias between the user’s clock and the satellite time

scale. One of the simplest algorithm and one of the most used for estimating the position

is the Least Square (LS) method. However, other methods can be adopted, such as
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Kalman filter. The latter takes into consideration the previous states of the system and

the evolution of the solution and then it is able to smooth the LS solutions.

Estimation using Least squares

The LS method is the most used for solving the set of equations containing the

pseudoranges. The generic j-th pseudorange ρ was defined in (2.3) and reported here for

clarity

ρ j =

√(
xs j − xu

)2
+
(
ys j − yu

)2
+
(
zs j − zu

)2
+ but (3.20)

where xu, yu, zu are the user coordinates, xs j, ys j, zs j are the coordinates of the j-th satellite,

and but = c ·δtu is the clock bias term. The intersection of four spheres from four satellites

is then given by the following system of equations

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρ1 =

√
(xs1 − xu)

2 + (ys1 − yu)
2 + (zs1 − zu)

2 + but

ρ2 =

√
(xs2 − xu)

2 + (ys2 − yu)
2 + (zs2 − zu)

2 + but

ρ3 =

√
(xs3 − xu)

2 + (ys3 − yu)
2 + (zs3 − zu)

2 + but

ρ4 =

√
(xs4 − xu)

2 + (ys4 − yu)
2 + (zs4 − zu)

2 + but

(3.21)

The solution of (3.21) gives the user location and the value of δtu, allowing the user to

synchronize its own receiver to the GNSS time scale.

Knowing an approximation of the true position and bias
(
x̂u, ŷu, ẑu, b̂ut

)
, and expanding

(2.3) in a Taylor series centered in
(
x̂u, ŷu, ẑu, b̂ut

)
it is possible to obtain the position offset

(∆xu,∆yu,∆zu,∆but) as a linear function of the known coordinates and of the pseudorange

measurements. The delta-pseudorange ∆ρ j = ρ̂ j − ρ j can be written as

∆ρ j = ax j∆xu + ay j∆yu + az j∆zu − ∆but (3.22)

Putting these equations in matrix form, the following system can be obtained:

∆ρ = H · ∆x (3.23)
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where

1. ∆ρ = (∆ρ1 ∆ρ2 ... ∆ρn)
T as the vector offset of the error-free pseudorange

values corresponding to the user’s actual position and the pseudorange values

corresponding to the linearization point;

2. ∆x = (∆xu ∆yu ∆zu −∆but)
T as the vector offset from the position linearization

point;

3. H as the geometrical matrix containing, in the first 3 columns, the unit vectors

pointing from the linearization point to each j-th satellite

H =

©­­­­­­«
ax1 ay1 az1 −1

ax2 ay2 az2 −1

... ... ... ...

axn ayn azn −1

ª®®®®®®¬
(3.24)

The system (3.22) has solution:

∆x = H−1
∆ρ (3.25)

When more than 4 pseudorange measurements are available, the method of LS can

be used to calculate the displacement ∆x.

Then, starting from the general representation of (A.7), and neglecting the weighting

matrix W , the solution becomes:

∆x = (HT H)−1HT
∆ρ (3.26)

3.6 Vector tracking GNSS receivers

Conventional GNSS receivers use a decentralized architecture separating the tracking

module from the navigation module. Within this scheme, each channels’ measurements

are incorporated into the navigation filter to estimate the PVT solution. As a consequence,

if one channel is corrupted – based on the intelligence of the navigation filter – can be
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ignored and not corrupting the other ones. This structure, denoted as scalar tracking,

shows relatively ease of implementation and it can be considered as the standard GNSS

receiver. However, it is not able to cope with signals with low C/N0 since the possibility

for one channel to aid another one, cannot be exploited.

On the contrary, vector tracking receivers are characterized by a deep level of integra-

tion between signal processing and the navigation processor. The main difference with

respect to scalar tracking, is that the channels are not tracked individually and indepen-

dently anymore but they are aided from the navigation filter. Within this approach, once

a good PVT solution is available, satellite signals can be continuously tracked even under

weak signal conditions.

Vector tracking was first proposed by [168] where the authors addressed a Vector

Delay Lock Loop (VDLL) processing for GPS signals. The architecture of a VDLL-

based receiver was described as well as the potential advantages in improving noise

performance. Afterwards, several authors investigated the potentiality of such an im-

plementation discussing the benefits and the weaknesses under different conditions. In

[142] [141], the authors extended the analysis to Vector Frequency Lock Loop (VFLL)

showing the benefits of a VDLL/VFLL based receiver and its capability to track signals

with extremely low C/N0. Also, the perforamnce of vector tracking based receiver were

assessed under weak signal conditions in [111], [166] and under the presence of different

threats, such as jamming [139], [85], [32] and ionospheric scintillations [55]. Moreover,

various methods of implementing a vector-tracking receiver were discussed in [148], with

focus on the carrier phase tracking performance of the receiver.

The architecture of a vector-based tracking GNSS receiver is reported in Figure

3.9. The navigation filter is the core of the vector-tracking receiver and it is often

implemented according to an EKF scheme. Following the discussion about coherent

and non-coherent KF tracking-based architectures in Section 3.4.3, it can be applied

also to the vector tracking structure. Recalling the main principles of both architectures,

non-coherent vector tracking use the output of the discriminators as measurements vector

for the navigation filter. Despite they introduce non-linear modeling errors, they can

sustain tracking with low C/N0 provided that the estimation of precise carrier phase
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measurements is not required. On the other hand, coherent approaches use directly

the correlators outputs as measurements vector for the navigation filter. Non-coherent

architecture is adopted within the block scheme of the vector tracking receiver reported in

Figure 3.9. The tracking errors for a specific channel are estimated by the channel filter.

Such a filter includes either DLL and PLL loop filters in case of scalar-based tracking or

a KF in case of KF-based tracking. The advantaged and disadvantages of using the two

approaches were discussed in Section 3.4.3.
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generator

Channel 
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Figure 3.9: Architecture of a non-coherent vector-based tracking GNSS receiver.

The deep level of integration characterized by the vector-tracking receivers, with

respect to the conventional receivers, is represented by the feedback from the navigation

filter to the NCOs. According to a non-coherent approach, the incremental observations

(pseudorange and pseudorange rate residuals) are generated from the code and carrier

discriminators, while the feedbacks to the NCOs are computed from the prediction of

the code rate and Doppler frequency derived from the EKF. In this way the satellite

signal processing channels are coupled together through the common feedback from the

filter states. Since the KF generates optimum estimates of signal parameters of each

satellite, based on the correlation outputs from all channels, the noise is therefore reduced
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in all channels. In order to keep a stable and reactive tracking process, the feedback

must be generated at ’correlation rate’ (i.e., between 50 Hz and 1 kHz), which may be a

challenging requisite for the centralized filter.

In particular, the code frequency can be computed in the discrete time domain as

[159]:

f̂code[n] =
[

fcode −
fcode

c
∆ρ̂[n]

Tc

]T

∈ RNsat,1 (3.27)

where fcode is the code frequency, expressed in Hz; c is the speed of light, expressed in

m/s; Tc is the sampling interval, expressed in s; ∆ρ̂[n] = ρ̂[n] − ρ̂[n − 1] is vector of the

difference between the pseudoranges, estimated by the navigation filter at instant n and

n-1, expressed in m.

On the other hand, the carrier frequency can be computed as:

f̂carr[n] =
[

fIF −
fcarr

c
r̂[n]
Tc
+

fcarr

c
∆vτ[n]

]T

∈ RNsat,1 (3.28)

where fIF is the intermediate frequency of the signal, expressed in Hz; fcarr is the carrier

frequency of the signal, expressed in Hz; r̂[n] is the vector of the pseudorange rates,

estimated by the navigation filter at instant n, expressed in m/s; ∆vτ[n] is the receiver

clock drift, expresses in m/s.

3.7 SDR-based GNSS receivers

The increasing success of satellite based navigation applications is boosting the de-

velopment of improved technologies for navigation receivers. Although GNSS receivers

must adopt more and more complex signal processing techniques, to meet such high

requirements, when compared with communication receivers, they deal with much lower

data-rates, thus making them appealing for SDR implementations. The concept of SDR

was introduced by [131] for the implementation of communication transceivers and the

implementation of GNSS receivers according to this paradigm, thus represents a spe-

cific implementation case. It consists of replacing some hardware components with
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software-based signal-processing techniques enabling reconfigurable radio communica-

tion architectures. It then provides a useful simulation and testing environment and opens

to the prototyping of new architectures. Although the application to the whole set of

GNSS signals is limited by the processing capabilities of the hardware architectures,

SDR technology has steadily evolved over the last decades in the field of satellite navi-

gation receivers. The opportunities opened by SDR in the field of GNSS receivers are

discussed in [119]. A brief history of GNSS software receivers, the opportunities and

practical engineering challenges that they pose for manufacturers, and the state of the art

and related applications of them are discussed in [180].

SDR GNSS receivers are usually implemented either in mixed Hardware (HW)/Software

(SW) modules or according to a fully software approach.

HW/SW mixed solutions implement dedicated and optimized hardware blocks to

efficiently perform tasks in a parallel manner. Recent improvements on the technology

of Field Programmable Gate Array (FPGA), make this technology very attractive for

SDR-targeted receivers implemented according to a reconfigurable logic. Within this

configuration, the HW/SW partitioning dominates the overall performance of the receiver

and its degree of flexibility. Design rules foresee the use of HW modules to compute the

intensive tasks, such the implementation of the acquisition unit as well as the correlators of

the tracking loops. On the other hand, algorithms that need to be configured and upgraded

such as the generation of the pseudoranges and PVT computation, are embedded in SW

routines. As an example, the design of a GNSS receivers according to an HW/SW

approach are described in [170] and [96].

On the other hand, fully SW SDR GNSS receivers feature a digital processor based

on a General Purpose Processor (GPP). Within this architecture, the core of the receiver

is implemented in SW running on a GPP, e.g. a Personal Computer (PC), which is in

charge of receiver the digitized data collected by a front-end. They are interfaced either

via a Universal Serial Bus (USB) communication port or Ethernet connections. Although

fully SW receivers allow high reconfigurability, flexibility and independence from the

HW platform, their cost, size and power dissipation make the commercial diffusion quite

improbable in the short term. In fact, this kind of receivers are mostly used for research
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and development purposes becoming very popular in universities and research centers.

The first implementation of a fully SW SDR GNSS was proposed in the dissertation of

[19] addressing the GPS L1 C/A signal. The Matlab version of the receiver was then

documented as a book [35]. Other implementations can be found in [133] and [164].

The adoption of new processing platforms and their associated processing techniques,

is pushing toward the concept of cloud-GNSS which consists of migrating the heavy tasks

required by the receiver signal processing stages from local into a distribute, scalable

and high-performance computing platform. [51] gives an overview about the different

receiver topology by means of traditional and cloud-based architectures. In [123] the

authors relied on a cloud-based GNSS approach to migrate the signal processing modules

– acquisition, tracking and PVT blocks – to the cloud platform whereas the GNSS sensor

consisted of the RFE only. They also discussed the energy consumption and the economic

aspects of migrating the GNSS signal processing in the cloud.
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Sensors for positioning

Multiple positioning technologies and sensors are available nowadays. Based on the

own different nature, each sensor can provide absolute or relative positioning. Within this

context, GNSS provides the user with accurate estimates of his own position and velocity

in a global frame and with errors bounded in any instant. In fact, GNSS is considered

as the dominant technology as already in use in an infinite number of navigation units

performing outdoor. Unfortunately, due to the physical principle of satellite based position

determination, GNSS is highly environmental dependent. Environments characterized

by the presence of high buildings and other objects in the line of sight between the

user and the satellite, might attenuate, block or reflect the weak signal traveling from

the satellite to the Earth. These effects may be limited relying upon other sensors, that

can be coupled with satellite navigation receivers, to enhance the performance of the

whole navigation system. Such an integration combines the advantages of the different

technologies, limiting, at the same time, the weaknesses of each individual sensor.

Nowadays there is a plethora of positioning technologies available, that can be coupled

with GNSS, to reach a robust and reliable navigation solution. They have been already

exploited by the scientific community, as reported by the literature review given in

this Chapter, and aim at guaranteeing the user requirements in term of accuracy, cost,

coverage, date rate, integrity and more. Considering this broad number of sensors,

a cost-effective solution is the one proposed in this work which includes INS, visual
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sensor and odometer, in addition to GNSS. These technologies offer several advantages

with respect to other well spread navigation solution (Simultaneous Localization And

Mapping (SLAM), LiDAR-based, short range RAdio Detection And Ranging (RADAR),

etc.) in particular considering the cost of the sensors, the computational complexity

of the fusion filter, and the simplicity of on-board implementation. It is obvious that

other subset of sensors might be considered, based on the user requirements and on their

relevance in the ITS domain.

This Chapter first provides a review of the most commonly used coordinate systems,

together with their relationship, which is essential to define the framework for fusing

the information to reliable estimates on position, velocity, and attitude. Afterwards,

an overview about the use of multiple sensors for positioning is given, together with a

literature review about the use of these technologies for navigation purposes. Eventually,

the fundamental concepts of INS, visual sensor and odometer are given in the remainder

of this Chapter.

4.1 Coordinate frames

The concept of a coordinate frame is used to define the position and orientation of

an object and it is essential to define the framework for fusing the information to reliable

estimates on position, velocity, and attitude. GNSS measures the position with respect to

a constellation whereas other sensors, such as INS or visual sensors, measure the motion

with respect to an initial frame. Since typically a generic user wants to know its position

with respect to the Earth, it is very important to define the main coordinate frames used

in navigation and their relationship.

Earth-Centered Inertial frame

Earth-Centered Inertial (ECI) frame is known also as a i-frame. The origin of the

ECI coordinates is at the center of the mass center of the Earth. The z-axis always points

along the Earth’s axis of rotation from the center to the true (and not magnetic) north

pole. The x-y plane spans the equator and the x-axis point towards the vernal equinox,
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which is the spring equinox in the northern hemisphere.

Within this coordinate frame, the axes do not rotate with the Earth. The y-axis always

lies 90 degrees ahead of the x-axis in the direction of rotation. Such a frame is important

in navigation because inertial sensors measure motion with respect to an inertial frame.

Earth-Centered Earth Fixed frame

Similarly to the ECI frame, an Earth-Centered Earth-Fixed (ECEF) frame has the

origin at the mass center of the earth. ECEF frame is known also as a e-frame. The

difference is that the coordinates rotate with the Earth and the x-axis is defined as going

through the Greenwich meridian. The y-axis completes the right-handed orthogonal

set, pointing from the center to the intersection of the equator with the 90-degree east

meridian.

GNSS coordinates and user position are natively expressed in ECEF frame. It is

important in navigation since it gives the position relative to the Earth.

Navigation frame

The coordinate of a navigation frame, known also as a n-frame, serve as local reference

directions for representing the vehicle attitude and velocity. A common orientation is

the North-East-Down (NED) frame where the x-axis points towards true north, the y-axis

points east and the z-axis points toward the centre of the earth.

The local navigation frame is important in navigation because the user wants to know

their attitude relative to the north, east, and down directions. For position and velocity, it

provides a convenient set of resolving axes, but is not used as a reference frame.

Body frame

The origin of the body frame coincides with that of the local navigation frame, but the

axes remain fixed with respect to the body. For angular motion, the x-axis is the roll axis,

the y-axis is the pitch axis, and the z-axis is the yaw axis. Hence, the axes of the body

frame are sometimes known as roll, pitch, and yaw. This concept, widely used within the
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remainder of the dissertation, is depicted in Figure 4.1.

Figure 4.1: Body frame axes. Figure from [81].

Coordinate transformations

Coordinate transformations allow to represent a vector into different coordinate sys-

tems. One technique that can be used to perform the transformation, is the application of

a Direction Cosine Matrix (DCM). The derivation of C can be found in several textbooks

[81]. Here only the final expression is given. The DCM from the e-frame to the n-frame

is:

Cn
e =

⎡⎢⎢⎢⎢⎢⎢⎣
− sin ϕ cos λ − sin ϕ sin λ cos ϕ

− sin λ cos λ 0

− cos ϕ cos λ − cos ϕ sin λ − sin ϕ

⎤⎥⎥⎥⎥⎥⎥⎦ (4.1)

where ϕ and λ are the geodetic latitude and geodetic longitude, respectively.

The DCM from the b-frame to the n-frame is:

Cn
b =

⎡⎢⎢⎢⎢⎢⎢⎣
cθcψ −cφsψ + sφsθcψ sφsψ + cφsθcψ

cθsψ cφcψ + sφsθsψ −sφcψ + cφsθsψ

−sθ sφcθ cφcθ

⎤⎥⎥⎥⎥⎥⎥⎦ (4.2)

where θ, ψ and φ are the roll, pitch and yaw, respectively. s and c indicates sin and cos,

respectively.
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The Euler angles can be determined from the DCM Cn
b with the following equations

φ = arctan 2
(
Cn

b [3,2],C
n
b [3,3]

)
(4.3)

θ = − arcsin
(
Cn

b [3,1]
)

(4.4)

ψ = arctan 2
(
Cn

b [2,1],C
n
b [3,1]

)
(4.5)

where arctan 2(y, x) is a four quadrant inverse tangent function.

4.2 Sensors’ overview and related works

Nowadays a vast number of positioning technologies is available. Based on the own

different nature, each sensor can provide absolute or relative positioning, as shown in

Figure 4.2. Moreover, they can exploit different physical principles, such as inertial

measurements (accelerometers and gyroscopes), mechanical waves (audible and ultra-

sound), RF (Ultra Wide Band (UWB), bluetooth, Wi-Fi) and visible light (imaging

sensors, infrared sensors). A deep survey on positioning systems is given in [126], [54].

Among these technologies, INSs are certainly the most widely used complementary

technologies to GNSS. INSs are self-contained sensors and include accelerometers and

gyroscopes measuring the measures specific force and the angular rate, respectively.

They provide relative position independently from the environment but, unfortunately,

the are affected by unbounded errors. The complementary error characteristics of GNSS

and INS thereby significantly improve the integrated navigation solution. In fact, sensor

fusion between GNSS and INS has been studied extensively in the last decade addressing

different level of integration, depending on the final application [146], [64], [92], [65],

[165].

Mobile laser scanners, known as LiDARs, are ranging technologies for rapid spatial

data collection and 3D point cloud generation. They are composed by a rotating beam

which measures distances and polar angles between the sensor and the surrounding spaces,
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Figure 4.2: Complementary technologies to GNSS [17].

through a light laser. The distances can be estimated by Time of Flight (ToF) measure-

ments or phase measurements. The 3D information provided by this system can be used

to perform navigation. The environmental map is usually used in autonomous navigation

systems as aiding information for enhancing the accuracy of the positioning engine as

well as for obstacle avoidance or context sensing [104]. In order to geo-referencing the

environmental 3D model, accurate pose of the scanner is required. Typically, this infor-

mation is provided by GNSS and INS. However, when these sensors are not available,

SLAM method could be exploited for the pose estimation. In fact, SLAM consists on

solving the problem of creating a map of an unknown environment while simultaneously

maintaining a location within that map [36], [70], [122]. As an iterative estimation

problem, SLAM starts with a known condition (location and pose of the user) which

is propagated using a prediction model based on the body motion. SLAM is usually

implemented using statistical techniques, such as Kalman or particle filters.
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Imaging sensors (RGB cameras and/or infrared cameras) are widely used for navi-

gation due to the possibility to extract not only spatial information, simulating human

perception, but also geometric relations between the camera and the real world. The

process of estimating the ego-motion of a body using the information contained in the

images acquired by a camera, is known as Visual Odometry (VO). In particular, VO incre-

mentally estimates the camera pose by observing the changes that motion induces on the

images, i.e. correspondent features. This motion is represented by a three-dimensional

rigid transformation between subsequent frames, which is composed by rotation and

translation. This relation is equivalent up to a scale factor, which means solving the

distance between the camera center and the 3D object scene. Usually, this is computed

by using two cameras (stereo-camera), provided that their baseline is known [99], [27].

However, the distance between the two cameras affects the accuracy of the motion estima-

tion obtained from images. The farther the two cameras are from each other the better the

accuracy [94]. Monocular camera might also be exploited to retrieve information about

the distance of the objects being photographed. It consists on extracting this distance

from external information, like an a-priori 3D model or an active ranging sensor. On

the other hand, if context information is not provided, the distance between the camera

center and the object point can be estimated by geometrical relations. For instance, when

the camera is pointing down to the ground, the distance is constant and equals the height

of the camera. The method utilizing the downward-pointing camera has been used in the

applications of vehicle navigation [137], [107] and in pedestrian navigation [91].

In autonomous navigation, a wide spread image-based method is the visual SLAM. In

addition to the VO, it not only provides navigation but it also constantly builds and updates

a map based on the visual information. The map is built associating visual features to

location landmarks. As the estimated location of the landmark is highly correlated with

the estimated position of the user, it is necessary to estimate both the user pose and

landmarks position simultaneously [183], [163], [112], [60], [30].

Another technology that can be used for positioning includes ultra-sound systems.

This kind of systems, that are based on mechanical waves, measure oscillations or pressure

transmitted through a medium. Within this context, the most simple configuration foresees
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the use of two devices for range estimation using ToA of received pulses. In contrast to RF-

based systems, they operate in short ranges, typically under 10 meters. Locating several

devices (beacons) within the environment, it is possible to estimate the receiver (listener)

position by multi-lateration. As in the case of other RF signals, Time Difference of

Arrival (TDoA) method are typically used to avoid issues related to time synchronization.

Application of positioning system based on ultra-sound have been investigated in [108],

[24].

Wireless Local Area Network (WLAN), also known as Wi-Fi, can be used to estimate

the position of a device lying within the network. Since WLAN signals are available

in many indoor environments, they can be easily exploited to perform indoor but also

outdoor positioning, to certain extent. Positioning estimation methods are based on ToA,

Angle of Arrival (AoA), although the most popular method is to make use of Receives

Signal Straight Indicator (RSSI), which is particularly easy to extract from the access

point. Other strategies consist on propagation modeling, Cell of Origin (CoO), multi-

lateration and fingerprinting. A compltete overview about these methods is provided in

[109]. However, the main disadvantage of these systems concerns security and privacy as

some cyber-attacks might capture transmitted packets and retrieve the user position. The

use of this technology for navigation has been already exploited in several works [113],

[18], [68].

UWB positioning systems are RF-based technologies for communication and radar

applications. The band allocated to this technology is 7.5 GHz wide, enormously grater

with respect to any other communication channels. In order to cover this huge bandwidth,

very short pulses, narrow in the time-domain, are used. This signal characteristics provide

several advantages in positioning estimation. In fact, the short duration of a pulse allows

very little uncertainty in time measurements at the antenna receivers. Knowing signal

reception time with little uncertainty means estimating distances with high accuracy.

By combining the distances estimated by multiple anchors spread within a network,

it is possible to use multi-lateration to estimate the position of a receiver. Several

implementations of UWB for positioning and navigation can be found in [93], [52],

[124], [43], [77].
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A magnetic compass provides absolute angle information of the user with respect to

magnetic north by measuring the intensity of Earth’s magnetic field [42]. In the most

common implementation, it is hybridized with an inertial platform which provides the

motion direction. It can be used as a standalone system, provided that it belongs to

a network of magnetometers. In general, the magnetic positioning systems have high

accuracy and do not suffer from non-line-of-sight errors between sensors and tracked

objects. However, the limited coverage and the interference produced by steel and metal

structures can affect the performance of the systems. These issues can be ovecame by

using multiple magnetometers in array configuration. The use of magnetic systems for

navigation has been exploited by several works [15], [42].

RADAR is a technique to estimate the range and the angle of incidence to an object.

It is based on the basic concept that the distance is linearly related to the ToF. This time

can be measured observing the tiny part of wave’s energy that return to the transmitter

antenna after bouncing back from a passive surface. More recent implementations consist

in multiple devices composed by transceivers which actively receive and transmit the

signal used in multi-lateration approaches. Several research have been made to provide

positioning estimation using continuous or modulated waves radar [169], [134].

The use of the odometer in navigation, which provides information about the curvilin-

ear distance traveled by a vehicle, has been extensively exploited by the GNSS community

as coupled with GNSS and other sensors to enhance the performance of the integrated

system [176], [72] [88], [69], [167]. In fact, although some other technologies may be

used for the estimates along the longitudinal axis of the vehicle, it is the most widely

spread approach [175].

INS, visual sensor and odometer have been chosen in this thesis to be integrated with

GNSS. They are described in detail in the remainder of this Chapter.

4.3 Inertial Navigation Systems

Inertial sensors comprise accelerometers and gyroscopes. Accelerometers are sensors

for measuring inertial acceleration and provide position and velocity. On the other hand,
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gyroscopes are sensors for measuring rotation and measure rotation rate. Inertial sensors

thus retrieve relative measurements, that can be used to compute position, velocity

and attitude with respect to an initial condition and with respect to an initial frame.

The different coordinate frames involved in the navigation domain, together with their

relationship, must properly defined since GNSS and INS measure their quantities with

respect to different frames.

INSs exhibit small short-term errors, they can output the own measurements with

very high rate and they are insensitive to environmental condition as well as to external

sources of errors. Moreover, they are self-contained sensors, in the sense that no external

infrastructures are required for operation. However, they exhibit unbounded errors that

rapidly degrade, i.e. drifts. The principle of inertial sensors and inertial technology can

be found in [81] and [79].

A detailed description of INS is given in the remainder of this Section describing the

system of equations used to compute the position, velocity and attitude, i.e. mechaniza-

tion, as well as the characterization of the noise affecting inertial sensors. The term IMU

is also introduced, which is represented by the ensemble of sensors for the INS, that are

typically placed in a single enclosure.

4.3.1 Structure of INS

The ensemble of inertial sensors, rigidly mounted to a common base, is called inertial

sensor assembly and it is illustrated in Figure 4.3. In particular, an accelerometer measures

specific force and a gyroscope measures angular rate. Multiple accelerometers and

gyroscopes, usually three per each, are combined by an IMU. The IMU coupled with a

computational unit form the INS. IMU can be categorized based on their accuracy (or

grade). According to [81], they can be grouped into five broad performance categories,

such as: marine-grade, aviation (or navigation)-grade, intermediate-grade, tactical-

grade and automotive-grade. Low-cost Micro Electro-Mechanical System (MEMS)-IMU

can be included into the automotive-grade. In the mass-market sector, current inertial

sensor development is focused on MEMS technology, which are small sensors able to
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realize low-performance IMU.

Figure 4.3: Inertial sensor assembly components. Figure from [79].

The specific force measured by the accelerometers, may be integrated in time in order

to obtain the body velocity and, after one more integration, the body position, both with

respect to an initial condition. However, accelerometers do not sense directly the gravity

acceleration g, but the reaction to this acceleration, applied by the surface where the body

lies. In fact, a 3-axis accelerometer measures the so-called specific force f, which is the

acceleration of the body comprising the (reaction to the) gravity component

f(t) = a(t) − g(t) (4.6)

where a(t) is the total acceleration that determines the body motion in the inertial frame.

The motion of the body is extracted by removing the gravity component sensed by the

accelerometer from the total acceleration acting on the body.

Gyroscopes measure orientation, traditionally based on the principle of conservation

of the angular momentum. The angular orientation of the body can be calculated by

integrating the angular rate measurements, provided that an initial orientation of the

sensor axis with respect to a reference is given.

A system, where a stable platform is mechanically isolated from the rotations of the
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host vehicle is denoted as gimballed system. On the other hand, a system where the

inertial sensors are mounted directly on the vehicle and move integrally with it, is known

as strapdown system. Strapdown systems are far more common than gimballed ones,

because of the simplicity of their mechanical realization.

4.3.2 The Coriolis theorem

The Coriolis theorem relates the velocity of the body with respect to the Earth

measured in an inertial frame vi(t) to the velocity expressed in the rotating frame ve(t)

ve(t) = Ûpe(t) = vi(t) − ωie × p(t) (4.7)

where the superscript b, i and e indicate quantities expressed in the body, inertial and

Earth reference frame, respectively. ve(t) is the ground speed, vi(t) is the speed with

respect to the inertial frame, ωie is the turning rate of the ECEF frame with respect to the

inertial frame, × denotes vector cross product and pe(t) is the position of the vehicle on

the Earth [173]. The acceleration can be obtained as the derivative of (4.7) as [173]:

Ûve(t) = Üpe(t) − ωie × ve(t) − ωie ×
[
ωie × pi(t)

]
(4.8)

where term ωie × ve(t) is known as Coriolis acceleration and represents the accelera-

tion caused by the body velocity over the surface of a rotating Earth, while the term

ωie ×
[
ωie × pi(t)

]
defines the centripetal acceleration experienced by the body owing

to the rotation of the Earth.

4.3.3 Mechanization equations

The system of equations used to compute the instantaneous position, velocity and

attitude, in the selected reference frame, is called mechanization. They can be computed

in each frame. Hereafter, we consider the ECEF frame. Basically, these equations might

be represented by three main steps: body attitude computation, body velocity computation

and derivation of the body position.
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Attitude computation

The attitude update step uses the angular rate vector expressed in the e-frame. it can

be obtained as [173]

ωb
eb(t) = ω

b(t) − Ce
b

T
(t)ωe

ie(t) (4.9)

where ωe
ie(t) is the Earth rotation rate expressed in body axes and Ce

b(t) is the rotation

matrix DCM from the body frame to the Earth frame.

The DCM may be calculated from ωb
eb using the relationship [173]

ÛCe
b(t) = Ce

b(t)Ω
b
eb(t) (4.10)

where Ωb
eb the skew-symmetric matrix derived from ωb

eb. Discrete-time propagation of

the DCM can be obtained by means of the Taylor approximation as:

Ce
b[n + 1] =

(
I + TcΩ

b
eb[n]

)
Ce

b[n] (4.11)

Velocity computation

The body velocity in the e-frame, ve(t), is obtained from integration of the corre-

sponding acceleration ae(t). However, to obtain the total body acceleration ae(t) = Ûve(t)

it is necessary to rotate the accelerometer measurement fb(t) into the proper frame and

subtract the components due to gravity, Coriolis effect and centripetal force. It is possible

to obtain an equation to describe the velocity variations in time as

Ûve(t) = Ce
b(t)f

b(t) − 2Ωe
ie(t)v

e(t) + ge
l (t) (4.12)

where where ge
l (t) is the sum of the gravity and of the centripetal acceleration.

Position computation

The position propagation is described by the well known relationship between space

and velocity
Ûpe(t) = ve(t) (4.13)
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where pe(t) is the 3-dimensional position of the body in the e-frame.

4.3.4 Noise characterization

The short-term stability of the INS is due to the noise characterizing the accelerometers

as well as the gyroscopes. Errors from the inertial sensors are integrated to obtain a

position, in case of the accelerometers, and to obtain an updated attitude of the platform,

in case of the gyroscopes. These errors cause the navigation solution drifting from the

true one.

Errors affecting the inertial sensors can be classified as deterministic and stochastic.

Deterministic errors are due to manufacturing and mounting defects, and can be calibrated

out from the data. On the other hand, stochastic errors include random noises. The

misalignment errors, which are the result of non orthogonalities of the sensor, are part

of the deterministic errors. Also the scale factor, which represent the sensibility of the

sensor, is a deterministic error. The IMU internal temperature belong to the category

of deterministic error, too. As far as the bias is concerned, it can be divided in two

categories, such as bias turn-on and bias-drift [152]. The bias-on is considered as a

deterministic error. The bias-drift is considered as a stochastic error. Random errors,

resulting either from the noise of the sensor itself or to random variations of bias or scale

factor over time, are also considered as part of the stochastic error of the sensor.

A suitable estimation of these errors is needed for improving the performance of

INS, in order to compensate the input error to the mechanization stage. However, if

deterministic errors can be minimized by calibration procedures, see e.g. [56], the

stochastic errors need stochastic modeling, which is a challenging task. The estimation

of the stochastic model parameters has been already addressed by the research community.

[160] analyzed the use of Allance variance method to model the inertial sensors’ error

terms. [73] targets modeling of the stochastic drift of the MEMS-based gyroscope using

a nonlinear system identification technique and comparing with that of higher order Auto-

Regressive (AR) stochastic models. A complete overview about some of the stochastic

processes, usually used to model the bias-drift, can be found in [152] where the authors
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give a complete overview about the random processes that affect the inertial sensors using

different techniques, such as autocorrelation, AR, PSD, AV and processes. They also

aims at obtaining the parameters of the various stochastic models using experimental

data collected in laboratory. Therefore, based on [152], some of the stochastic processes

usually used for noise identification and stochastic modeling of inertial sensors errors,

are reported in the following.

Autocorrelation

The autocorrelation function can be used for the estimation of the parameters needed

for modeling the random errors of the inertial sensors, using the first-order Gauss-

Markov (GM) process. It has been used in previous works to analyze the stochastic error

of the inertial sensors [136] [73]. The first-order GM can be describes in the time domain

as

Ûx(t) = −
1
Tc

x + w (4.14)

where x is the random process with zero mean, correlation time Tc and driving noise

w. Therefore, the parameters needed to implement this process can be extracted from its

autocorrelation function, given by

Rxx(τ) = σ
2eβ |τ | (4.15)

where the correlation time is Tc = 1/β and σ2 is the variance of the process at zero time

lag (τ = 0).

The importance of the first-order GM process lies in the fact that it can represent

bounded uncertainty. As a result, any correlation coefficient at any time lag τ is less

or equal to the correlation coefficient at zero time lag Rxx(τ) ≤ Rxx(0) [71]. On the

other hand, it shows some limitation due to the complexity of performing an accurate

autocorrelation curve from experimental data. Moreover, when low-cost IMU are used,

the shape of the autocorrelation might follow higher order GM processes meaning that

first-order GM would not be appropriate to model the bias-drift behavior. A comprehen-

sive discussion about this, can be found in [37]. However, the autocorrelation analysis is
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very useful to determine the correlation grade of the underlying random processes that

affect the sensors.

In [152], the authors exploit the autocorrelation function to characterize the noise

of inertial sensors based on MEMS technology (MicroStrain 3DM-GX3-25 device [2]).

Since the obtained autocorrelation functions of the inertial sensors are different from the

autocorrelation function of the first-order GM process, they conclude that the assumption

that the stochastic error follows a first-order GM process is not valid in most situations

for inertial sensors based on MEMS technology.

Autoregressive processes

More accurate modeling of the INS errors can be achieved using AR model. With

respect to the autocorrelation technique, that aims at modeling the inertial sensor errors

as first-order GM process, AR methods allow to model such errors as higher order GM

process. AR models were introduced in [136] and then evaluated in [73], [143]. In [152],

the authors estimate the AR model coefficients to the wavelet de-noised static inertial

sensor data of MEMS technology (MicroStrain 3DM-GX3-25 device [2]). They consider

first and third order AR processes.

Power spectral density

The PSD provides information about the stochastic errors of the inertial sensors from

the frequency components. The PSD is related to the autocorrelation function as

Sx( jw) = F [Rxx(τ)] =

∫ ∞

−∞

Rxx(τ)e− jwt dτ (4.16)

where Sx( jw) is the power spectral density of the process x, as a function of the angular

frequency w = 2π f , F [·] indicates Fourier transform, Rxx(τ) is the autocorrelation of

the process x.

PSD method identifies the noise sources based on the different slopes of the noise

terms in a log-log curve. An hypothetical inertial sensor PSD in single-sided is depicted

in Figure 4.4.
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Figure 4.4: Hypothetical PSD in single-sided form of an inertial sensor. Figure from
[152].

According to this curve, e.g. a slope of - 1 represents the noise term of the bias

instability (B). However, the detailed description of the different noise terms can be found

in [160] and [33].

In [152], the authors perform the noise data analysis of inertial sensors based on

MEMS technology (MicroStrain 3DM-GX3-25 device [2]), exploiting the PSD method

using Welch’s method. Basically, comparing the PSDs of acceleromteres and gyroscopes,

and the curve in Figure 4.4, they detect different types of noise. As a result, they model

the stochastic error of the accelerometers by the sum of velocity random walk (N) with

slope 0 and modeled as a white noise, the bias instability (B) with slope -1 modeled as

first-order GM process and, finally, the random walk (K) with slope -2 modeled as a

random walk process. On the other hand, the stochastic error of the of the gyroscopes

is modeled by the sum of angle random walk (N) with slope 0 and modeled as a white

noise, the bias instability (B) with slope -1 modeled as first-order GM process.

Allan variance

The Allan variance is a time-domain analysis technique capable to provide information

on the types and magnitude of various noise terms in an observed data [23]. In other

words, it allows to characterize the different contribution of the error sources to the overall
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noise statistics. It has been applied to the modeling of inertial sensors [181], [153].

The idea behind the AV estimation is to consider a long sequence of static data, remove

the deterministic bias and then integrate the output of the inertial sensors to obtain the

velocity θ. Finally, compute the AV as

σ2(T) =
1

2T2(N − 2n)

N−2n∑
k=1

(θk+2n − 2θk+n + θk)
2 (4.17)

where T represents the cluster time, i.e. the time associated with a group of n consecutive

observed data samples, N is the length of the data that will be analyzed and θ is the output

velocity, in the case of the accelerometers, and output angle, in the case of the gyros;

these measurements are made at discrete times from the inertial sensors.

Since the data uncertainty is assumed to be generated by the different noise sources,

the covariance can be thus obtained by analyzing the result of the computed AV (4.17).

An hypothetical inertial sensor AV log-log curve is depicted in Figure 4.5. Since the AV

computation needs a finite number of clusters, it must be pointed out that the accuracy

of the AV estimation is a function of the size of these clusters. The bigger the number of

independent clusters, the better the estimation accuracy.

In [152], the authors perform the noise data analysis of inertial sensors based on

MEMS technology (MicroStrain 3DM-GX3-25 device [2]), exploiting the AV method.

After integrating the acceleration and angular rate, they obtain the instantaneous

velocity and angle. Eventually, they obtain the log-log plot of Allan variance standard

deviation versus cluster times (T).

Based on the different slopes, the accelerometer error is composed by velocity random

walk (N) with slope -1/2, bias instability (B) with slope 0 and acceleration random walk

(K) with slope 1/2 and that the dominant noise in short cluster times is the velocity

random walk, while the dominant error in long cluster times is the acceleration random

walk. On the other hand, the gyroscopes error is composed by two types of noises such as

angle random walk N for short cluster times and bias instability B for long cluster times.
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Figure 4.5: Hypothetical AV of an inertial sensor. Figure from [152].

4.4 Visual sensor

Despite INSs are perfect candidate to be integrated with GNSS, due to their comple-

mentary nature, the use of a camera as a visual sensors might be exploited to overcome

the limitations shown by the INS, especially when MEMS are used (short term drift

errors). Visual sensors do not exhibit this kind of errors that rapidly degrade over time,

and are insensitive to external sources of errors, such as intentional or non-intentional

interference. Moreover, visual measurements obtained from different time epochs are

independent and therefore the errors in previous epochs do not affect the measurements

from subsequent images. Despite tracking the motion of the features from observed

images is a challenge, this concept can be exploited to extract the information about the

user motion. However, one of the challenges of the visual-aiding in indoor environments

is the shortage of features to be tracked. Following the idea of [38], which developed

an outdoor robot navigation system using a special camera configuration, the algorithms

used in this thesis have been further developed for indoor use and pedestrian, and further-

more tested for automotive applications. Indeed, we use monocular camera to resolve
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the depth, which is obtained adopting a special configuration of the camera, as explained

hereafter.

The visual sensor used in this thesis is based on the concepts of visual gyroscope

and visual odometer. These algorithms can be used to obtain the heading change and

the translation of the camera between two conscutive images, respectively. Such visual

gyroscope and visual odometer were developed by [156] and used in this research to

extract the motion of the features in consecutive images. In principle, the motion of the

so-called vanishing points is tracked, which can be considered as the image point where

the lines parallel in the scene appear to intersect. It provides relative measurements

of user heading, i.e. change in the attitude estimation. Then, it cannot be used as a

standalone system to estimate the heading by it must be integrated with measurements

from other sources.

After giving some general concepts about computer vision, relevant in vision-aided for

navigation, the remainder of this Section is devoted to the description of visual gyroscope

and visual odometer.

4.4.1 Camera fundamentals and coordinate frames

A very general overview about the fundamentals of camera geometry, in the framework

of the computer vision, and about the coordinate frames, is given in this Section. These

general principles are derived from [89]. In order to find the relationship between camera

frame Xcam and navigation frames Xnav, the pinhole model is first introduced. Under this

model, a point in the camera world with coordinates X = (X,Y, Z,1)T can be mapped

onto the point x = ( f X, fY, Z)T in the image frame. f is the image plane or focal length.

The mapping from world frame X to image frame x can be written as

x = PX (4.18)

where P is the camera projection matrix, that can be written as

P = K[R|t] (4.19)
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where K is the camera calibration matrix and t is the translation of the camera origin.

Details about the derivation of P, K and R can be found in [89]. Assuming that the

camera is located at the origin of a Euclidean coordinate system with the principal axis

of the camera pointing straight down the Z-axis, (4.18) becomes

x = K[R|t]Xcam (4.20)

The relationship between camera frame Xcam and navigation frames Xnav, is the following

Xcam = RXnav + t (4.21)

where R is the rotation matrix representing the orientation of the camera coordinate

frame.

Evaluating the relationship between a point in the 3D space x in the first view and the

point x′ in the second view, it can be written as

x′Fx = 0 (4.22)

where F is the fundamental matrix which has seven degress of freedom. The principles of

epipolar geometry needed to better understand the intrinsic projective geometry between

two views can be found in [89].

The mapping from an image point x to an image point x′ is

x′ = K′RK−1x +K′t/Z (4.23)

where Z is the depth of the point.

4.4.2 Visual gyroscope

The idea behind the visual gyroscope is to track the motion of the vanishing points in

consecutive images, to monitor the change in the camera attitude. As a result, the camera

is used as a visual gyroscope. As already mentioned, this concept was introduced in [156]
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and used in this thesis. This algorithm provides relative measurements, i.e. change in

the attitude estimation, and not absolute values. Then, it cannot be used as a standalone

system to estimate the heading by it must be integrated with measurements from other

sources.

The vanishing points, considered as the image point where the lines parallel in the

scene appear to intersect, were first identified and located. The Scale Invariant Feature

Transform (SIFT) approach [121], [120] was used to extract the features for solving the

motion of camera between consecutive images. A part from the SIFT features, all the

edges were identified using Canny Edge detector [39] and the straight lines separated

from the set of all edges with the Hough Line algorithm [95].

Figure 4.6: Vanishing points representation. Totally vertical or horizontal (green), vertical
(white dotted), horizontal (turqoise) and along the direction of propagation (blue). Central
vanishing point (red dot). Figure from [156].

In the initial configuration, the central vanishing point vz lies at the principal point

and the other two vanishing points at infinity on the x and y image axes. Then the

location of all the three vanishing points, given by the location matrix V, is linked with
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the calibration matrix K and the rotation matrix of the camera R.

V = KR (4.24)

The visual gyroscope provides the roll, pitch and heading when either the horizontal or

vertical vanishing point is recognized in addition to the central vanishing point. On the

other hand, it does not provide the roll if only the central vanishing point is obtained.

The latter was considered within the algorithms used in this thesis so only the central

vanishing point was tracked. The logic behind the selection of the central vanishing point

is a voting scheme. Any vanishing point candidate is voted for all the lines found. In

other words, it is done voting for the intersection points of all lines and correcting the

effect of noise with robust estimation using weighted means [97]. Eventually, the one

getting most of the votes is selected as the correct one. However, details about the voting

scheme are omitted in this thesis and can be found in [156].

The central vanishing point, presented in homogenous coordinates as (x, y,1), where

the x and y are the pixel coordinate, can be obtained from (4.24) and written as [156]

vz =

⎡⎢⎢⎢⎢⎢⎢⎣
fx sin θ + u cos φ cos θ

− fy sin φ cos θ + υ cos φ cos θ

cos φ cos θ

⎤⎥⎥⎥⎥⎥⎥⎦ (4.25)

Finally, the heading θ and the pitch φ can be obtained from (4.25) as

θ = arcsin
(

x − u
fx

)
(4.26)

φ = arcsin
(

y − υ

− fy cos θ

)
(4.27)

Error detection

In order to evaluate the accuracy of the estimated vanishing point, the concept of Line

Dilution Of Precision (LDOP) is used. It basically consists of a dilution of precision
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value demonstrating the geometry of the lines used for calculating the position of the

vanishing point. A large LDOP value, leads to large uncertainty of the vanishing point

location which can be weighted accordingly into the navigation filter. It is calculated first

dividing the frame into four quarters around the estimated vanishing point, and eventually

evaluating the geometry of the lines intersecting at the vanishing point itself.

Three different scenarios can be exploited: (a) we declare that the vanishing point

is correct, thus assigning a minimum LDOP value of
√

2, if lines intersecting at the

vanishing point are found from all four sections. (b) we declare the line geometry

sufficiently accurate, thus assigning a low LDOP value to the estimated vanishing point,

if the lines intersecting at the estimated vanishing point are from three of the sections. (c)

more evaluation of the geometry must be done, if the geometry of lines is reduced, i.e.

the lines are found only from two sections or especially only from one. In this case the

LDOP evaluation is based on the mutual alignment of the lines using a method proposed

in [22]. Details about the concept of LDOP are omitted in this thesis and can be found in

[156].

4.4.3 Visual odometer

The visual odometer aims at evaluating the translation from consecutive images in

order to have relative information about the user position. The goal is to find the unknown

depth (Z) of a photographed objects and resolve the scale problem. It is obtained adopting

a special configuration of the camera, as shown in Figure 4.7. The height of the camera,

h, must be a known parameter so it must be measured before starting navigation. It allows

to resolve the distance (Z) of the object.

In order to find the translation of the camera, the mapping from an image point x to

an image point x′, (4.23) is recalled. If the image points in the first (x) and second (x′)

image are normalized, (4.23) reduces to

x̂′ = Rx̂ + t/Z (4.28)

where R is the camera rotation and t = [tx, ty, tz] the translation between the images. Z
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Figure 4.7: Special configuration of the camera with height h and pitch φ for resolving
the distance Z of the object point (X,Y,Z). Figure from [157].

represents the depth of the object from the camera.

The main challenge is therefore to measure the distance Z from the camera to the

object. The object has coordinates (X,Y, Z) and it is projected into image point (x, y, z).

φ is the pitch of the camera whereas β is the angle between the principal ray of the camera

and the ray from the camera to the object using the image point y and the focal length fy.

Following the mathematical derivation in [156], the depth Z of the object is estimated as

Z =
h cos β

sin(φ + β)
(4.29)

X can be used in (4.28) to find the final expression of the translation t.

4.4.4 Noise characterization

In order to characterize the noise affecting the gyroscope accuracy, we report the

analysis performed by the author [156] which developed the visual gyroscope algorithm.

The AV analysis method [23] is applied to evaluate the camera gyroscope noise level.

The Allan variance σ2
C(tA) [106] for the averaging time tA is

σ2
C(tA) =

1
2(N − 1)

∑
(ỹ(tA)k+1 − ỹ(tA)k) (4.30)

where ỹ(tA)k is the average value of a bin k containing the heading change and pitch

values. The averaging time tA is the length of a bin and N is the number of bins formed
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of the data for the corresponding averaging time.

The variation in heading change and pitch measurements was calculated from the

7555 static images. From the Allan deviation plot in Figure 4.8, it is possible to see

how the uncorrelated noise was affecting the visual gyroscope stability for the short

integration times. After the deviation reached a minimum value, the rate random walk

started to increase the deviation again. The minimum value in the curve, shows the bias

instability equal to 0.058 degrees/second for the heading, and 0.045 degrees/second for

the pitch. Moreover, since the errors are time invariant, one erroneous measurement does

not necessarily introduce drift in the propagated heading value if it is identified by error

detection.

Figure 4.8: Allan deviation plot showing the noise in the visual gyroscope. Figure from
[156].

Details about the noise characterization of the visual gyroscope are omitted in this

thesis. However, a rigorous accuracy analysis for estimating parameters of geometric

models from noisy data is given in [102], where the authors used various techniques for

the parameter estimation for vision applications. It includes deep explanations and proofs
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about the theorems used for the estimation.

4.5 Odometer

An odometer provides information about the curvilinear distance traveled by a vehicle.

Such a distance is obtained by measuring the number of full and fractional rotations of the

vehicle’s wheels [162], [14]. Typically, an odometer is an electronic device that outputs an

integer number of pulses for each revolution of the wheel. The number of pulses generated

during a time slot are eventually converted to an estimate of the traveled vehicle distance,

during that time slot, by multiplying the number of pulses by an odometer scale factor.

This scale factor generally depends on the radius of the vehicle’s wheel and therefore it

is not constant provided that a wheel’s radius can change with tire pressure, temperature,

tread wear, and the vehicle’s speed. Beside these variations in the scale factor, there are

several sources of random errors affecting the odometer output, e.g. wheel slips, uneven

road surfaces or skidding. An empirical evaluation of data that quantify the change in

odometer scale factor versus tire pressure and vehicle speed is presented in [114] while

a more complete overview about both systematic and non-systematic errors is given in

[40].

However, in this thesis we use the term odometer to identify the sensor providing the

velocity components of the vehicle. This information, that is typically given by velocity

encoders observing the rotation rates of the wheels, is fed to the navigation filter, in

addition to the data coming from the other sensors.
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Chapter 5

Multi-sensor integration

As widely discussed in Chapter 4, each sensor that can be used for positioning, ex-

hibits strengths and weaknesses based on the own nature. Coupling sensors that have

complementary characteristics, consistently enhances the performance of the navigation

integrated system in terms of positioning accuracy, reliability and continuity of the posi-

tion. The integration of GNSS and external sensors with complementary characteristics,

is therefore the key for overcoming the weaknesses and enhancing the strengths of each

sensors. Such an integration can be performed using different fusion filters and according

to different strategies, that differ in the degree of integration of the systems.

After discussing the most commonly used filters to combine information from sensors

of different nature, this Chapter gives an overview about the different strategies that can

be used for the data fusion. Loose, tight and ultra-tight integration algorithms are thus

introduced addressing a generic multi-sensor GNSS receiver. Each of these integration

strategies are therefore described in detail addressing a specific subset of sensors, chosen

within this thesis, i.e. INS, visual sensor and odometer, as external sensors to be coupled

with GNSS.
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5.1 Navigation filter

The mathematical operator employed to combine information from different sensors

is called navigation filter, hereafter. Essentially, it is characterized by a model, that

describes the process and measurement dynamics of the navigation system, together with

a proper description of the process and measurement noise statistics. A survey of the

information fusion technologies used in current in-car navigation systems is presented in

[162], where the most common filters used to combine the information from the various

sources are presented.

Since non-linear processes and measurement models generally are used to describe

vehicle dynamics, non-linear filtering methods must be employed. One of the most

used non-linear filtering approach is the EKF [154], [174], [132] (described in Appendix

A), due to its simplicity, which transforms the non-linear filtering problem into a linear

problem, by linearizing the navigation equations around the current navigation solution.

Unfortunately, when the measurements are characterized by high non-linear nature, such

a linearization process can affect the accuracy of the obtained solution. In this case,

enhanced performance can be obtained by using more refined non-linear filtering ap-

proaches. Unscented Kalman Filter (UKF) can be used for this purpose [161], [100].

It assumes that the probability density of the state vector is Gaussian, and this density

is sampled at a number of carefully chosen points to approximate the multidimensional

integrals required. Particle filter might be also used within this context [53], [86], [41]. It

can be seen as genetic-type Monte Carlo methods, that use weighted samples to generate

approximations of the probability density function. However, the intrinsic weakness of

these non-linear filtering approaches is the computational complexity of the filter, that

grows exponentially with the dimension of the state vector being estimated [53].

Therefore, the choice of the filter algorithm is driven by a trade-off between an ade-

quate description of the system and a sufficient simplicity for the filtering algorithm to

become computationally feasible. In other words, it comes from a balance between com-

putational complexity, robustness against modeling errors, and accuracy of the algorithm.

Since EKF offers a good compromise between these aspects, it is the non-linear filtering
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approach used in this thesis to fuse the sensors’ information.

5.2 Integration strategies

Depending on the level of information exchanged between GNSS and the other com-

ponents in the integrated system, they can be integrated according to different strategies,

commonly referred as [146] uncoupled, loose, tight and ultra-tight (or deep) integration.

These solutions basically differ in the degree of integration of the systems, i.e. for the

nature of the information extracted from the systems and used in the hybridization pro-

cess, as well as for the architecture of the interactions between the systems. The terms

Loosely Coupled (LC), Tightly Coupled (TC) and Ultra-Tightly Coupled (U-TC) are used

hereafter to refer to loose, tight and ultra-tight approach, respectively.

Considering GNSS/INS integrated systems, the uncoupled approach is characterized

by two distinct solutions. Typically the GNSS solution is used to correct (or reset) the

INS solution, but without estimating the causes of the sensor drift (as happens in the other

integration approaches). It is not considered in this thesis.

LC systems integrate position and velocity, measured from the GNSS receiver and

from the external sensors. Compared with TC and U-TC integrated systems, they are

relatively easy to implement. On the other hand, TC systems are characterized by the

use of raw GNSS observables, such as pseudorange and Doppler measurements, to be

coupled with the INS observations. In this case, the position is computed by the navigation

filter, which gathers the information from GNSS as well as from the external sensors.

As a result, the system is able to compute the position even if the number of GNSS

measurements is insufficient for a standalone solution, i.e. equal to 4. Finally, U-TC

systems are the deepest level of integration since the GNSS tracking module is embedded

within the integration filter. Within this integration scheme, the updates are used to aid

the GNSS receiver NCOs tracking loops.

As far as the integration filter is concerned, these strategies share in principle the same

basic state-space model of the involved quantities. Minor differences are introduced in

the number of the involved states and in the forcing functions models; on the other hand,
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substantial differences determine the three observation models, which lead to substantially

different integration strategies.

The high-level representation of GNSS receiver, coupled with other sensors according

to LC, TC and U-TC integration strategies is reported in Figure 5.1. In such a represen-

tation, the branch addressing GNSS processing is depicted on the left side, whereas the

other sensors (INS, barometer, visual sensor, etc.) are depicted on the right side.

GNSS 
antenna

RFE Acquisition PVT 
module

TC

LC

U-TC

Navigation
filter

Tracking

Visual sensor

Odometer

INS
…

GNSS External sensorsIntegration 
filter

Barometer

UWB

Figure 5.1: Architecture of a multi-sensor LC, TC and U-TC GNSS receiver.

5.3 Loose integration

A LC integration system uses the position and velocity measured from the GNSS

receiver to compute the corrections, that are consecutively applied to the trajectory

estimated by the external sensors. The loose integration of GNSS and other sensors for

positioning has been addressed by the GNSS research community during the last years.

In particular, the loose integration of GNSS and INS has been extensively studied and

consolidated during the last decades, in fact details and real implementations can be found

in [146], [64], [92], [65] and [165].

Within this LC architecture, the navigation solution of the two subsystems is blended.

This type of integration is relatively easy to implement since the access to low level

processing observables is not required and then any commercial-of-the-shelf receiver can
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be used. Although its simplicity, it has some drawbacks. Since the position and velocity

estimates from the GNSS receiver are correlated in space and time and with a structure

most likely unknown to the information fusion algorithm designer, the correct statistics

on the estimation error are not available for the navigation filter, leading to suboptimal

performance [162]. Moreover, the navigation solution can be estimated only when the

GNSS receiver has enough satellite in view for computing the navigation solution.

The architecture of a LC GNSS receiver is shown in Figure 5.2 where GNSS data

are fused with measurements from INS, visual sensor and odometer. It computes the

corrections necessary to refine the INS-based trajectory meanwhile estimating the position

and velocity of the navigation unit. The biases that affect the accelerometers and the

gyroscopes are estimated by the navigation filter and given as a feedback to INS.

GNSS 
antenna

GNSS 
receiver

INSIMU

-

+
estimated 
trajectory

Visual 
gyroscope 

Visual 
odometer 

Odometer

Navigation
filter

+

+

-

-

Figure 5.2: Architecture of a multi-sensor GNSS receiver LC with INS, visual sensor
and odometer.

The details of the navigation filter, implemented according to an EKF scheme, used

within the architecture of the multi-sensor LC GNSS receiver reported in Figure 5.2, are

presented in the following.
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State-space model

The definition of the state-space model needed to implement a loosely integrated

system is shown hereafter. The model equations are written in the continuous-time

domain. The structure adopted for the set of the system states (incremental states) is the

following:

∆x(t) =
[
∆pe(t)T, ∆ve(t)T, ∆ψe(t)T, bb

a(t)
T, bb

g(t)
T ]T

∈ R15,1 (5.1)

where the superscripts e,b indicates Earth frame and body frame respectively. The state

vector store the following components:

∆pe(t) ∈ R3,1 is the corrections vector to be applied to the nominal body position at

the time instant t, expressed in the Earth frame;

∆ve(t) ∈ R3,1 is the corrections vector to be applied to the nominal body velocity at the

time instant t, expressed in the Earth frame;

∆ψe(t) ∈ R3,1 is the vector of misalignment angles along each axis (attitude corrections)

at the time instant t, expressed in the Earth frame;

bb
a(t) ∈ R3,1 is the vector of the biases of the accelerometers at the time instant t,

expressed in the body frame;

bb
g(t) ∈ R3,1 is the vector of the biases of the gyroscopes at the time instant t, expressed

in the body frame;
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State transition matrix

In order to define the state transition matrix Φ[n] of the discrete-time state-space

model, the discrete-time of the state-transition model is:

∆pe[n + 1] = ∆pe[n] + Tc∆ve[n] (5.2)

∆ve[n + 1] = Ne
∆pe[n] +

(
I3 − 2TcΩ

e
ie
)
∆ve[n]+

− TcFe[n]∆ψe[n] + TcCe
b[n]b

b
a[n] +TcCe

b[n]ηa[n] (5.3)

∆ψe[n + 1] =
(
I3 − TcΩ

e
ie
)
∆ψe[n] − TcCe

b[n]b
b
g[n] −TcCe

b[n]ηg[n] (5.4)

bb
a[n + 1] = (I3 + TcDa)bb

a[n] +Tcηaa[n] (5.5)

bb
g[n + 1] =

(
I3 + TcDg

)
bb
g[n] +Tcηgg[n] (5.6)

where:

• Tc is the sampling interval

• Ne is the tensor of gravity gradients [146]

• Ωe
ie is the Earth rotation rate

• Fe is the skew symmetric matrix of the accelerometers measurements

• Ce
b is the rotation matrix from the body frame to the Earth frame

• ηa is a driving noise term acting on the accelerometers in the body frame

• ηg is a driving noise term acting on the gyroscopes in the body frame

• D a is the time-constant diagonal matrix that defines a first-state Gauss-Markov

model

• ηaa is the driving noise for the accelerometers biases

• ηgg is the driving noise for the gyroscopes biases
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so that the discrete-time state-space model is written as:

∆x[n + 1] = Φ[n]∆x[n] + Γ[n]η[n], (5.7)

where:

η[n] =
[
ηa(nTc)

T, ηg(nTc)
T, ηaa(nTc)

T, ηgg(nTc)
T ]T

∈ R12,1 (5.8)

Φ[n] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

I3 TcI3 03 03 03

Ne I3 − 2TcΩ
e
ie −TcFe[n] TcCe

b[n] 03

03 03 I3 − TcΩ
e
ie 03 −TcCe

b[n]

03 03 03 I3 + TcDa 03

03 03 03 03 I3 + TcDg

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R15,15

(5.9)

Γ[n] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

03 03 03 03

TcCe
b[n] 03 03 03

03 −TcCe
b[n] 0 0

03 03 TcI3 03

03 03 03 TcI3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R15,12 (5.10)

Note that the process noise is defined as w[n] = Γ[n]η[n].

Measurement equation

The incremental observation vector can be written as follows:

∆z[n] =
⎡⎢⎢⎢⎢⎣
∆zGNSS[n]

∆zext[n]

⎤⎥⎥⎥⎥⎦ ∈ R15,1 (5.11)

where ∆zGNSS[n] is defined as

∆zGNSS[n] = z[n] − z̆[n] ∈ R6,1 (5.12)

where
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• z[n] =
[
pe[n]T, ve[n]T

]T
∈ R6,1 is the vector of the position pe[n] and velocity

ve[n], estimated by GNSS, at the time instant n;

• z̆[n] =
[
p̆e[n]T, v̆e[n]T

]T
∈ R6,1 is the vector of the position p̆e[n] and velocity

v̆e[n], estimated by the INS, at time n.

∆zext[n] is defined as

∆zext[n] = Θ̄[n] − Θ̆[n] ∈ R9,1 (5.13)

where the vectors Θ̄[n] and Θ̆[n] are:

Θ̄[n] =
[
ψ̄

e
vis[n]

T, v̄e
vis[n]

T, v̄e
odo[n]

T ]T
∈ R9,1 (5.14)

Θ̆[n] =
[
ψ̆

e
[n]T, v̆e[n]T, v̆e[n]T

]T
∈ R9,1 (5.15)

where

• ψ̄e
vis[n] is the vector of attitude estimated by the visual gyroscope;

• v̄e
vis[n] is the vector of velocity estimated by the visual odometer;

• v̄e
odo[n] is the vector of velocity estimated by the odometer;

• ψ̆e
[n] is the vector of attitude estimated by the INS;

• v̆e[n] is the vector of velocity estimated by the INS;

The predicted incremental observation ∆z−[n] relative to the state space model is

obtained from the a-priori incremental state ∆x−[n] = Φ[n]∆x[n − 1] as

∆z−[n] = H[n]∆x−[n] (5.16)

where the observation matrix H[n] is defined as

H[n] =
⎡⎢⎢⎢⎢⎣

HGNSS[n]

Hext[n]

⎤⎥⎥⎥⎥⎦ ∈ R15,15 (5.17)
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where the observation matrix HGNSS[n] is constant in time and equal to:

HGNSS =

⎡⎢⎢⎢⎢⎣
I3 03 03 03×6

03 I3 03 03×6

⎤⎥⎥⎥⎥⎦ ∈ R6,15 (5.18)

The additional component Hext[n] is related to the external sensors and it can be written

as

Hext[n] =
⎡⎢⎢⎢⎢⎣

Hvis[n]

Hodo[n]

⎤⎥⎥⎥⎥⎦ ∈ R9,15 (5.19)

where Hvis[n] can be written as

Hvis[n] =
⎡⎢⎢⎢⎢⎣

03 03 I3 03 03

Dpos[n] I3 03 03 03

⎤⎥⎥⎥⎥⎦ ∈ R6,15 (5.20)

and Dpos[n] [156] is equal to

Dpos[n] =

⎡⎢⎢⎢⎢⎢⎢⎣
∆vx[n]cos (θ[n])Tc 0 0

0 ∆vy[n]sin (θ[n])Tc 0

0 0 ∆vz[n]Tc

⎤⎥⎥⎥⎥⎥⎥⎦ ∈ R3,3 (5.21)

where

• θ[n] is the yaw estimated by the INS

• ∆ve[n] = v̄e[n]− v̆e
vis[n] is the difference between the velocity estimated by the INS

and the visual odometer, expressed in the Earth frame.

Hodo[n] can be written as

Hodo[n] =
[

03 −I3 −v̀e
INS[n] 03 03

]
∈ R3,15 (5.22)

where v̀e
INS[n] is the skew matrix of the velocity v̄e

INS estimated by the INS, expressed in

the Earth frame.
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Finally, the measurement noise covariance matrix R[n] can be written as

R[n] =
⎡⎢⎢⎢⎢⎣

RGNSS[n]

Rext[n]

⎤⎥⎥⎥⎥⎦ ∈ R15,15 (5.23)

where the component Rext[n] include the variances of the measurements calculated by

the visual gyroscope ψvis, visual odometer vvis and odometer vodo, such as

Rext[n] = diag
(
σ2
ψvisx

, σ2
ψvisy

, σ2
ψvisz

, σ2
vvisx

, σ2
vvisy

, σ2
vvisz

, σ2
vodox

, σ2
vodoy

, σ2
vodoz

)
∈ R9,9

(5.24)

5.4 Tight integration

The TC integration algorithms use pseudorange and pseudorange-rates (i.e. Doppler)

measurements, as extracted by the GNSS receiver, and coupled with the observations

provided by the external sensors. TC integration has been studied in the last decade

by the GNSS community to augment GNSS standalone receivers by using sensors from

different nature. Implementations of of this approach can be found in [146], [64], [127],

[26], [158], [172].

One advantage offered by TC approaches, with respect to LC, is that the basic GNSS

observations are not as correlated as the position and velocity solutions calculated in the

GNSS receiver and therefore better statistics can be known leading to higher accuracy

of the integrated system [21]. Another advantage is that it allows continuous navigation

even if the number of GNSS measurements is lower than the ones required by the GNSS

standalone solution, i.e. equal to 4. Moreover, it usually provides better performance in

terms of accuracy, continuity of the position solution and robustness in signal degraded

environments, with respect to LC. However, the larger size of the state vector requires

more computational time and it requires access to the raw GNSS measurements.

The architecture of a TC GNSS receiver is shown in Figure 5.3 where GNSS pseu-

doranges and Doppler are fused with data coming INS, visual sensor and odometer.

Within this structure, the error estimates by the navigation filter, are used to correct the
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INS derived position, velocity and attitude using GNSS measurements as external aiding.

Basically, the INS measurements are used to predict the nominal position, velocity and at-

titude, that are eventually employed to predict the pseudoranges and the pseudorange-rates

of all the visible satellites.

GNSS 
antenna

GNSS 
receiver

Navigation
filter

INSIMU

+

-
estimated 
trajectory

Pseudorange
prediction

nominal 
trajectory

Visual 
gyroscope 

Visual 
odometer 

Odometer

+

+

-

-

Figure 5.3: Architecture of a multi-sensor GNSS receiver TC with INS, visual sensor
and odometer.

The details of the navigation filter, implemented according to an EKF scheme, used

within the architecture of the multi-sensor TC GNSS receiver reported in Figure 5.3, are

presented in the following.

State-space model

The set of the system states (incremental states) is the following:

∆x(t) =
[
∆pe(t)T,∆ve(t)T,∆ψe(t)T, bb

a(t)
T, bb

g(t)
T,∆τ(t)T,∆vτ(t)

]T
∈ R18,1 (5.25)

It can be easily noticed that the state vector (5.25) for tightly integrated systems is identical

to (5.1), previously set for the loosely integrated system, plus two additional components:
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• ∆τ(t) ∈ R2,1 is the receiver clock bias for GPS and Galileo expressed in meters;

• ∆vτ(t) ∈ R1,1 is the receiver clock drift expressed in meters per second.

State transition matrix

The TC integrated system is characterized by the same transition matrix of the LC

integrated system plus two more line to characterize the clock bias and drift. The discrete

time domain equations are defined as:

∆τ[n + 1] = ∆τ[n] + ∆vτ[n]Tc (5.26)

∆vτ[n + 1] = ∆vτ[n] + υτTc (5.27)

Thus, the state transition matrix Φ[n] can be defined as:

Φ[n] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

I3 TcI3 03 03 03 03×2 03×1

Ne I3 − 2TcΩ
e
ie −TcFe[n] TcCe

b[n] 03 03×2 03×1

03 03 I3 − TcΩ
e
ie 0 −TcCe

b[n] 03×2 03×1

03 03 03 I3 + TcDa 03 03×2 03×1

03 03 03 03 I3 + TcDg 03×2 03×1

02×3 02×3 02×3 02×3 02×3 I2 Tc2×1

01×3 01×3 01×3 01×3 01×3 01×2 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5.28)

where Φ[n] ∈ R18,18, and

Γ[n] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

03 03 03 03 03×2 03×1

TcCe
b[n] 03 03 03 03×2 03×1

03 −TcCe
b[n] 03 03 03×2 03×1

03 03 TcI3 03 03×2 03×1

03 03 03 TcI3 03×2 03×1

02×3 02×3 02×3 02×3 I2 02×1

01×3 01×3 01×3 01×3 01×2 Tc

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∈ R18,15 (5.29)
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with the definition of the model noise vector is

η[n] =
[
ηa[n]

T, ηg[n]
T, ηaa[n]

T, ηgg[n]
T, τ[n]T, υτ[n]

]T
∈ R15,1 (5.30)

Measurement equation

The incremental observation vector ∆z[n] can be written as

∆z[n] =
⎡⎢⎢⎢⎢⎣
∆zGNSS[n]

∆zext[n]

⎤⎥⎥⎥⎥⎦ ∈ R2Nsat+9,1 (5.31)

where the component ∆zext[n] was defined in (5.13) and the component ∆zGNSS[n] is

defined as

∆zGNSS[n] = ζ [n] − ζ̆ [n] (5.32)

where

• ζ [n] =
[
ρ[n]T, r[n]T

]T
∈ R2Nsat,1 is the vector of the pseudoranges ρ[n] and

pseudorange-rates r[n] (i.e Doppler measurements), measured by GNSS, at the

time instant n;

• ζ̆ [n] =
[
ρ̆[n]T, r̆[n]T

]T
∈ R2Nsat,1 is the nominal pseudorange and pseudorange-

rate vector.

The predicted incremental observation dependent from the state-space model only is

written from the a-priori state ∆x−[n] = Φ[n]∆x[n − 1] as follows:

∆z−[n] = H[n]∆x−[n] (5.33)

where the observation matrix H[n] is defined as

H[n] =
⎡⎢⎢⎢⎢⎣

HGNSS[n]

Hext[n]

⎤⎥⎥⎥⎥⎦ ∈ R2Nsat+9,18 (5.34)
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The components HGNSS[n] is equal to

HGNSS[n] =
⎡⎢⎢⎢⎢⎣
−ue[n] 0Nsat×3 0Nsat×3 0Nsat×3 0Nsat×3 1Nsat×2 0Nsat×1

0Nsat×3 −ue[n] 0Nsat×3 0Nsat×3 0Nsat×3 0Nsat×2 0Nsat×1

⎤⎥⎥⎥⎥⎦ ∈ R2Nsat,18

(5.35)

where ue[n] is the line-of-sight vector from the receiver to the satellite. Hext[n] (5.19) is

composed by the components Hvis[n] and Hodo[n], respectively equal to

Hvis[n] =
⎡⎢⎢⎢⎢⎣

03 03 I3 03 03 03×2 03×1

Dpos[n] I3 03 03 03 03×2 03×1

⎤⎥⎥⎥⎥⎦ ∈ R6,18 (5.36)

Hodo[n] =
[

03 −I3 −v̀e
INS[n] 03 03 03×2 03×1

]
∈ R3,18 (5.37)

where Dpos[n] was defined in (5.21) and v̀e
INS[n] was defined in (5.22).

Measurement noise covariance matrix

Finally, the measurement noise covariance matrix R[n] can be written as

R[n] =
⎡⎢⎢⎢⎢⎣

RGNSS[n]

Rext[n]

⎤⎥⎥⎥⎥⎦ ∈ R2Nsat+9,2Nsat+9 (5.38)

where the component Rext[n] was defined in (5.24) and the component RGNSS[n] which

can be written as

RGNSS[n] =
⎡⎢⎢⎢⎢⎣

Rρ[n]

Rr[n]

⎤⎥⎥⎥⎥⎦ ∈ R2Nsat,2Nsat (5.39)

Rρ[n] contains the variances of the pseudoranges whereas Rr[n] contains the variance of

the pseudorange rates observations.

Rρ[n] =

⎡⎢⎢⎢⎢⎢⎢⎣
σ2
ρ1

. . .

σ2
ρNsat

⎤⎥⎥⎥⎥⎥⎥⎦ ∈ RNsat,Nsat (5.40)
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Rr[n] =

⎡⎢⎢⎢⎢⎢⎢⎣
σ2

r1
. . .

σ2
rNsat

⎤⎥⎥⎥⎥⎥⎥⎦ ∈ RNsat,Nsat (5.41)

Considering a satellite j, σ2
ρj [n] and σ2

rj [n] can be calculated according to [110]:

σ2
ρj [n] = a + b · 10

−C/N0
10 (5.42)

σ2
rj [n] = c + d · 10

−C/N0
10 (5.43)

where the constants a, b, c and d are defined in Table 5.1 for lightly degraded signal

environments and heavily degraded signal environments. It is worth noting that these

two signal degradation categories are dictated by a qualitative classification, in fact it

is not possible to have an analytic definition about lightly and heavily degraded signal

environments. In practice, urban canyons can be an example of heavily signal degraded

environments since the GNSS signals are typically attenuated, blocked or reflected by

high buildings and other objects in the line of sight between the user and the satellite. On

the other hand, sub-urban scenarios (e.g. highway) can be classified as lightly degraded

signal environments.

Table 5.1: Coefficients for pseudoranges and pseudorange-rates variance calculation
[110].

Lightly degraded Heavily degraded
signal environments signal environments

a
(
m2) 10 500

b
(
m2Hz

)
1502 106

c
(
m2

s2

)
0.01 0.001

d
(
m2

s2 Hz
)

25 40
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5.5 Ultra-tight integration

U-TC integration differs from LC and TC mainly because it is the deepest level

of integration between GNSS and the external sensors. Within this structure, the GNSS

tracking module is embedded within the navigation filter. The GNSS updates are basically

used to calibrate the INS, while the estimates of the navigation filter are used to aid the

GNSS receiver NCOs tracking loops. While LC and TC are quite consolidated in the

scientific literature, the benefits of U-TC, especially in presence of different sensors with

different features, have still to be investigated, due to its high complexity. However, the

most relevant implementations can be found in [82], [141], [142], [147], [148], [139],

[85], [182] and [27].

U-TC implementation is very close to the concept of vector-tracking GNSS receiver,

introduced in Section 3.6. The difference lies in the fact that in U-TC implementation,

the navigation filter is aided by the INS, thus making the estimation of code and carrier

frequencies more robust. As in the case of vector-tracking receiver, U-TC can sustain

tracking of GNSS signals with low C/N0 provided that the estimation of precise carrier

phase measurements is not required. This enhances the robustness of the overall system

in signals degraded conditions, e.g. jamming. From this discussion, we might consider

U-TC integration as a fusion between TC integration and a vector tracking GNSS receiver.

However, the main drawback with respect to TC integration algorithm is that it requires

modification to the conventional GNSS firmware since it requires access to the tracking

stage of the GNSS receiver. Also, the computational burden is increased.

The architecture of an U-TC GNSS receiver is shown in Figure 5.4. The tracking

errors for a specific channel are estimated by the channel filter. Such a filter includes

either DLL and PLL loop filters in case of scalar-based tracking or a KF in case of

KF-based tracking. The advantaged and disadvantages of using the two approaches were

discussed in Section 3.4.3. Following the discussion about coherent and non-coherent

KF tracking-based architectures reported in Section 3.4.3 and Section 3.6, a non-coherent

approach is considered within this representation.

The details of the navigation filter, implemented according to an EKF scheme, used
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Figure 5.4: Architecture of a multi-sensor GNSS receiver U-TC with INS, visual sensor
and odometer.

within the architecture of the multi-sensor U-TC GNSS receiver reported in Figure 5.4,

are presented in the following.

State-space model

The vector of incremental states of the centralized EKF is the same as the one

introduced for the tight integration architecture in (5.25).

State transition matrix

As a consequence, the same state transition matrix Φ[n] and input matrix Γ[n]

respectively reported in (5.28) and (5.29) are applied in the state equation of the ultra-

tightly coupled KF.

Measurement equation

The main difference between U-TC and TC lies basically in the observation models

of GNSS. Recalling the incremental observation vector ∆z[n] defined in (5.31), in case
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of TC, ∆zGNSS[n] is given by the difference between pre-corrected GNSS measured

pseudoranges and pseudorange rates computed by INS. In case of U-TC it is given by the

pseudorange and pseudorange rate residuals produced in each tracking channel through

an ad-hoc discrimination function, for the code and carrier tracking error respectively,

i.e.,

∆zGNSS[n] =
[
ε̃code[n]T, ε̃carr[n]T

]T
∈ R2Nsat,1 (5.44)

where ε̃•[n] is the vector gathering all the outputs of either the code or carrier discrim-

ination functions at the time instant n, properly scaled and corrected to directly express

pseudorange and pseudorange rate errors. As a consequence, the observation matrix used

to compute the innovation vector can be identical to the one written in (5.34).

Measurement noise covariance matrix

As far as the measurement noise covariance matrix R[n] is concerned, it was defined in

(5.38) and it is composed by the component Rext[n] (5.24) and the component RGNSS[n].

RGNSS[n] contains the components Rρ[n] (5.40) and Rr[n] (5.41). Considering a satellite

j, σ2
ρj [n] and σ2

rj [n] are function of C/N0, and equal to [159]:

σ2
ρj [n] =

(
c

fcode

)2 d
4Tc(C/N0) j

[
1 +

2
(2 − d) (C/N0) jTc

]
(5.45)

σ2
rj [n] =

(
c

2π fcarrTc

)2 2
Tc(C/N0) j

[
1 +

1
(C/N0) jTc

]
(5.46)

where fcode is the code frequency, expressed in Hz; c is the speed of light, expressed in

m/s; d is the chip spacing, expressed in chip; Tc is the sampling interval, expressed in s;

(C/N0) j is the C/N0 of the satellite j, expressed in dB/Hz; fcarr is the carrier frequency

of the signal, expressed in Hz.

NCOs update

What in this architecture mainly differs with respect to the tight integration, discussed

in Section 5.4, is represented by the feedbacks from the navigation filter to the NCOs.
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These feedbacks are computed from the prediction of the code rate and Doppler frequency

derived from the inertial system corrected through the bias estimates of the EKF, as shown

by the block diagram in Figure 5.4. The code and carrier frequency are therefore updated

following the explanation introduced in Section 3.6 for the vector-tracking receiver. In

particular, code frequency is (3.27) and carrier frequency is (3.28).
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Chapter 6

The record and replay approach

The persistent growth of applications and services based on GNSS, together with the

advent of new satellite navigation systems, is of paramount interest for different areas of

the GNSS research community. Among such different areas, security aspects are certainly

critical since GNSS signals are extremely weak and thus vulnerable to non intentional or

intentional RFI. Moreover, since GNSS receivers are expected to operate in environments

more and more challenging, there might be the need to develop customized positioning

algorithms specifically tailored to the user’s requirements. For instance, by processing

the signals broadcast by the modern satellite navigation systems and eventually fusing

it with the information coming from different sensors. The performance assessment of

the positioning unit, by means of different receiver configurations and architectures, thus

become essential for the development process of smart transportation that exploits the

ITS technology.

Capturing real world signal environments with high fidelity, and then faithfully replay-

ing it in a controlled environment might be useful for addressing some of these challenges.

Not only it may act as a basis for the creation of synthetic but realistic scenarios – useful

for assessing the impact of impairments such as RFI – but it also grants the principle of

repeatability since the test can be repeated as many times as desired under exactly the

same known conditions.

The R&R concept is presented and discussed in this Chapter. It starts discussing the
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general principles of R&R and the advantages offered by the recording and replaying

of the raw samples of the GNSS signal. After presenting the technical details of the

playback system, the use of such an approach is mainly discussed for two applications:

the performance assessment of a GBPT and the creation of synthetic scenarios based on

data collected in a real environment. Eventually, the results of real data replay – related to

two different cases – are presented as follows. First, in Section 6.5 for the GNSS receiver

performance assessment in different operational environments. Finally, in Section 6.6 the

effectiveness of the method is discussed assessing the impact of two types of interfering

signals, such as CW and WB, on GNSS signals affected by ionospheric scintillations

recorded in equatorial region.

6.1 Principles of record and replay

The concept of recording digital samples of the GNSS signal and then replay them in

a lab controlled environment, recreating the original scenario, is a topic already addressed

by the GNSS community and it is gaining much attention in recent years.

The block scheme of a R&R system for GNSS signals is depicted in Figure 6.1. It is

possible to distinguish between the recording system, which consists of a RFE already

presented in Section 3.2, and the playback system. The latter, which consists of a Vector

Signal Generator (VSG), works as an inverted RFE. It basically re-constructs the signal

ŷRF(t), which is a replica of the received GNSS signal, as in yRF(t) (3.6), starting from

its samples at IF, as in yIF[n] (3.10). However, the operations performed by the replay

system will be described in detail in Section 6.2.

Design and implementation of the R&R approach are available in the literature.

In [29], the authors present a detailed description of the design of a system capable

of replaying narrowband GNSS IF signals. They also compare the performance of a

replayed data set with its live counterpart with regards to position, timing, and Signal-to-

Noise Ratio (SNR). In [87], the author focuses on the setup of the hardware components

and assesses the performance of a commercial receiver in terms of signal strength and

position. In [90], the design challenges of a system able to R&R GNSS signals for
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Figure 6.1: R&R system for GNSS signals. Block scheme.

multiple constellations and frequency bands are presented. In [44] the authors described

the use of the R&R approach for testing different receivers, related to vehicular data

collections, discussing also the repeatability of such a method.

Among the advantages offered by the recording of the raw samples of the signal,

it enables the possibility of capturing a specific event or scenario from the real world

for deeper and refined analyses. Some specific events may be rare and the analysis in

real-time might not provide sufficient information. In this case more processing would

be needed with respect to what it is possible to do when the event is detected.

On the other hand, the availability of the raw samples of the signal allows the replay of

recorded data as many times as desired under exactly the same known conditions. This, in

turn, enables the possibility to feed the signal to different devices under test to assess their

performance in the desired scenario. Indeed, the R&R approach offers high repeatability,

although the use of replayed scenarios embeds the limitation that they cannot be changed

once the data are collected. Moreover, it has the significant advantage of being very close

to the real world, so it offers high realism.

The storage of the raw samples of the GNSS signal, nonetheless, offers other ad-

vantages. For instance, the possibility to use a software receiver enables access to the

complete receiver chain and to intermediate measures as well as the possibility to use

different configurations of the receiver. This, in turn, can offer tools to develop new

algorithms specifically tailored to the user’s requirements.

Nevertheless, the design of a proper R&R systems, requires the tuning of the different
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parameters of the systems to grant the right trade off between the fidelity of the recorded

scenario to the real environment and an affordable level of complexity, as discussed in

the following Sections.

6.1.1 The bottleneck of data storage and the quantization trade-off

As far as the storage of the samples is concerned, it requires data repository of

large dimension. In case the collected data have to be transferred, large bandwidth data

connections are also required. Lately, proper standards for the data description and

exchange are also being defined. Considerably, the Institute of Navigation is developing

a specification for standardized metadata, which would accurately and unambiguously

describe the digitized data. With the objective to promote interoperability, the adoption

of such a metadata standard will be used both by the data collection hardware and the

software-defined radio receiver [84, 67].

Looking at the GNSS RFE architecture in Figure 3.1, the availability of the signal

samples yIF[n] (3.10) allows for a recording of the GNSS signals that embed the charac-

teristics of the environment. The fidelity of the recorded signal to the physical one, and

in turn the size of the data collected, is affected by the two main parameters:

• the sampling frequency fs of the ADC;

• the number of bits nb necessary for the representation of the digital signal.

In detail, the choice of fs is driven by the bandwidth not only of the GNSS signal but

also by other “out-of GNSS band” events that might need to be represented in the saved

data log, e.g. interference. On the other hand, the choice of the number of bits nb used

by the quantization process is driven by the desired dynamic resolution of the recorded

signal. A proper setting of fs and nb is needed to preserve the information on the specific

environment, assuring the fidelity of the recorded scenario with respect to the real one.

Note that a too-small nb limits the fidelity of the replayed scenario, sometimes introducing

artifacts in the results. However, an optimum working point between IF recording quality

and data volume has to be found with the goal to do not mask the meaningful features of

the collected signals, thus preserving the information on the specific environment.
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The amount of Bytes required for the data storage is equal to:

S = fs · Nbands · Ns · Q · T (6.1)

where:

• fs is expressed in samples per second;

• Nbands is the number of frequency bands considered;

• Ns is the number of samples per instant which is equal to 1 in case of real samples

and equal to 2 in case of concatenated I and Q samples, as explained in Section 3.4;

• Q is the number of Bytes per samples;

• T is the total time considered, expressed in seconds.

The storage memory requirement for a range of sampling frequencies and different

quantization levels is shown in Figure 6.2, in case of concatenated I and Q samples. Note

that the requirement of a signal sampled by using nb equal to either 1, 2, or 4 would be

the same as that of a signal sampled by using nb equal to 8, by using 1-byte coding. As

an example, a data-grabber acquiring the L1 GNSS bandwidth sampled at fs = 10 MHz

and nb = 16 requires 40 Mbyte/s. Thus, 30 minutes of raw data amount to about 72GB.

S = fs · Nbands · Ns · Q · T

=
(
10 · 106

)
· 1 · 2 · (16/8) · 1800 = 72GB

(6.2)

6.2 Playback system

The playback system is considered as a dual system with respect to the recording

system, shown in Figure 3.1 in case of GNSS signals. Essentially, it reconstructs and

modulates the signals from the recorded digital scenario at IF to the analog signal at

RF. In other words, it generates the signal ŷRF(t), which is a replica of the GNSS signal

yRF(t), as in (3.6), starting from its digital samples at IF yIF[n], as in (3.10).
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Figure 6.2: Memory requirement for a range of sampling frequencies and different
quantization levels.

The full operational chain of the playback system is depicted in Figure 6.3. The

block scheme highlights the duality of such a system with respect to the RFE, depicted

in Figure 3.1. The GNSS signal at IF, yIF[n], is converted from digital to analog by a

Digital-Analog Converter (DAC) and filtering stage.

The signal ŷIF(t) is then modulated to the original RF by the LO using signal mixing

frequencies from LOs. Considering only one component of the signal i, only one satellite

j and neglecting the Doppler frequency shift fd and the code delay τ, then the signal

ŝmix(t) can be written as:

ŝmix(t) = xyIF(t)    
IF signal

· 2 cos(2π fLOt)                      
LO

=
√

2Pc(t)c̄(t)d(t) cos(2π ( fIF + fLO)              
RF

t + ϕ) +

√
2Pc(t)c̄(t)d(t) cos(2π( fIF − fLO)t + ϕ) + η(t) (6.3)
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where fLO term is the local oscillator frequency, which depends on the overall fre-

quency plan and on the desired IF. It is chosen in order to obtain ( fIF = fRF − fLO). The

other terms PT , c(t), c̄(t), d(t), ϕ and η(t) were introduced in (2.5) and (3.6).

The signal ŝmix(t), at the mixer output, contains two different terms with: one with

frequency centered at ( fIF + fLO = fRF) and the other one with frequency centered at

( fIF − fLO). Since only the term at RF is desired, the higher order harmonics are filtered

out. At the end of the band-pass filtering process, the component ŷRF(t) can be written

as:

ŷRF(t) =
√

2Pc(t)c̄(t)d(t) cos(2π fRF t + ϕ) (6.4)

Depending on the power of the generated signal, an attenuation stage may be needed

to emulate the power level received at the output of an active antenna. The signal at the

output signal ŷRF(t) in (6.4) can be finally broadcast by the playback system. Note that,

an high-quality external reference clock may be needed to avoid introducing spurious

components to the signal.
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Figure 6.3: Software processing unit and GNSS replay system.

As an example, the comparison between the recorded (blue) and replayed (orange)

signals, considering the real data recording and replaying presented in Section 6.5, is

shown in Figure 6.4. The plot in the frequency domain is shown in the left whereas

the histogram of the samples are shown in the right part of the Figure. The two signals

exhibit a very similar frequency contents, as it can be seen by the spectra, as well as the

same Gaussian shape of the histograms.
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Figure 6.4: PSD (left) and histogram (right) of the recorded (blue) and replayed (orange)
signals.

6.3 Record and replay for GBPT performance assess-

ment

Since the R&R approach can potentially exhibit very high realism and repeatability, it

can be an efficient solution for assessing the performance of a positioning terminal, thus

offering a valid alternative to the classical approaches generally proposed, i.e. laboratory

tests and field tests.

Before introducing how these approaches can be exploited for the performance assess-

ment of a GBPT, it is important to recall the whole process-flow which has to be followed,

regardless to the chosen approach. It might be represented by the main steps summarized

in Figure 6.5. The first step is the definition of the scenario by means of trajectories and

environmental conditions. Once the GBPT is installed on board of the vehicle, the test

can be executed and positioning data are saved. Both a reference trajectory (ground truth)

as well as the desired GBPT outputs are recorded. Such data are used to compute the

errors to assess the metrics that define the GBPT performance.

Scenario 
definition

GBPT 
installation

Test 
execution

Recording of:
• desired GBPT output
• reference trajectory

Errors 
computation

Choise of the 
metric to be appleid

GBPT 
performance 
assessment

Figure 6.5: GBPT performance assessment.
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6.3.1 Test procedures

The three approaches, generally proposed for the GBPT performance assessment, are

the laboratory tests, field tests and the R&R tests.

The laboratory tests foresee the use of Radio Frequency Constellation Simulatorss

(RFCSs) to define the scenario in a controlled and repeatable way. Several parameters,

such as the pre-defined trajectory, the satellite geometry, the simulation of the errors

(e.g., ionosphere, troposphere, multipath), and the power signal level, are under the user’s

control. The appropriate RF output is thus determined by using mathematical models.

The laboratory tests are performed in a dedicated suitable area, usually an anechoic

chamber or via a cable directly connecting the simulator to the GNSS antenna. During the

execution of the test, the desired measurements are recorded by the GBPT under test and

then compared to the reference trajectory, perfectly known from the mathematical model

adopted by the RFCS. This method requires a sensitive amount of resources, especially if

dynamic tests have to be performed. An overview of this approach for automotive testing

is given in [25], where the authors presented a methodology to evaluate the position

availability of automotive-grade GPS receivers utilizing a multichannel satellite signal

simulator in a controlled laboratory environment.

The field tests rely on the use of specific test vehicles for accommodating the GBPT

under test as well as the Reference Trajectory Measurement System (RTMeS), which

is used to establish the true position referred to as the ground truth. As an example,

the features and applications of the Vehicle for Experimental Research on Trajectories

(VERT) are described in detail in [140]. After the definition of the scenario in terms

of trajectories and on-board equipment installations, the test could be executed and

the measurements from the GBPT and from the RTMeS are recorded. These are finally

compared and thus the performance assessment of the GBPT under test can be performed.

The R&R tests can be considered as a combined solution between laboratory tests

and field tests. Within this context, it is possible to identify two phases, such as the

live operations (record) and the operations performed in a controlled lab environment

(replay). During the live operations, the recording system is in charge of storing the raw

GNSS of the signal as well as data from non-GNSS sensors, in case the output of other
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sensors is of interest. It is worth noting that in this case it is important to grant the time

tagging of the samples by a common stable clock. The signal captured from the antenna,

is also fed to the RTMeS which estimates the ground truth. On the other hand, during the

operations performed in the laboratory, the recorded data are replayed and the generated

signal can be fed into the GBPT under test. Output positioning data are compared to the

reference trajectory, and eventually used to compute the errors for the GBPT performance

assessment.

A typical system architecture of the R&R system architecture for the GBPT per-

formance assessment is reported in Figure 6.6 where the operations expected to be

live-performed on-board the test vehicle are shown in the left part, while the ones carried

out in the lab at a later stage are shown in the right part.
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Figure 6.6: R&R system architecture for GBPT performance testing.

6.3.2 Test procedures comparison

Depending on the specific requirements and constraints, the different approaches

proposed for the GBPT performance assessment present advantages and drawbacks,
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as summarized in Table 6.1. However, they all are valid tools for testing since the

characteristics of one device cannot replace the functionality of another.

Table 6.1: Advantages and drawbacks of the approaches for GBPT testing.

Lab tests Field tests R&R tests

Cost low high medium
Realism low high high

Complexity medium high medium
Repeatability high low high

Controllability high low medium
Valid for Hybrid partially yes yes

Among the advantages offered by the lab tests is that the user has the ability to define

different scenarios and repeat the tests as many times as desired, under exactly the same

known conditions. Lab tests can account for unusual situations that otherwise would

demand massive field campaigns to be recorded. For instance, intensive atmospheric

effects, satellite clock drift and errors, orbit and ephemeris errors and other phenomena

that can be modeled thanks to the high controllability offered by these lab tests. However,

the major problem associated with such tests is that it is very difficult to model the signal

degradation in the case of constrained environment scenarios such as the urban environ-

ment, so they ultimately offer low realism. Another drawback is that the hybridization of

GNSS and other positioning sensors may be simulated only up to a certain level.

On the other hand, field tests present high realism because they allow the investigation

of conditions that are difficult to simulate. Another advantage is that they are suitable for

testing hybridized GBPT. However, they present the limitation that the environments are

usually time-varying and so exhibit low repeatability.

Since a properly designed R&R approach offers high realism, it can be used for

performance assessment. However, to have a stable and reliable statistic of the results, long

data collections may be necessary. Furthermore, in order to obtain unbiased parameter

statistics such as mean and standard deviation of the position, the results have to be

averaged over a sufficient number of “consistent” scenarios.

As in the case of the lab tests, this approach might exhibit some limitations when
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hybridized GBPTs are concerned. It is not straightforward to synchronously replay

the GNSS signal and the other signals coming from other sensors. However, new

capabilities are offered by the GNSS chipset manufacturers to record multiple sensor

data inputs coherently with the GNSS signals and then replay them, increasing the level

of playback realism. For instance, [3, 4] produce very sophisticated systems meeting

such requirements. However, in some cases (e.g., if hybrid GNSS solutions have to be

tested), the time series of the measurement of the other sensors do not need to be replayed,

and only the GNSS scenario can be modified (e.g., adding interference), thus testing the

robustness of the hybrid receiver.

6.4 Record and replay for the creation of synthetic sce-

narios

Since the R&R approach exhibits high flexibility and realism, the data samples can also

act as a basis for the creation of synthetic – but realistic – scenarios adding impairments

to a faithful reconstruction of the real received signal, as for example in the case of RFI,

which can, in many cases, be modeled as an additive component to the received signal.

Instead of using models that are often over-simple, the RFI can be added to the

replayed signal by mixing them in a lab environment. In this case, the parameters of the

interfering signals are under the user’s control, thus allowing a parametric assessment of

the performance with respect to the nature and features of the interfering source that is

synthetically created.

Furthers advantages offered by such an approach might be appreciated as far as

malicious intentional interference is concerned. For instance, the interference produced

by jammers could be safely injected onto GNSS pre-recorded data in order to evaluate its

impact on the receiver performance.

The block scheme of a generic system which might be used to add impairments to

the pre-recorded GNSS data is depicted in Figure 6.7. In the figure it is visible how the

replay can be performed as many times as needed injecting the desired interference in
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order to create the database of synthetic scenarios.
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Figure 6.7: Adding impairments to the GNSS pre-recorded data. Block scheme.

In particular the following operations are performed:

• the GNSS signal yRF(t) is captured by the antenna and fed to the recording system,

• the RFE down-converts and samples yRF(t) creating yIF[n],

• yIF[n] is played back by the VSG generating ŷRF(t),

• ŷRF(t) is mixed with an additive interfering component i(t) at RF generating the

interfered signal ¯̄yRF(t),
¯̄yRF(t) = ŷRF(t) + i(t) (6.5)

• ¯̄yRF(t) is fed to the recording system which down-converts and samples the signal,

creating ¯̄yRF[n],

• ¯̄yRF[n] is finally stored on a storage unit and added to the database of synthetic

scenarios.
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6.5 Real data replay: GNSS receiver performance as-

sessment in harsh scenarios

This Section reports the results obtained by exploiting the R&R approach for assessing

the performance of the GBPT. It is worth noting that, with respect to the positioning

terminal depicted in Figure 1.1, the performance assessment is focused only on the GNSS

module. The different sensors, which might be involved within the GBPT architecture,

are thus not considered.

Nonetheless, the choice of considering the GNSS module only within the GBPT, is

not restrictive since the GNSS sensor is the only one able to provide the absolute position

of the vehicle, which is the basis for the overall positioning procedure.

USRP hardware [5] was used in order to build a flexible, low complexity and low

cost system. Since it allows GPPs or Digital Signal Processorss (DSPs) to function as

high bandwidth communication device, it is extremely versatile and flexible in terms of

configuration parameters. USRP has gained much attention in recent years and widely

exploited for GNSS SDR applications in several research projects [145, 50]. USRP can

also be used as modulating device, allowing to replay the GNSS scenario recreating

the analogue signals at RF from the stored baseband digital data. The variety of com-

mercial devices able to record a range of additional signals, synchronised to the GNSS

input, increasing the level of playback realism, [3, 4] are thus not considered within the

performance assessment presented in this Section.

Data were recorded from vehicular data collections, within the city center of Helsinki,

Finland, on November 15-16, 2016. Among the generic user environments described in

[6], a qualitative classification between urban and suburban environments was performed.

A snapshot of the data collected is shown in Figure 6.8 for urban (top) and suburban

(bottom) environments. In particular, the former has a duration of approximately 4200 s

and a path length of about 20 km whereas the latter has a duration of about 1000 s and a

path length of about 21 km.

The advantages and disadvantages of the use of the R&R approach are highlighted

for these two different operational environments.
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Figure 6.8: Datasets shown in Google Maps. Urban (top) and suburban (bottom) envi-
ronments.

6.5.1 System Setup

The setup of the R&R system is shown in Figure 6.9. During the live operations

performed on-board the test vehicle, the signal yRF(t) was first captured by the active

Novatel OEM GNSS antenna (placed on the vehicle rooftop), and thus it was split among

three branches. The power supply for the recording system was provided by an external

battery whereas the reference receiver was powered directly from the car battery. On the

other side, the playback operations were carried out in the laboratory in a post-processing

stage.

The first branch included an RTMeS given by the dual frequency Novatel SPAN-CPT

system receiver [7] calculating the ground truth. It is a compact, single-enclosure GNSS
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Figure 6.9: R&R system setup adopted for assessing the performance of a GBPT.

receiver with a tactical-grade Honeywell HG1700 IMU. The final accuracy was improved

by exploiting the RTK corrections download from the FinnRef network. FinnRef is a

nationwide network of permanent GNSS stations in Finland, providing publicly available

differential GNSS corrections, but also RTK corrections for scientific use.

As depicted in Figure 6.9, the second branch included the GBPT under test, which

was a consumer-grade GNSS receiver – namely, a uBlox M8T [8].

The third branch was the recording system. Within this block, the signal yRF(t) was

first amplified by the LNA, which provided a 30 dB gain, and then it was fed to the RFE, a

USRP N210 [5]. The latter was synchronized to a Rubidium frequency standard to control

the ADC in order to have a very accurate and stable sampling frequency. Considering

a trade-off between signal quality and available data storage resources, the USRP was

configured by using the parameters listed in Table 6.2. By using these configuration

parameters, 60 min of raw data amounted to approximately 72 GB.

The playback system is shown in the right part of Figure 6.9. It depicts the setup used
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Table 6.2: USRP N210 configuration parameters.

Configuration parameter Value

fi f 0 Hz (baseband)
fs 5 MHz

Sampling Type I and Q
Quantization 16 bits

Interface Ethernet
Reference Rubidium

in the laboratory to play back the binary samples stored on the disk, recorded during the

data collections. The RFE used to reproduce the RF signal was the USRP N210, which

was the same as the one used for recording the data setting the configuration parameters,

listed in Table 6.2. It first converted the recorded samples yIF[n] to analog through

the DAC. After a low-pass filtering stage, the samples were converted back to RF, and

finally, band-pass filtered. ŷRF(t) was finally attenuated to emulate the power received at

the output of an active antenna and thus it was fed to the GBPT under test.

6.5.2 Analysis of the recorded GNSS raw samples

In order to study the dynamic range of the recorded signal, the GNSS raw samples of

the signal, yIF[n], were analyzed in the time/frequency domain prior to being fed to the

playback system. The analysis in the time domain is shown in the top-left panel of Figure

6.10, where the PSD of the signal is shown in the bottom panel. Since the AGC was not

present within the RFE architecture, the gain provided by the RFE itself was manually

adjusted in order to trigger 12 bits of the ADC, out of its maximum resolution of 14 bits.

The histogram, highlighting the Gaussian shape of the bins, shows its distribution

over 12 bits where the output values were placed between -2048 and +2048. This design

choice was twofold: on the one hand, it allows the recorded signal to be represented with

a very high resolution, which might be needed to catch all the features of constrained

environments. On the other hand, in the case of signal impairments such as RFI which

requires higher signal power levels, it gives the possibility of enlarging the dynamic of

the signal, as 2 bits are still available within the ADC. Note that this design choice also
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has an important role in the playback operations – namely when the recorded signal is

converted back to RF and fed to a GNSS receiver, provided that the GNSS receivers are

designed to receive signals within a certain power level.
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Figure 6.10: Analysis of the collected GNSS raw samples in time domain (top-left),
histogram of the samples (top-right) and frequency domain (bottom).

6.5.3 Performance Assessment

The statistical characterization of the HPE related to the live and replayed trajectories

is plotted in Figure 6.11 respectively, by the continuous and dashed lines. Moreover, the

blue and orange lines are related respectively to the suburban and urban environments.

The CDFs of the HPE are plotted in Figure 6.11 (left).

The 50th, 75th, 95th percentiles, and the mean value of the HPEs are plotted in Figure

6.11 (right). As expected, the error on the final accuracy was larger in the case of harsh

scenarios, as can be seen in the plot by comparing the continuous blue and orange lines.

Such environments present several challenges to GNSS signal reception, such as blockage

and reflection of the signals by buildings or trees.
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Figure 6.11: Statistical characterization of the HPE. CDFs (left) and additional metrics
(right).

On the other hand, the comparison between continuous and dashed curves, which

states the fidelity of the reproduced environment with respect to the real one, led to

different results in suburban and urban environments. Considering for example the 95th

percentile as a metric, in suburban environments they exhibited a difference of about 40

cm. This can be acceptable since it might be due to some additional noise introduced

during the replay operation. On the other hand, in the urban environment they exhibited

a difference of about 10 m. One of the causes of such a fidelity loss could be the

signal phase noise induced by the sampling and down/up converting reference oscillator,

which impacts twice in the R&R chain, and has a larger impact in the case of the harsh

urban environment with respect to the suburban one. This issue is deeply analyzed and

discussed further in Section 6.5.4.

6.5.4 Analysis of the discrepancies for the urban environment case

Among the benefits of collecting the raw signal samples, as already discussed in

Section 6.1, the possibility to perform deeper analysis of the signals was exploited here to

analyze the discrepancy between the recorded and the replayed trajectories in the urban

environment. Among the data collected during the test campaign presented in Figure

6.8, a dataset captured in the city center of Helsinki was chosen as a test case. It has a

duration of about 600 s.
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In order to assess the fidelity of the live signal with respect to the one generated by

the playback system, they were analyzed and compared by means of the IF raw samples.

Essentially, the RF signal generated by the playback system, i.e. ŷRF(t), was down-

converted to IF and the raw samples, i.e. ŷIF[n], were eventually saved. Finally, yIF[n]

and ŷIF[n] were compared. The system setup is shown in Figure 6.12.
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Figure 6.12: Test case for the urban environment. System setup.

As a first analysis, the two signals were analyzed in the time–frequency domain.

The spectrogram of the recorded GNSS raw samples yIF[n] is shown in Figure 6.13

(left), where the power spectral density is color-coded. It highlights the presence of

strong interference components located at about +2 and −0.4 MHz with respect to the

central frequency. In order to evaluate how the recording and playback systems behaved

under such strong impairments, the spectrogram of the re-recorded GNSS raw samples

ŷIF[n] was computed, as shown in Figure 6.13 (middle). The difference between the

two spectrograms, shown in Figure 6.13 (right), states that the two signals had the same

time–frequency components, meaning that the playback system faithfully reproduced the

RF signal. This was true except for the highest frequencies attenuated by the RFE filter,

as well as in the time interval from 352 to 355 s.

In order to investigate this mismatch, a snapshot of the two signal samples was taken

at three different time instants. The histogram and the PSD are shown, respectively, in

the top and bottom panels of Figure 6.14 for the recorded (blue) and re-recorded (orange)
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Figure 6.13: Test case for the urban environment. Spectrogram of the recorded (left)
and re-recorded (middle) GNSS raw samples. Difference between the two spectrograms
(right).

signal samples. It is possible to distinguish three cases, as follows:

• Case I, Figure 6.14 (left): nominal conditions and faithful RF signal reconstruction.

Histogram (top) and PSD (bottom) were computed at second 155. We can define

this situation as nominal conditions due to the absence of interference components

within the signal. Therefore, in nominal conditions the histogram of the live and

replayed signal samples had the same Gaussian shape. In addition, the two signals

exhibited identical spectra.

• Case II, Figure 6.14 (middle): presence of RFI and faithful RF signal reconstruction.

Histogram (top) and PSD (bottom) were computed at second 351. In that time

instant, some interference components were present and located at approximately

2 MHz away from the central frequency. In correspondence of these points, the

histogram of the signal samples did not have a Gaussian shape, as it should be in

nominal conditions. However, the live and replayed histograms had the same shape.

In addition, the two signals exhibited identical spectra, showing the capability of

the system to collect and replay the full spectral information, even in non-nominal

cases.

• Case III, Figure 6.14 (right): presence of RFI and wrong RF signal reconstruction.

Histogram (top) and PSD (bottom) were computed at second 353. In that time

instant, some strong interference components, located approximately 2 MHz away
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from the central frequency, threatened the data collection system, since the RFE

went into saturation.
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Figure 6.14: Test case for the urban environment. Histograms (top) and PSDs (bottom)
of the recorded and re-recorded GNSS raw samples at seconds 155 (left), 351 (middle),
and 353 (right).

As stated by the analysis of the live and replayed signals at IF, the playback system

was able to faithfully re-generate the RF signal except for the time interval when the RFE

went into saturation. Therefore, by feeding the two signals to the GBPT under test and

comparing the HPEs, one would expect a similar behavior. In other words, the two curves

should match for all the signal durations except for the time interval when the RFE went

into saturation, which in this specific case was from 352 to 355 s.

The experiment was conducted by using different levels of attenuation for the re-

generated RF signal before feeding it to the GBPT. The resulting HPEs are plotted in

Figure 6.15 (left). Regardless of the different attenuation levels, the HPE of the replayed

signal (dashed curve) was larger than the HPE of the live signal (solid curve). As a

summary, it is possible to state that in constrained environments, despite the recorded

and replayed signals having the same time and frequency behavior, they did not provide

the same HPE when fed to the GBPT under test. In other words, in such harsh scenarios,

the R&R system was not capable of fully reproducing the detailed recorded environment,
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despite the good matching of the time and frequency representations. This is also visible

from the C/N0 estimation in Figure 6.15 (right), which shows the difference of the C/N0

values between the live and replayed signals, for all the different levels of attenuation.

The receiver reacted in a different way to the recorded data with respect to the

live operation. It has to be remarked that in harsh environments the receiver is forced

to react to the variability of the environment, performing a number of operations for

the management of the channels, the re-acquisition of the signals, and the logic for

the allocation of the resources. Such operations are based on the monitoring of some

parameters and according to a rationale that is unknown to the user. The values of

the monitored unknown parameters may be slightly different in the replayed signal with

respect to the real case, causing the receiver to behave in a different way when the signal is

far from the nominal conditions (e.g., presence of interference, distortion of the Gaussian

statistics, etc.), as shown in Figure 6.14.

1  101 201 301 401 501
Time (s)

0

5

10

15

20

H
PE

 (m
)

live
replay, att=50dB
replay, att=40dB
replay, att=30dB
replay, att=0dB

1  101 201 301 401 501
Time (s)

-5

0

5

10

C
/N

0 
di

ffe
re

nc
e 

(d
B/

H
z)

replay, att=50dB
replay, att=40dB
replay, att=30dB
replay, att=0dB

Figure 6.15: Test case for the urban environment. Different attenuation levels for the
replayed signal. HPE over time (left) and C/N0 (right) difference between live and replay
signals for PRN 22.

The results show that the R&R approach should be used carefully when the recorded

signal is far from the GNSS nominal condition, and it is hard to check the fidelity of

the replayed signal in terms of metrics that take into account features that are important

drivers for the receiver logic, but are unknown to the testing user who treats the receiver

as a “black box”.
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6.6 Real data replay: interference effect on GNSS signals

affected by ionospheric scintillations

Another real application of the R&R approach is reported in this Section. As theo-

retically anticipated in Section 6.4, it was used here for adding two types of interfering

signals, on GNSS data already affected by ionospheric scintillations. More precisely,

following the of different types of interfering signal reported in Section 2.3.2, CW and

WB interference are considered. Eventually, the impact of such interfering signals on

the calculation of ionospheric scintillation indices is evaluated. Data were recorded in

the monitoring station named Presidente Prudente, Brasil, (coordinates: 22◦ 07′ 19′′ S,

51◦ 24′ 25′′ W) on March 25, 2015.

6.6.1 System setup

The block diagram of the setup is shown in Figure 6.16. The USRP N210 [5] was

used to record the digital samples of the GNSS signal as well as to playback them.

During the recording operations, the GNSS signal yRF(t) was first captured by the

antenna. An RF power splitter was then used to distribute the signal between a professional

ISMR, used as a benchmark, and the recording module. At this point, it was amplified by

an LNA of 30 dB. The RFE, USRP N210 [5], was synchronized to a Rubidium atomic

clock, providing a very accurate and stable reference to the ADC.

On the other hand, during the playback operations to inject the interference, the USRP

was used to up-convert the pre-recorded IF signal yIF[n] back to RF obtaining ŷRF(t).

At this point, it was combined at RF level with the interfering signal i(t) generated by an

hardware signal generator. In particular, two types of interfering signals were considered.

First, a narrow-band interference iCW (t) in the form of a CW, which has a small spectral

occupation with respect to the GNSS signal bandwidth and appears as a single tone in

the frequency domain. Then, a WB interference iW B(t) in the form of wideband noise,

which has a spectral occupation comparable with respect to the GNSS signal bandwidth.

In both cases, the interfering signals were injected between minutes 11 and 44, as shown
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in Figure 6.17.

The combined signals, respectively ¯̄yRF,CW (t) and ¯̄yRF,W B(t) were then recorded back

to IF by a second USRP and finally ¯̄yRF,CW [n] and ¯̄yRF,W B[n] were saved on a storage

unit.
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Figure 6.16: R&R technique used to inject CW/WB RFI onto the pre-recorded GNSS
data. Block diagram.
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Figure 6.17: Experiment performed in the lab to inject CW and WB interference onto
the pre-recorded GNSS data.
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¯̄yRF,CW (t) = ŷRF,CW (t) + iCW (t) (6.6)

¯̄yRF,W B(t) = ŷRF,W B(t) + iW B(t) (6.7)

6.6.2 Interference impact analysis

The power spectral density of the signals, in case of RFI free, CW and WB interference,

is shown in Figure 6.18. The spectrum related to CW RFI exhibits a spike with a power

of about 40 dB with respect to the nominal power of the RFI free signal. The offset is

equal to -3 KHz from the IF central frequency which in this case is equal to 0 Hz. On the

other hand, the spectrum related to WB RFI might be considered as wideband noise over

the whole spectrum increasing the power of about 10 dB.

It is worth noting that the power levels of the interference signals were never sufficient

to completely blind the GNSS receiver. They were rather set to a level where the

interference may cause some impairments in the measurements but its presence could

actually go undetected. Indeed, failing to detect the presence of interference may cause

mistaking any of its effects, for example on the estimation of scintillation indices as being

originated from ionospheric activity.

Figure 6.19 (left) reports the C/N0 as estimated by the software receiver in the three

different situations: interference free scenario (blue), CW RFI (orange) and WB RFI

(yellow). As expected, in the interference-free portions of the signal (before minute

11 and after minute 44) the three estimates perfectly overlap. Once the interference is

injected, it is possible to see the impact of the interfering signal in the estimation of

the C/N0. WB interference constantly impacts the performance of the estimator for the

whole duration of the impairment, behaving as additional thermal noise. On the contrary,

CW narrow band interference induces a time dependent effect, because of the relative

overlapping of CW central frequency and CA code spectral components [57]. The latter

presents stronger C/N0 drops, but concentrated in limited time slots.

Figure 6.19 (right) reports the S4. While in the interference-free case (blue line)
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Figure 6.18: Estimation of PSD for different interfering signals.

no scintillation activity is detected (S4 < 0.4), artificial signal impairments fool the

tracking and scintillation monitoring stage of the receiver. WB interference behaves as

additional noise, slightly increasing the noise level in the S4 estimation (yellow line).

On the contrary, CW interference induces a strong outlier (orange line), which could be

wrongly interpreted as scintillation.
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Figure 6.19: Estimation of the C/N0 (left) and S4 (right) under CW and WB RFI for
PRN 25. Black bars encase the period of time when interference is present.
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6.6.3 Quantization trade-off

In order to evaluate the impact of the number of quantization bits on the assessment

of the scintillation indices, the original signal (originally stored with a 16 bits resolution)

was down-converted respectively to 8, 4, 2 and 1 bit. Eventually, the scintillation indices

related to such configurations, were compared with the data recorded using a Septentrio

PolaRxS ISMR.

The plot in Figure 6.20 shows the S4 and σφ indices of GPS PRN 1, as computed

by the Septentrio receiver and by the software receiver on the raw data. The figure

clearly shows how, decreasing the number of quantization bits, the loss with respect to

the reference value is negligible. Even just using a single quantization bit the difference

in the S4 value is less than 0.1. All replayed results are consistent with those obtained

from the original recorded file, for all satellites. The noise level is increased when using

1 bit, slightly overestimating the value of S4.
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Figure 6.20: Comparison of the value of the scintillation indices for different quantization
levels.
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Thus, looking at this result, it seems straightforward to choose a 1-bit quantization

level for SDR monitoring stations, in order to save in storage mass. However, the limitation

of such an extreme choice is that most of the information is lost during the non linear

quantization process. Indeed, a larger number of quantization bits is needed to preserve

the fidelity of the original scenario. The data collected can be, of course, post processed,

but there is not much room for the application of advanced signal processing algorithms

that either could highlight a less global information such as the S4 is (averaged over long

time windows) or could make the data usable to re-play realistic scenarios.

6.7 Conclusions

The R&R concept was presented in this chapter discussing its advantages and dis-

advantages together with its strengths and weaknesses. In particular, the use of such an

approach was discussed for the performance assessment of a GNSS receiver as well as

for the creation of synthetic scenarios adding impairments to the received signal. As a

first conclusion, it is possible to state that the R&R approach is a reliable and powerful

method but it might carefully used.

As far as the injection of impairments to the received signal is concerned, it is worth

noting that, in case of impairments that naturally need multiplicative models to be properly

represented, e.g. ionospheric phenomena such as ionospheric scintillations, the R&R is

not suitable. In this case, mathematical models are needed to simulate the presence

of such impairments to the signal. On the other hand, if the impairment itself can be

modeled as an additive component to the received signal, e.g. RFI, thus the R&R could

be an efficient solution, as shown by the results of the real data replay in Section 6.6.

However, despite the impairment to be injected can be modeled as an additive compo-

nent to the received signal, but it contains strong non-linearities, e.g. an RFI component

with a power too high with respect to the nominal power of the GNSS signal, the R&R

approach might not be suitable to properly add such an impairment to the recorded signal.

In this case, proper models able to model and simulate such strong non-linearities would

be needed.
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Another important aspect that has to be taken into account for a faithful injection of

the desired impairment, is that all the significant spectral components of the impairment

itself must lie within the narrow bandwidth of the RFE, which is achieved tuning the fs as

discussed in Section 6.1.1. This issue was not encountered within the results presented

in Section 6.6 since the CW RFI had a very small bandwidth occupation, equal to 3 kHz

with respect the RFE bandwidth equal to 5 MHz. On the other hand, the WB RFI behaved

as additional noise slightly increasing the noise level over the whole bandwidth.

Finally, another aspect highlighted by the real data replay, in particular in Section 6.5,

is that when the signal to be recorded is far from the nominal conditions (meaning that it

contains strong linearities due to the presence of interference, distortion of the Gaussian

statistics, etc.), the recording system might be threatened due to the saturation of the RFE.

As a result, it might not be able to faithfully re-generate the RF signal.
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Chapter 7

Performance assessment of

multi-sensor integration

This Chapter includes the performance assessment of the multi-sensor navigation sys-

tem, addressing TC and U-TC architectures of the hybridized receiver. The performance

is assessed in different scenarios, characterized by different GNSS signal conditions,

and described in the first part of this Chapter, discussing also the criteria behind the

choice of these meaningful scenarios. The general principles of TC and U-TC integration

algorithms were described in Chapter 5, while details about their implementation are

discussed in this Chapter, before introducing the performance assessment. Therefore,

the results of a GNSS standalone system are first presented to demonstrate the lack of

accuracy of the solution in a signal degraded environment. Afterwards, comparisons

with GNSS/INS integrated system are proposed to assess the improvement associated

by fusing GNSS and INS. The choice of considering this system, before analyzing

the multi-sensor integration, is made for reasons of comparison with a state of the art

integrated navigation systems. Finally, the performance of the multi-sensor integration

system is assessed, considering GNSS, INS, visual sensor and odometer, to evaluate the

improvement associated with the increased number of sensors.
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7.1 Methodology for performance assessment

Before introducing the different scenarios used for the performance assessment, an

important consideration must be given about the reason of selecting only some meaningful

scenarios. It is dictated by the complexity of having an exhaustive and fair performance

assessment in all the possible conditions. In other words, the variability of many parame-

ters such as the environmental conditions (satellite visibility, presence of multipath, etc.),

the different number of sensors involved within the integrated system, the architecture of

the GNSS module, to cite only few of them, lead the process of measuring and quantifying

the performance metrics very complex.

Therefore, relative comparisons among meaningful scenarios are proposed, which

are chosen as follows. The first considered scenario (CaseA) is characterized by good

satellite visibility conditions, chosen for the performance assessment in an environment

characterized by nominal condition of the GNSS signal. It might be considered our

benchmark since it is well known that in such environments, GNSS receivers exhibit

already good performance, in terms of positioning accuracy. Therefore, in contrast to

CaseA, the second scenario (CaseB) is characterized by signal degraded environments

since data were collected in an urban area known to be affected by severe multipath and

unintentional RF interference sources in the GNSS bandwidths. This scenario is chosen

to evaluate the real benefits of multi-sensor integration in such harsh environments where

the standalone GNSS receiver might exhibit poor performance.

7.1.1 Open sky (Case A)

CaseA refers to a scenario characterized by nominal conditions of the GNSS signals

since they are not blocked by high buildings and they are not affected by severe multipath.

The data collection was performed on May 19, 2017 on a parking within the campus of

Politecnico di Torino, Italy. A snapshot of the described environment is illustrated in

Figure 7.1. Such a test was characterized by a duration of about 5 minutes.
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Figure 7.1: CaseA. Test case for open sky. Torino, Italy. Image from Google Earth.

System setup

The system setup used for recording the data is shown in Figure 7.2 showing the kart

where the sensors were mounted. The GNSS recording system consisted of a USRP

B210 [9], synchronized to a Rubidium frequency standard, and used to record the digital

samples of the GNSS signal. It was configured by using the parameters listed in Table 7.1.

GNSS navigation data were logged by a consumer-grade receiver [10] and its velocity

components were eventually exploited for emulating the odometer. A consumer-grade

MEMS IMU XSens MTi-G-700 [11] was logging the specific forces and the angular

measurements. The camera used for visual sensor measurements was a GoPro Hero5

Session [12]. The power supply for the recording system was provided by an external

battery.

7.1.2 Harsh environment (Case B)

CaseB refers to a scenario characterized by signal degraded environments. Data were

collected in a urban scenario in an area known to be affected by severe unintentional RF
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Figure 7.2: CaseA. Kart used during the data collection.

Table 7.1: USRP B210 configuration parameters.

Configuration parameter Value

fi f 0 Hz (baseband)
fs 10 MHz

Sampling Type I and Q
Quantization 16 bits

Interface Ethernet
Reference Rubidium

interference sources in the GNSS bandwidths. In terms of dynamics, a vehicular case was

considered. The data collection was performed on March 2, 2018 in Helsinki, Finland.

The vehicle started from a parking, selected because it provided excellent GNSS satellite

visibility, with a static initialization period of about 10 minutes. Then it was driven on

roads in urban canyons of the downtown area of Helsinki. In this context, GNSS signals

were either blocked or affected by severe multipath as the scenario was characterized by

high buildings, very narrow streets and trees. A snapshot of the described environment is

illustrated in Figure 7.3. Such a test was characterized by a duration of about 10 minutes.
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Vehicle speeds varied from 0 to about 40 km/h. Vehicle dynamics were somewhat limited

due to the traffic jam present within the city center.

Figure 7.3: CaseB. Test case for harsh environment. Helsinki downtown. Image from
Google Earth.

System setup

The system setup used for recording the data is shown in Figure 7.4. The reference

trajectory was logged by the dual frequency Novatel SPAN-CPT system receiver [7]. It

is a compact, single-enclosure GNSS receiver with a tactical-grade Honeywell HG1700

IMU. The final accuracy was improved by exploiting the RTK corrections download

from the FinnRef network. FinnRef is a nationwide network of permanent GNSS stations

in Finland, providing publicly available differential GNSS corrections, but also RTK

corrections for scientific use. The GNSS recording system consisted of a USRP B210

[9], synchronized to a Rubidium frequency standard, and used to record the digital samples

of the GNSS signal. It was configured by using the parameters listed in Table 7.1. The

consumer-grade receiver uBlox M8-T [8] was used to log GNSS observables. The branch
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containing the external sensors, consisted of a consumer-grade MEMS IMU XSens MTi-

G-700 [11], that was logging the specific forces and the angular measurements. A GoPro

Hero5 Session [12] has been as a visual sensor. The odometer was emulated by exploiting

the velocity components from the Novatel SPAN-CPT system receiver [7]. The power

supply for the recording system was provided by an external battery whereas the reference

receiver was powered directly from the car battery.
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Figure 7.4: CaseB. System setup used for recording real data during the data collection.

7.2 Multi-sensor TC integration setup

The navigation filter for multi-sensor TC integration, developed within this research,

is an error state EKF. The equation characterizing the EKF are reported in Section 5.4.

It gathers GNSS data, such as GPS and Galileo, as well as data given by the INS, the

visual sensor and the odometer. The error estimates are used to correct the INS derived

position, velocity and attitude using GNSS measurements as external aiding. The block

diagram of the whole navigation system is shown in Figure 7.5.

The update rates are listed in Table 7.2 for CaseA (and all the relative jammed
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instances) and for CaseB. An update rate of 50 Hz was chosen for the navigation filter.

On the other hand, the update rates of the sensors were given by the characteristic of

the sensors themselves. In particular, GNSS observables were provided by the software

receiver [164] for CaseA (thus choosing a rate as high as the one chosen for the navigation

filter, i.e. 50 Hz) and by the consumer-grade GNSS receiver [8] for CaseB (thus exploiting

its output rate, i.e. 1 Hz).

Due to a particular configuration of the camera, visual sensor provided data with a rate

of 1.42 Hz (for CaseA) and 10 Hz (for CaseB). As the odometer was emulated exploiting

the velocity components from [7] (for CaseA) and [10] (for CaseB), the choice of its

update rate was dictated by the one of such navigation data, i.e. 1 Hz. It is worth noting

that, since both CaseA and CaseB were not characterized by particularly high dynamic

(vehicle speeds varied from 0 to about 1 m/s for CaseA and from 0 to about 12 m/s for

CaseB), these values are enough to account for realistic dynamics of the motion of a

vehicle.

Navigation 
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OdometerGyroscope
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Figure 7.5: Block diagram of the proposed multi-sensor TC GNSS receiver.

Measurements exclusion strategy

The GNSS measurements are included within the incremental observation vector

∆zGNSS[n] based on their quality that, in turn, relates to the satellite elevation, presence

of multipath and other impairments, and is generally measured by the C/N0. Since the
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Table 7.2: Update rates for TC integration.

Update rate (Hz)
CaseA CaseB

Navigation filter 50 50
GNSS observables 50 1

INS 400 400
Visual sensor 1.42 10

Odometer 1 1

presence of multipath is more likely to affect satellites with low elevations, two masks

are considered to exclude satellites with elevations lower than 10◦ and a satellite showing

C/N0 lower than 38 dB-Hz.

7.3 Multi-sensor U-TC integration setup

As the main part of this research, the software for implementing the multi-sensor

U-TC integration strategy, has been written within the software-defined multi-GNSS

receiver platform, named as FGI-GSRx3 [164]. The navigation filter is an error state

EKF, described in Section 5.5. According to the U-TC approach, it accepts the GNSS

inputs from the signal tracking channels, which in this case processes GPS and Galileo

signals. The other input is given by data logged from the INS, the visual sensor and the

odometer. On the other hand, the navigation filter outputs the corrections for the INS and

the predicted pseudoranges and pseudorange-rates for updating the NCOs. The block

diagram of the whole system is shown in Figure 7.6.

The update rates are listed in Table 7.3 for CaseA (and all the relative jammed

instances) and for CaseB. An update rate of 50 Hz was chosen for the navigation filter.

On the other hand, the update rates of the sensors were given by the characteristic of

the sensors themselves. In particular, GPS and Galileo signals were processed using a

coherent integration time equal to 1 ms and 4 ms, respectively (and so their update rate

equal to 1 kHz and 250 Hz).

Due to a particular configuration of the camera, visual sensor provided data with a rate
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of 1.42 Hz (for CaseA) and 10 Hz (for CaseB). As the odometer was emulated exploiting

the velocity components from [7] (for CaseA) and [10] (for CaseB), the choice of its

update rate was dictated by the one of such navigation data, i.e. 1 Hz. It is worth noting

that, since both CaseA and CaseB were not characterized by particularly high dynamic

(vehicle speeds varied from 0 to about 1 m/s for CaseA and from 0 to about 12 m/s for

CaseB), these values are enough to account for realistic dynamics of the motion of a

vehicle.

Navigation 
filter

Channel n

Visual sensor

OdometerGyroscope
odometer

INS

IMU
Inertial 

navigation 
equations

FGI-GSRx3 External sensorsU-TC KF

Correlators Discriminators

Local signal 
generator

Channel 
filter

NCOs

Channel 1

𝑧𝐺𝑁𝑆𝑆 𝑧𝑆𝑒𝑛𝑠𝑜𝑟𝑠

𝑏𝑖𝑎𝑠𝑎𝑐𝑐
𝑏𝑖𝑎𝑠𝑔𝑦𝑟𝑜

𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑝𝑠𝑒𝑢𝑑𝑜𝑟𝑎𝑛𝑔𝑒
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑝𝑠𝑒𝑢𝑑𝑜𝑟𝑎𝑛𝑔𝑒 − 𝑟𝑎𝑡𝑒

Acquisition GNSS tracking

Figure 7.6: Block diagram of the proposed multi-sensor U-TC GNSS receiver.

Table 7.3: Update rates for U-TC integration.

Update rate (Hz)
CaseA CaseB

Navigation filter 50 50
GNSS tracking (GPS) 1000 1000

GNSS tracking (Galileo) 250 250
INS 400 400

Visual sensor 1.42 10
Odometer 1 1
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As far as the GNSS measurements are concerned as input to the navigation filter, a non

coherent approach is used. The difference between coherent and non coherent integration

strategies, as explained in Section 3.4.3, is that the former utilizes the correlators outputs

as measurements for the KF whereas the latter uses the output from the discriminator

functions. Although a coherent approach would not introduce any non-linearity to the

measurements, thus increasing the performance of the KF estimation, it relies on the

ability to predict the GNSS carrier phase based on the INS output. Nevertheless, it is

feasible only under circumstances where the GNSS signal is received with high C/N0 in

order to be able to track the carrier phase variations.

Since the purpose of this work is to assess the performance of the navigation system in

weak signal condition and highly constrained interference environments, where carrier-

phase precision was not required, the use of non coherent integration is the optimum

integration architecture. Moreover, the low-cost MEMS IMU, used in our system, does

not allow the ability to predict the GNSS carrier phase based on the INS output.

As far as the measurement equation is concerned, the component ∆zGNSS[n] (5.44)

has been chosen according to an hybrid solution between the TC and U-TC approach.

Recalling the ∆zGNSS[n] of TC in (5.32), it is given by the difference between pre-

corrected GNSS measured pseudoranges and pseudorange-rates computed by GNSS and

INS. On the other hand, the ∆zGNSS[n] of U-TC in (5.44) is given by the pseudorange

and pseudorange-rate residuals produced in each tracking channel through an ad-hoc

discrimination function, for the code and carrier tracking error respectively. In this

case we chose as hybrid approach in the sense that ∆zGNSS[n] includes the pseudorange

residuals ε̃code[n] produced by the code discriminators and the difference between pre-

corrected GNSS measured pseudorange-rates r[n] and r̆[n] computed by GNSS and INS.

Thus, ∆zGNSS[n] can be written as

∆zGNSS[n] =
[
ε̃code[n]T,

[
r[n]T − r̆[n]T

] ]T
∈ R2Nsat,1 (7.1)

139



7 – Performance assessment of multi-sensor integration

Measurements exclusion strategy

The GNSS measurements are included within the incremental observation vector

∆zGNSS[n] based on a strategy, which depends on the variance of the phase error estimate.

A specific measurement is included when such a variance estimate is below a threshold

thGNSS

thGNSS = 6 σ2
θ̂
|C/N0=35dB/Hz (7.2)

where σ2
θ̂

is the variance of the phase error estimate, that can be written as [130]:

σ2
θ̂
= 2σ2

ηθ BθTD (7.3)

where TD is the integration time, expressed in s, σ2
ηθ and Bθ are respectively the noise

variance of PLL and the noise equivalent bandwidth for second order-loop [130], that can

be written as:

σ2
ηθ =

1

2
C/N0

N0
TD

rad2 (7.4)

Bθ =
ωN

8ζ

(
4ζ2 + 1

)
(7.5)

where ωN is the undamped natural frequency and ζ is the damping ratio.

As an example, σ2
θ̂

is reported in Figure 7.7 for CaseA. The C/N0 is plotted in Figure

7.8 in order to see how they are correlated. In this case, the GNSS measurement of

channel 2 is not considered within the ∆zGNSS[n] when it exceeds the threshold. In this

interval a drop of the C/N0 can be observed.

7.4 Performance of GNSS standalone receiver

The navigation results of the GNSS standalone system are reported in the first part

of our performance assessment. They can be considered as a benchmark for assessing

the improvement associated with the integration of external sensors with respect to a

GNSS standalone solution. Moreover, CaseA and CaseB are selected to assess the

performance of such a system in different operational environments and to demonstrate
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Figure 7.7: Variance of phase error estimate for CaseA.

the lack of accuracy of the solution in a signal degraded environment. LS algorithm was

implemented using the pseudoranges from the GNSS software receiver [164] for CaseA

and from the consumer-grade receiver [8] for CaseB. The statistical assessment of the

position solution accuracy is summarized in Table 7.4.

CaseA CaseB

HPEmean(m) 9.73 29.01
HPEmax(m) 64.30 152.83

HPE50thpercentile(m) 6.74 20.04
HPE75thpercentile(m) 11.00 38.85
HPE95thpercentile(m) 31.28 107.12

VelX RMS Error (m/s) 0.18 1.79
VelY RMS Error (m/s) 0.10 1.07
VelZ RMS Error (m/s) 0.20 1.31
Position provision (%) 100 96.02

Table 7.4: GNSS standalone. Position errors for CaseA and CaseB.

The position solutions for CaseA are reported respectively in Figure 7.9 and Figure
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Figure 7.8: C/N0 for CaseA.

7.10 showing the 2D trajectory and the HPE plotted over time. The same plots are

reported in Figure 7.11 and Figure 7.12 for CaseB. The first consideration that can be

drawn is about the poor performance exhibited by the GNSS standalone system in both

scenarios, as expected. E.g. the 95th percentile of the HPE is equal to 31.28 m and

107.12 m for CaseA and CaseB, respectively. The larger values of CaseB are due to the

degraded GNSS signal conditions embedded in that scenario.

Since CaseA is characterized good satellite visibility, the number of available satellites

is equal or greater than 4 for all the dataset duration. The receiver is then able to provide

navigation solution. On the other hand, considering CaseB, the low satellite visibility due

to the harsh conditions, forces the receiver to do not provide position solution 96.02% of

the time. These results highlight how the performance position accuracy of standalone

GNSS positioning can be seriously threatened in case of bad signal condition or low

number of available satellites. The integration with other sensors is therefore needed and

addressed in the remainder of this Chapter.
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Figure 7.9: GNSS standalone results (orange) for CaseA and reference trajectory (blue).
2D trajectories.

7.5 Performance of GNSS/INS integration

Before considering the multi-sensor integration algorithms, the performance of the

integrated GNSS and INS system is assessed here. Such a system, considered as the

state of the art integrated navigation system, can be considered as a bridge in our perfor-

mance assessment for the comparison with GNSS standalone as well as with multi-sensor

integration. Table 7.5 reports the statistical assessment.

As far as the integration of GNSS and INS is concerned, a significant reduction of the

HPE can be observed with respect to the GNSS standalone system. This is true for both

TC and U-TC integration strategies. In fact comparing the values of Table 7.4 and Table

7.5 it is possible to see how the mean value of HPE, its maximum value and the reported

percentiles are decreased. For instance, considering the 95th percentile of the HPE, it is

notably decreased from 31.28 m (GNSS-only) to 2.91 m (TC) to 3.73 m (U-TC).
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Figure 7.10: GNSS standalone results (orange) for CaseA and reference trajectory (blue).
HPE over time.

CaseA CaseB
TC U-TC TC U-TC

HPEmean(m) 1.11 2.10 15.06 2.98
HPEmax(m) 21.56 3.91 288.73 16.28

HPE50thpercentile(m) 0.73 2.12 4.87 2.26
HPE75thpercentile(m) 1.05 2.83 9.53 4.51
HPE95thpercentile(m) 2.91 3.73 58.24 7.77

VelX RMS Error (m/s) 0.18 0.18 2.28 0.34
VelY RMS Error (m/s) 0.08 0.07 1.37 0.28
VelZ RMS Error (m/s) 0.18 0.18 0.45 0.23
Position provision (%) 100 100 100 49.97

Table 7.5: GNSS/INS TC and U-TC integration. Position errors for CaseA and CaseB.

Considering CaseA, the position solutions are plotted in Figure 7.13 where the ref-

erence trajectory is depicted in blue while the TC and U-TC solutions are depicted in

yellow and green respectively. The HPE values are plotted over time in Figure 7.14.

Looking at these results, it is possible to state that the performance of TC and U-TC are
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Figure 7.11: GNSS standalone results (orange) for CaseB and reference trajectory (blue).
2D trajectories.

in the same order of magnitude. This was expected since CaseA is characterized by open

sky conditions and then it is not possible to appreciate the real benefits of U-TC with

respect to TC. As a result, it is possible to state that the TC integration is already an

excellent solution in case of nominal condition of the GNSS signal. In this case the high

complexity of the U-TC algorithm is not justified. This aspect is however investigated

in the remainder of the Chapter when CaseB is involved. Another aspect that comes out

from the HPE analysis, is the large value of the maximum value of HPE in case of TC. It

is due to a transient of the navigation filter in the beginning of the estimation introducing

a bias into the position estimation. The integrated system is able to provide a navigation

solution 100% of the time.

On the other hand, considering the performance assessment for CaseB, the position

solutions are reported in Figure 7.15 where the reference trajectory is depicted in blue

while the TC and U-TC solutions are depicted in yellow and green, respectively. The

HPE values are plotted over time in Figure 7.16. The integration of GNSS and INS shows
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Figure 7.12: GNSS standalone results (orange) for CaseB and reference trajectory (blue).
HPE over time.

a substantial improvement for what concern the mean value of the HPE and the reported

percentiles. For instance, considering the 95th percentile, it is decreased from 107.12

m (GNSS-only) to 58.24 m (TC) to 7.77 m (U-TC). Therefore, in contrast to CaseA,

the benefits of U-TC with respect to TC are more evident highlighting the benefits of

U-TC in degraded signal conditions. However, the TC shows a performance degradation,

with respect to GNSS-only, on the maximum value of the HPE and on the error in the

velocity component in the x axis. It can also be seen on Figure 7.16 where the yellow

trajectory (TC) starts to drift making the estimation of the maximum error very large.

This degradation makes such a value increasing from 152.03 m (GNSS-only) to 288.73

m (TC). This is due to different reasons: the very low number of available satellites,

correlated with the low quality of the IMU that made the velocity to drift, as shown in

Figure 7.17. The velocity estimated by the TC system is depicted in blue, in addition

to the one estimated by the reference system, depicted in green. Also the number of

available satellites is visible, plotted in orange. From the plot, it is possible to see how
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Figure 7.13: GNSS/INS TC (yellow) and U-TC (green) integration for CaseA. 2D trajec-
tory.

the velocity started drifting in correspondence to the black bar, due to the number of

satellites equal to 2. This corresponds to the point where the HPE started increasing.

The benefit of the U-TC integration might be appreciated in this case since it is able to

correctly estimate the velocity even with a low number of satellites. In that case, the

maximum value of the HPE is considerably decreased to 16.28 m.

Considering again CaseB in case of TC, the integrated system is able to give a

navigation solution 100% of the time with respect to GNSS-only where the same value

was equal to 96.02%. However, it shows a degradation in case of U-TC (49.97%). As it

happened for TC, it was due to the very low number of available satellites, correlated with

the low quality of the IMU, that made the velocity drifting. The difference with respect

to TC lies on the different logic of the GNSS receivers providing the data. In case of TC,

the GNSS data were given by a consumer-grade GNSS receiver [8], which typically are

forced to react to the variability of the environment, performing the re-acquisition of the

signals. On the other hand, in case of U-TC, the GNSS data were given by the GNSS
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Figure 7.14: GNSS/INS TC (yellow) and U-TC (green) integration for CaseA. HPE over
time.

software receiver [164] which did not have such a mechanism of re-acquisition. This

problem was overcome by performing multi-sensor integration that made the estimation

of the velocity and of the yaw more stable in such critical situation, as illustrated in the

next Chapter.

7.6 Performance of multi-sensor integration

TC and U-TC multi-sensor systems are finally analyzed for CaseA and CaseB to

assess the improvement associated with the increased number of sensors with respect to

the GNSS/INS integrated system. GNSS, INS, visual sensor and odometer are then part

of the integrated system. The statistical assessment of the position solution is reported in

Table 7.6.

Looking at the performance assessment of CaseA, it is possible to see that the multi-

sensor integration does not bring considerable improvement with respect to the GNSS/INS
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Figure 7.15: GNSS/INS TC (yellow) and U-TC (green) integration for CaseB. 2D trajec-
tory.

CaseA CaseB
TC U-TC TC U-TC

HPEmean(m) 2.37 2.59 6.88 6.04
HPEmax(m) 21.56 4.62 22.46 10.8

HPE50thpercentile(m) 2.27 2.93 5.4 6.66
HPE75thpercentile(m) 3.10 3.76 9.21 8.61
HPE95thpercentile(m) 4.13 4.22 13.92 9.09

VelX RMS Error (m/s) 0.19 0.19 0.28 0.27
VelY RMS Error (m/s) 0.08 0.08 0.24 0.25
VelZ RMS Error (m/s) 0.18 0.18 0.29 0.29
Position provision (%) 100 100 100 100

Table 7.6: Multi-sensor TC and U-TC integration. Position errors for CaseA and CaseB.

system. It can be seen comparing the HPE values of Table 7.5 and the ones of Table 7.6.

Since CaseA is characterized by open sky conditions, the integration of GNSS and INS

provided already good results in terms of positioning accuracy. The position solutions are

reported in Figure 7.18 where TC and U-TC are depicted in yellow and green respectively.
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Figure 7.16: GNSS/INS TC (yellow) and U-TC (green) integration for CaseB. HPE over
time.
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Figure 7.17: CaseB. Zoom to the point where the TC started drifting. Velocity estimated
by the reference system (green) and by the TC (blue). Number of available satellites
(orange).
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The reference trajectory is depicted in blue. The HPE is plotted over time in Figure 7.19.
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Figure 7.18: Multi-sensor TC (yellow) and U-TC (green) integration for CaseA. 2D
trajectory.

Different considerations can be made for CaseB where the benefits of multi-sensor

are evident. The position solutions are reported in Figure 7.20 where TC and U-TC are

depicted in yellow and green respectively. The reference trajectory is depicted in blue.

The HPE is plotted over time in Figure 7.21. Considering first the TC integration and

considering the maximum value of HPE, it is reduced from 288.73 m (TC) to 22.46 m

(U-TC). Also the mean value and the reported percentiles of HPE are reduced. E.g.

the 95th percentile is reduced from 58.24 m (TC) to 13.92 m (U-TC). Considering

U-TC, the main advantage of multi-sensor integration, with respect to the GNSS/INS,

lies on the continuity of the position solution. In fact, the integrated system in able to

give a navigation solution 100% of the time (the same value was equal to 49.97% for

GNSS/INS). The comparison between the HPE values of the multi-sensor U-TC and

GNSS/INS U-TC, is not fair in this case since it is correlated with the different values

of availability showed by the two systems. The HPE statistics of the GNSS/INS system
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Figure 7.19: Multi-sensor TC (yellow) and U-TC (green) integration for CaseA. HPE
over time.

were calculated over half trajectory with respect to the one related to the multi-sensor

system.
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Figure 7.20: Multi-sensor TC (yellow) and U-TC (green) integration for CaseB. 2D
trajectory.
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Figure 7.21: Multi-sensor TC (yellow) and U-TC (green) integration for CaseB. HPE
over time.
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Chapter 8

Performance assessment of multi-sensor

integration in jamming environments

This Chapter aims at assessing the performance of the multi-sensor TC and U-TC

integration algorithms, in scenarios characterized by the presence of intentional inter-

ference, jamming, in the GNSS L1 bandwidth. The choice of these scenarios allows to

evaluate the advantages of multi-sensor integrated systems, with respect to a GNSS stan-

dalone solution, in scenarios where the presence of jamming might threat the operations

of the receiver. Furthermore, comparisons between different integration strategies, i.e.

TC and U-TC, are provided to assess and quantify the performance improvement of using

the multi-sensor architecture with respect to the strength of the jamming signal. The

scenarios were artificially generated using the R&R approach, injecting jamming signals

with different power strengths into the pre-recorded GNSS data CaseA. These meaning-

ful scenarios were chosen to be representative of different operational environments, as

explained in Chapter 7, since it is fairly impossible to have an exhaustive performance

assessment in all the possible conditions. For this reason, relative comparisons are

proposed.

This Chapter first gives an overview about the scenarios chosen for the performance

assessment and how they were artificially generated. Then, before assessing the perfor-

mance of the multi-sensor integrated systems, GNSS standalone solution and GNSS/INS
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integrated systems are considered and their performance are assessed in all the jammed

scenarios.

8.1 Test scenarios setup

In order to create realistic jammed scenarios, the R&R approach was exploited, as

described in Section 6.4. This methodology puts together the benefits of having a realistic

scenario as a a baseline and the possibility to have under control the interference power

level. In particular, starting from the original GNSS scenario CaseA, the jamming signals

were injected with different power strengths. Therefore, for sake of clarity, the scenarios

are denoted as CaseA-jamLight, CaseA-jamMedium and CaseA-jamStrong.

The setup used to inject the jamming signals into the pre-recorded GNSS data, is

depicted in Figure 8.1. With respect to the whole system setup described in Section

7.1.1, only the GNSS part is considered. The USRP B210 [9] was used to record the

digital samples of the GNSS signal as well as to playback them, set according to the

parameters listed in Table 7.1. The signal yIF[n], as in (3.10), was up-converted back to

RF, obtaining a good replica, ŷRF(t), as in (6.4), thanks to the choice of the parameters

that grants the fidelity of the scenario during the recording phase, and then combined

with the interfering jamming signal i(t). As a result, the interfered signal ¯̄yRF(t), as in

(6.5), was fed to the recording system, creating the digital version ¯̄yRF[n] and stored on a

memory.

In order to emulate jamming signals with different signal strengths, the power emitted

by the jammer was controlled using a variable hardware attenuator. Three different

scenario datasets were created, each characterized by different level of attenuation. As

it is possible to see in Figure 8.2, such an interfering signal was injected only in the

time interval between t jam,start and the end of the experiment. It is worth noting that

the assessment of the positioning performance will be computed only within this time

interval. A picture of the experiment carried out in the laboratory is reported Figure 8.3.

The power spectral density of the received signals, for all the experiments, is shown

in Figure 8.4. The C/N0 as estimated by the GNSS software receiver, considering GPS
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Figure 8.1: Interfered signal ¯̄yRF(t) obtained mixing i(t) and ŷRF(t). Block diagram.
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Figure 8.2: Experiments performed in the lab to inject jamming onto the pre-recorded
GNSS data.

PRN31, is shown in Figure 8.5. In the interference-free portion of the signal, the four

estimated perfectly overlap, and this is an implicit proof that the replay and new recording

phase have not significantly altered the information of the originally recorded signal.

Once the interference was injected, it is possible to see the impact of the interfering

signal on the measured C/N0. Considering the experiment in which the GNSS signal

156



8 – Performance assessment of multi-sensor integration in jamming environments

Figure 8.3: Picture of the real setup used to inject jamming onto the pre-recorded GNSS
data.

was affected by jamming signal with the strongest power (purple line), it is possible to

observe a drop of the C/N0 of about 20 dB-Hz.

8.2 Performance of GNSS standalone receiver

Before assessing the performance of the integrated systems, the GNSS standalone

system is considered in this Section as a benchmark to quantify the real benefits of

multi-sensor integration in different constrained environments.

The LS algorithm uses the pseudoranges from the GNSS software receiver [164]

to compute the position. As soon as the power of the jamming increases, the GNSS

standalone system is not able to give any position solution as it can be seen by the HPE

values reported in Table 8.1.

Looking at the position solutions reported in Figure 8.6 as well as the HPE plotted

over time in Figure 8.7, in the jamLight (yellow) case the HPE values are higher than the

ones of jamFree (orange), as expected due the presence of the jammer, but the receiver

is still able to provide navigation solution. For higher values of the jamming power, no
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Figure 8.4: Estimation of PSD for different jamming signal strengths.
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Figure 8.5: Estimation of C/N0 for different jamming signal strengths.
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solution can be provided by the receiver as summarized in Table 8.1. Considering the

95th percentile of the HPE, it is increased from 32.14 m (jamFree) to 66.67 m (jamLight).

Also the estimation of the Root Mean Square (RMS) error of the z component is increased

from 0.17 m/s (jamFree) to 5.62 m/s (jamLight). Figure 8.7 shows also how the HPE

reaches values up to 147.76 m in case of jamming environments.
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Figure 8.6: GNSS-only solution. 2D trajectory.

8.3 Performance of GNSS/INS integration

The lack of navigation solution exhibited by the GNSS standalone system in case of

jamMedium and jamStrong scenarios, shows how the performance position accuracy can

be seriously threatened by the presence of in-band interference. The integration of GNSS

and INS is therefore addressed in this Section considering TC and U-TC integration

strategies. GNSS/INS system is considered here, before addressing multi-sensor system,

to have a benchmark referred to the state of the art and to assess the improvement when

adding multiple sensors. The statistical assessment of the position solution accuracy is
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Figure 8.7: GNSS-only solution. HPE over time. The red bar corresponds to the time
when the jamming signals were injected.

Jam Jam Jam Jam
free light medium strong

HPEmean(m) 10.82 18.03 - -
HPEmax(m) 63.35 147.76 - -

HPE50thpercentile(m) 8.35 12.03 - -
HPE75thpercentile(m) 11.99 19.77 - -
HPE95thpercentile(m) 32.14 66.67 - -

VelX RMS Error (m/s) 0.14 1.16 - -
VelY RMS Error (m/s) 0.09 0.73 - -
VelZ RMS Error (m/s) 0.17 5.62 - -
Position provision (%) 100 100 0 0

Table 8.1: Positioning performance assessment of GNSS-only.

shown in Figure 8.9 where the red dot highlights the point where the jamming signal was

injected. The numerical evaluation is reported in Table 8.2.

As in the case of GNSS standalone system, also the TC integration is able to give a

position solution only for jamLight, among the jammed scenarios. This is due to the fact
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Figure 8.8: TC and U-TC GNSS/INS integration. 2D trajectory.

Jam free Jam light Jam medium Jam strong
TC U-TC TC U-TC TC U-TC TC U-TC

HPEmean(m) 0.74 2.52 32.85 4.94 - 18.07 - -
HPEmax(m) 1.96 3.91 80.81 9.47 - 34.40 - -

HPE50thpercentile(m) 0.67 2.69 40.81 4.92 - 18.01 - -
HPE75thpercentile(m) 0.91 2.96 57.22 7.44 - 29.32 - -
HPE95thpercentile(m) 1.39 3.77 74.71 9.17 - 33.52 - -

VelX RMS Error (m/s) 0.15 0.15 0.19 0.15 - 0.60 - -
VelY RMS Error (m/s) 0.07 0.07 0.13 0.07 - 0.20 - -
VelZ RMS Error (m/s) 0.15 0.16 1.50 0.17 - 0.77 - -
Position provision (%) 100 100 100 100 0 100 0 0

Table 8.2: Positioning performance assessment of TC and U-TC GNSS/INS integration.

that the GNSS observables, to be fused with the other sensors information, cannot be

provided to the central navigation filter in (5.31), due to the presence of jamming heavily

corrupting the GNSS signal. However, the HPE performance assessment, together with

the velocity estimation, show a significant deterioration with respect to jamFree. It

means that the TC integration is not robust against jamming, as expected. For instance,
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Figure 8.9: TC and U-TC GNSS/INS integration. HPE over time. The red bar corresponds
to the time when the jamming signals were injected.

considering the mean value of the HPE, it is increased from 0.74 m (TC jamFree) to

32.85 m (TC jamLight). The RMS error on the x component of the velocity it is increased

from 0.15 m/s (TC jamFree) to 1.50 m/s (TC jamLight).

The HPE of TC jamLight (yellow curve) shows a value of about 0.5 m in the

interference-free portion of the signal. Once the jamming is injected, it slowly starts

increasing for the first 80 s, and reaching a value of 2 m, and then it dramatically in-

creases. This because the jamming forces the tracking loops of the GNSS receivers to

loose the lock.

On the other hand, analyzing the performance of the U-TC integration, two main

aspects can be noticed. The first one is that, as soon as the power of the jamming increases,

U-TC is the only system allowing navigation. Despite the positioning performance of

jamMedium are worse with respect to jamLight, as expected, the 95% of the HPE values

are below 33.52 m. It can also be seen by the green trajectory in Figure 8.8.

The second aspect is that the benefits of U-TC with respect to TC increase as the
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power strength of the jamming signal increases. Considering the 95th percentile of

the HPE, in case of jamFree, it is equal to 1.39 m (TC jamFree) and 3.77 m (U-TC

jamFree). Considering jamLight, it is equal to 74.71 m (U-TC jamLight) and 9.17 m

(U-TC jamLight).

8.4 Performance of multi-sensor integration

The GNSS/INS integrated system analyzed in the previous Section, shows some

limitations when GNSS signal is affected by severe jamming interference in the GNSS

bandwidths. In fact, it is not able to give any position solution in case of jamStrong.

Therefore, the positioning performance of the multi-sensor system is evaluated in this

Section to exploit the improvement with respect to the GNSS/INS integrated system.

Another important aspect is to see how such an improvement is correlated with the

jamming signal strength. The sensors fused in the navigation system are GNSS, INS,

visual sensor and odometer.

Analyzing the statistical HPE in Table 8.3, the first remark is that U-TC multi-sensor

integration is the only strategy capable to give a position solution in strongly degraded

GNSS signal environments for the 100% of the simulation time, even if with different

accuracy performance along the track. It can be seen also by the HPE of U-TC jamStrong

(black curve) in Figure 8.11. It shows a value of about 0.5 m in the interference-free

portion of the signal. As expected, it starts increasing once the jamming is injected, with

the same rate as jamLight and jamMedium and for about 130 s. Finally, it starts increasing

reaching the maximum value of HPE equal to 18.04 m.

As far as the U-TC integration is concerned, the results highlight how the benefits of

multi-sensor, with respect to the GNSS/INS integration, increases as the power strength

of the jamming increases. Despite the position performance is remarkably improved in

case of both jamMedium and jamLight, the improvement is more consistent in case of

jamming jamMedium. In fact the 95th percentile of the HPE is improved from 9.17 m

(GNSS/INS) to 3.85 m (multi-sensor) for jamLight and from 33.52 m (GNSS/INS) to

4.55 m (multi-sensor) for jamMedium.
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Figure 8.10: TC and U-TC multi-sensor integration. 2D trajectory.

Jam free Jam light Jam medium Jam strong
TC U-TC TC U-TC TC U-TC TC U-TC

HPEmean(m) 2.09 3.40 7.05 3.32 - 3.98 - 6.78
HPEmax(m) 4.45 4.62 14.86 4.17 - 5.04 - 18.04

HPE50thpercentile(m) 2.21 3.51 9.39 3.30 - 3.97 - 4.08
HPE75thpercentile(m) 3.00 3.91 11.65 3.57 - 4.17 - 10.42
HPE95thpercentile(m) 3.88 4.28 13.76 3.85 - 4.55 - 17.19

VelX RMS Error (m/s) 0.16 0.16 0.16 0.16 - 0.17 - 0.17
VelY RMS Error (m/s) 0.09 0.08 0.15 0.08 - 0.09 - 0.13
VelZ RMS Error (m/s) 0.16 0.16 0.20 0.16 - 0.16 - 0.17
Position provision (%) 100 100 100 100 0 100 0 100

Table 8.3: Positioning performance assessment of TC and U-TC multi-sensor integration.

The same can be said about the TC integration. In fact, the benefits of multi-sensor

with respect to the GNSS/INS integration are consistent in case of jamLight. The 95th

percentile of the HPE, it is decreased from 74.71 m (GNSS/INS jamLight) to 13.76 m

(multi-sensor jamLight). On the other hand, for jamFree, the multi-sensor integration
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Figure 8.11: TC and U-TC multi-sensor integration. HPE over time. The red bar
corresponds to the time when the jamming signals were injected.

does not show any improvements with respect to the GNSS/INS integration. This was

already found out and commented in Chapter 7.
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Chapter 9

Conclusions

In this thesis, we assessed the performance of multi-sensor navigation systems mainly

addressing two different architectures of the hybridized receiver, i.e. tight and ultra tight

integration. The performance was assessed in different scenarios, with the aim to show

its feasibility and applicability with respect to different classes of ITS services. Within

this context, one relevant document addressing the user needs and requirements for the

road segment, was proposed by the Global Navigation Satellite Systems Agency (GSA)

[83] with the aim to provide a reference for the European GNSS Programmes and for

the automotive community. Based on the specific applications, different requirements

are listed in this document addressing accuracy, availability, integrity, authentication and

robustness to the interference. Another document is [175], that proposed some reference

values for classes of transportation services. These values are reported in Table 9.1 and

they bound the errors that are acceptable to the system. In other words, according to this

classification, a specific system is considered available when the positioning errors given

by the navigation unit are below that reference value, for the 95% of the time.

Therefore, following the classes of services reported in Table 9.1, the integrated

navigation algorithms developed in this thesis are statistically analyzed, considering the

CDF of the HPE in the different operational environments. It has to be anticipated that

neither the TC nor U-TC algorithm are able to match the requirements of the Class1

and Class2 services, that would require sensors of different nature, such as, for example,
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Table 9.1: Accuracy reference values for transport services [175].

Acceptable values Service name Class

0.1 meters (95%) automated highway 1
lane control

1 meters (95%) collision avoidance 2
restraint deployment

intelligent speed adaptation
5 meters (95%) in-car navigation 3

urban traffic control
emergency call

road user charging
25 meters (95%) trip travel information 4

fleet management
stolen vehicle recovery
dynamic route guidance

radars for collision avoidance, or different uses of the visual information. However, these

kind of sensors and relative processing algorithm were not in the scope of this study,

which has been GNSS oriented. Nevertheless, applications of Class3 and of Class4 have

been the target of this study, and the following remarks will show what kind of architecture

is needed to design a positioning unit able to match the requirements.

9.1 Performance vs. requirements

Considering first CaseA, which is a scenario characterized by good satellite visibility

conditions and thus by almost nominal conditions of the GNSS signal, all the navigation

units meet the requirements of the services belonging to both class3 and class4. Figure

9.1, in fact, reports CDFs of the HPE for the different navigation units.

The requirement is not met by the GNSS standalone system for which the HPE is

below 5 meters only for about the 40% of the cases but it may be able to be used for

the Class4 services, even if the 95% availability is barely reached. It means that none

of the above mentioned services can be provided by a GNSS standalone system and then

highlights the need of smart integration of GNSS and external sensors.
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Figure 9.1: CDFs for CaseA.

The performance assessment carried out for CaseB, in contrast to CaseA, is related

to a scenario characterized by signal degraded environments, where data were collected

in an urban area, known to be an harsh environment for GNSS systems. The CDFs

of the HPE are reported in Figure 9.2. Again, the performance improvements behind

the use of integrated systems, with respect to the GNSS standalone system, are clearly

visible comparing the orange curve against the others. In particular, the U-TC integration

shows the best performance, in comparison with TC, highlighting the benefits of using

such an integration strategy in degraded signal environments. As far as the number of

sensors fused in the navigation unit is concerned, the benefits of multi-sensor system

can be seen in TC integration comparing yellow and purple curves. However, looking

at the requirements for Class4 services, the HPE is below the 25 meter for the 95% of

the cases only when multisensors are considered, while the U-TC is able to match the

requirement with just the INS as well as with multisensors. As for the Class3 services,

the GNSS/INS U-TC seems to be the only one able to get close to a full matching with the
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requirements. However, such a comparison is misleading because they refer to different

values of solution availability, as shown in Figure 9.3. In fact as it can be seen in Figure

7.15 for a large part of time the positioning unit is not able to provide any output, thus

making this kind of integration useless, and the good performance stemming from Figure

9.2 are just due to the fact that when the scenario is not so critical the error is mostly

below 5 meters. However the architecture is weak, and subject to easy loss of lock leading

to a lack of position solutions.
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Figure 9.2: CDFs for CaseB.

Different conclusions can be drawn considering scenarios characterized by the pres-

ence of jamming interference corrupting the GNSS signal. In fact, it is possible to analyze

the CDFs of the HPE related to the scenarios jamLight, jamMedium and jamStrong, each

affected by jamming signals with different power strengths and reported in Figure 9.4,

Figure 9.5 and Figure 9.6, respectively. The most significant outcome is related to the

real benefit of using U-TC integration with respect to TC in jammed scenarios and the

fact that such a benefit increases as the power of the jamming signals increases. In fact,

U-TC is the only system capable to guarantee a navigation solution 100% of the time.
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Figure 9.3: class4 availability for CaseB.

Moreover, it is the only system capable to meet the requirements of services belonging to

class3, unless in jamStrong scenario where it guarantees availability of services of class4.

The advantages of using multi-sensor, with respect to GNSS/INS integrated system, is

visible for all the jammed scenarios and for both the integration strategies TC and U-TC.

9.1.1 Estimation of code and carrier frequencies in jammed scenar-

ios

Although the U-TC integration algorithm developed in this thesis exhibits high com-

plexity and computational capability, it is capable of tracking GNSS signals under very

weak signal conditions, as shown by the statistical analysis of the HPE in jammed sce-

narios. It lies in the key point of the U-TC integration, which is the estimation of code

and carrier frequencies by the NCOs driven by the navigation filter.

In fact, looking at the variances of code and carrier frequencies estimation of Galileo

PRN18, reported in Table 9.2 and plotted in Figure 9.7 and in Figure 9.8, respectively,

it is possible to see that U-TC integration estimates both code and carrier frequency

with lower uncertainty with respect to the scalar tracking loops of the GNSS standalone
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Figure 9.4: CDFs for jamLight.

receiver. It is due to the fact that the estimation of the frequencies is based on a PVT

feedback that leverages on a Kalman filter approach. Comparing code and carrier NCOs

within the jammed scenarios, it is possible to see how the code NCO is more robust than

the carrier NCO. It is due to the higher robustness shown by the DLL with respect to the

PLL in terms of capability of keeping the lock under weak signal conditions.

Evaluating the performance of the carrier NCO, it is possible to see how the uncertainty

of the frequency estimation increases as the power of the jamming signal increases. In

particular, the variance of jamLight is slightly increased with respect to the jamFree

scenario. The same trend can be observed looking at jamMedium with respect to jamLight.

On the contrary, in case of jamStrong, we observe a remarkable increment of the error

in the frequency estimation (four orders of magnitude higher). Since the frequency

estimation is strongly dependent on the accuracy of the PVT, such estimation experiences

an high variance error due to the poor quality of the PVT in case of jamStrong. However,

the U-TC system is able to correctly track both the code and carrier frequencies in this
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Figure 9.5: CDFs for jamMedium

very challenging environment.

σ2
fcode

(Hz) σ2
fcarr

(Hz)

GNSS-only, scalar 0.0116 0.0323
jam free, U-TC 0.0071 0.0017
jam light, U-TC 0.0071 0.0022

jam medium, U-TC 0.0071 0.0035
jam strong, U-TC 0.0074 55.0670

Table 9.2: Variances of code and carrier frequencies jamFree, jamLight, jamMedium and
jamStrong scenarios for Galileo PRN18.
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Figure 9.6: CDFs for jamStrong.
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Figure 9.7: Code frequency estimated by the multi-sensor U-TC integration system of
Galileo PRN18.
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Figure 9.8: Carrier frequency estimated by the multi-sensor U-TC integration system of
Galileo PRN18.
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9.2 Future activities

The work of this thesis analyzed the benefits of U-TC integration and the use of INS,

vision sensors and odometer to match the requirements of several services in the ITS

domain. However, it also highlighted new research path to follow to further improve the

integrated systems.

Future activities could address the improvement of the position performance of the

developed integration algorithms, with the aim to enable the ITS services of class1

and class2, listed above. In order to go toward this direction, future development of the

GNSS processing chain will have to take into account the new signals broadcast by the new

satellite systems on multiple frequency bands, including the modern European Galileo

system and the Chinese BeiDou. It is know in fact that multifrequency GNSS receiver

can provide better quality measurements, thus improving the GNSS contributions to the

integrated systems. Nevertheless, it has to be highlighted how, changing the statistical

nature of the error of the measurement error, the procedure for the optimisation of the

Kalman parameters should be as well revised.

Furthermore, the great number of sensors available nowadays, e.g. LiDAR, UWB,

modern thermal cameras, could be exploited in the fusion algorithm. Among the addi-

tional sources of information that can be fused, it is worth mentioning the recent results

obtained by cooperative techniques that allows to have estimation of the baseline between

vehicles, just using GNSS measurements [171, 129, 128]. This is another key factor to

enhance the intelligence of the navigation unit of each actor involved in the framework of

smart cities and smart mobility.

As far as the integration algorithm is concerned, the classical KF-based integration

techniques, used in this thesis, could look toward different implementations, such as

particle filters, able to handle any non-linearity and any distributions of the driving

measurements noises, outperforming in some cases KF-based methods. Also, non-linear

integration modules based on Artificial Intelligence (AI) could be exploited, either as a

complete replacement for KF or for its augmentation. These techniques are generally

platform-independent systems thus do not requiring detailed knowledge of the integrated
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sensors and technologies, unlike KF that requires accurate stochastic models of fused

sensors.

Besides the above mentioned new research paths, to be followed for enhancing the

multi-sensor integrated systems performance, future activities could address more ad-

vanced use of the R&R approach for the GBPT performance assessment. Since this

method exhibited some limitations attempting to record/replay scenarios where GNSS

signals were far from the nominal conditions (e.g. urban scenarios), it would be beneficial

to develop a methodology capable to grant fidelity to a realistic scenario regardless to the

quality of the GNSS signals, i.e. both lightly and heavily signal degraded environments.

Higher sampling frequency of the ADC as well as higher number of bits, necessary for

the representation of the digital signal, could be exploited within the recording system, to

preserve the information on the specific environment, assuring the fidelity of the recorded

scenario with respect to the real one. It would allow to faithfully record GNSS signals

as well as other “out-of GNSS band” events that might need to be represented in the

saved data log. Moreover, further investigations about the capability to synchronously

record/replay GNSS signals and the other signals coming from other sensors, are still

needed.
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Appendix A

Estimation

Estimation is the process of estimating an unknown state from a set of process

measurements. The relationship between the two, can be expressed through the state

equation and the measurement equation:

Ûx(t) = f(x(t)) + w(t) (A.1)

z(t) = h(x(t)) + ν(t) (A.2)

where x(t) is the state vector, w(t) is the process noise, z(t) is the measurement vector,

ν(t) is the measurement noise and f and h are two known linear or non-linear functions.

Assuming a linear model, (A.1) and (A.2) have the following form:

Ûx(t) = F(t)x(t) + w(t) (A.3)

z(t) = H(t)x(t) + ν(t) (A.4)

where F(t) is the continuous-time state transition matrix and H(t) is the linear relationship

between the states and the observations (measurement matrix or observation matrix).

177



A – Estimation

Least Squares

In LS the state vector estimation is based purely on the measurements. The discrete

version of the measurement vector(A.4), dropping the time instant [n] hereafter for

simplicity, can be written as:

z = Hx + ν (A.5)

The estimate of the state vector can be obtained as:

The goal of the LS is to estimate x̂ minimizing the weighted sum of the squares of the

difference (z − Hx̂) . The cost function J can be defined:

J = (z − Hx̂)T W(z − Hx̂) (A.6)

where W is the weighting function. The solution consists of setting to zero the derivative

of the cost function J and solving for x̂. It is given by:

x̂ = (HT WH)−1HT Wz (A.7)

Its estimated covariance matrix is:

Cx̂ = (HT WH)−1HT WCzWH(HT WH)−1 (A.8)

where Cz is the covariane matrix of the measurement vector. The weighting matrix can

be set as the inverse of the measurement covariance matrix as:

W = Cz
−1 (A.9)

In this case, the estimated covariance matrix (A.8) becomes:

Cx̂ = (HT WH)−1 = (HT Cz
−1H)−1 (A.10)
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Kalman filter

The KF is a set of mathematical equations that estimate in a recursive way the state of a

system, minimizing the mean of the squared error. The pronciples of the KF are presented

in this Section, using the notation of [66] (and for the rest of the thesis). With respect

to LS, it takes into consideration the noisy nature of the measurements. Considering

the discrete time version of the system in (A.3) and (A.4), the discrete-time state-space

equation corresponds to:

x[n + 1] = Φ[n]x[n] + w[n], (A.11)

where Tc is the chosen sampling interval, Φ[n] is the state transition matrix and w[n] is

the process noise which is supposed to be a zero-mean white Gaussian with covariance

Q[n], defined by:

E
{
w[n]w[i]T

}
=

⎧⎪⎪⎨⎪⎪⎩
Q[n] n = i

0 n , i
(A.12)

The measurement vector can be written as:

z[n] = H[n]x[n] + ν[n], (A.13)

where H[n] is the observation matrix and ν[n] is an additive noise component, which is

supposed to be a zero-mean white Gaussian process, with covariance R[n], defined by:

E
{
ν[n]ν[i]T

}
=

⎧⎪⎪⎨⎪⎪⎩
R[n] n = i

0 n , i
(A.14)

Recursive estimation

In the KF approach, the state variables are estimated by means of a recursive iterative

process, based on two steps: prediction and update. During the prediction step, a

predicted estimate x̂−[n + 1] is obtained by applying the state transition matrix. On the

other hand, during the update step, a contribute is determined from the measurement

vector.
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The predicted state estimation is called a priori estimate x̂−[n] and the updated state

estimate a posteriori x[n]. The measurement z[n] is used to update the state as:

x̂[n] = x̂−[n] +K[n](z[n] − H[n]̂x−[n]) (A.15)

where the term α[n] = (z[n] −H[n]̂x−[n]) is called innovation or residual and K[n] is the

Kalman gain, computed as:

K[n] = P−[n]H[n]T (H[n]P−[n]H[n]T + R[n])−1 (A.16)

The objective of the Kalman gain is to minimize the mean squared state error

E
{
e[n]He[n]

}
where the errors of a priori and a posteriori state estimate can be de-

fined as:

e−[n] = x[n] − x̂−[n] (A.17)

e[n] = x[n] − x̂[n] (A.18)

The a-priori error covariance matrix of e−[n] and the a-posteriori error covariance

matrix of e[n], are defined respectively as:

P−[n] = E
{
e−[n]e−[n]T

}
(A.19)

P[n] = E
{
e[n]e[n]T

}
(A.20)

The KF is initialized by setting values for the initial state x[0] and initial state error

covariance P[0] . The algorithm then recursively predicts the state as:

x̂−[n] = Φ[n − 1]̂x[n − 1] (A.21)

P−[n] = Φ[n − 1]P[n − 1]ΦT [n − 1] +Q[n − 1] (A.22)

and updates the state estimate and state error covariance when the measurement is obtained
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incorporating the new Kalman K[n] gain computed using (A.16) as:

x̂[n] = x̂−[n] +K[n](z[n] − H[n]̂x−[n]) (A.23)

P[n] = [I − K[n]H[n]]P−[n] (A.24)

Details about the derivation of the KF equations can be found in [101], [37] and [71].

The pictorial representation is given in Figure A.1 [37].

Figure A.1: Pictorial representaiton of the KF. Taken from [37].

Extended Kalman filter

The KF allows to estimate the state when both the functions f and h in (A.1) and

(A.2) are linear. Therefore, to solve non-linear problem, i.e. when at least one between

the functions f and h are not linear, it is necessary to use an extension of KF called EKF.

This implies the approximation of the non-linear equations (A.1) and (A.2) by a first

order Taylor series computed around a nominal trajectory x̆(t). It can be defined as the

time-series of the parameters contained in the state vector. In other words, it has to be

intended as a known trajectory that represents an approximation of the real trajectory.
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The actual state vector can then be expressed as:

x[n] = x̆[n] + ∆x[n] (A.25)

where ∆x[n] is the increment between the nominal and the actual trajectory.

If the states are well estimated, the perturbation remains sufficiently small to satisfy

the linearization assumptions. The EKF usually operates in a closed-loop mode. It means

that, every time the state vector ∆x[n] is updated, it is used to correct the nominal state.

The state vector is thus reset to a null vector. Therefore, the state vector prediction (A.21)

is no longer necessary and only the covariance propagation must be performed in the

prediction step.

However, the EKF exhibit poor performance when the state and measurement models

are highly non-linear. UKF is an alternative to the EKF that provides superior performance

at an equivalent computational complexity. It addresses the approximation issues of the

EKF in which the KF states are propagated through the “first-order” linearization of

the nonlinear system. This simple approximation can generate large error on the states

estimates when the system is highly nonlinear.

182



Appendix B

Performance metrics

The performance of the GBPT can be characterized with respect to different features,

quantified by a corresponding metric. In turn, each performance feature of the terminal is

quantified by a corresponding metric. In the road application domain, the most relevant

performance features are availability, accuracy, and integrity.

The availability is the percentage of time during which the system can be used for

the required function in a given scenario [149]. An example of a relevant metric for the

availability feature is the number of epochs with a position output divided by the total

number of epochs for a given operational scenario.

The accuracy can be measured by the error between the position provided by the

positioning terminal, when this position is available, and the user’s “true” position,

generally estimated by a reference measurement system. This error, which is a random

variable, is fully characterized by its CDF. In 2D, the error is called HPE. Some relevant

metrics for HPE are the 50th, 75th, and 95th percentiles.

The integrity is a measurement of the confidence the user can have in the position

supplied by the system. For civil aviation, it is expressed in the form of a probability

(or risk) of failure over the period during which the positioning service is provided

[149]. However, the applicability of the aviation-born integrity to other transportation

fields is not straightforward due to the limitation of the urban contexts. Some “local

integrity” concepts, suitable to automotive applications in urban scenarios, have already
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been proposed [125].

A summary of the metrics for the performance characterization of the positioning

terminal was proposed by the CEN-CENELEC standardization organization to [13].

However, in this work the statistical assessment of the GBPT performance evaluation was

carried out by considering the horizontal accuracy only (i.e., HPE), defined as follows:

HPE =
√
(xr x

East − xre f
East)

2 + (yr x
North − y

re f
North)

2, (B.1)

where:

• xr x
East and xre f

East are the east coordinates estimated respectively by the receiver under

test and the reference receiver, at a specific time instant;

• yr x
North and y

re f
North are the north coordinates estimated respectively by the receiver

under test and the reference receiver, at a specific time instant.
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