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#### Abstract

We study the differential conductance of a time-reversal symmetric Weyl semimetal-superconductor junction with an $s$-wave superconducting state. We find that there exists an extended regime where the zero-bias differential conductance acquires the universal value of $e^{2} / h$ per channel, independent of the pairing and chemical potentials on each side of the junction, due to a perfect cancellation of Andreev and normal reflection contributions. This universal conductance can be attributed to the interplay of the unique spin/orbital-momentum locking and $s$-wave pairing that couples Weyl nodes of the same chirality. We expect that the universal conductance can serve as a robust and distinct signature for time-reversal symmetric Weyl fermions and be observed in the recently discovered time-reversal symmetric Weyl semimetals.
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Introduction. A Weyl semimetal (WSM) is a threedimensional (3D) topological phase of matter in which the conduction and valence bands touch linearly at discrete points, called Weyl nodes, in the Brillouin zone near the Fermi energy [1-4]. According to the fermion doubling, such Weyl nodes appear in pairs with opposite chirality [5], linked to monopoles and antimonopoles of the field of Berry curvature in momentum space. To ensure nonzero Berry curvature, a WSM must violate either inversion or time-reversal symmetry. This nontrivial momentum-space topology of WSMs gives rise to a variety of intriguing physical phenomena, such as surface Fermi arcs [1], the chiral anomaly [6-9], and associated anomalous transport properties [10-25]. The actual discoveries of WSMs in a growing number of materials [26-42] have spurred interest in investigating the interplay of such topological phase with other electronic phases and orders.

Recently, the possibilities of superconducting states, doping or proximity induced, in WSMs have been discussed [43-56]. Most of the theoretical works investigating hybrid structures based on WSMs focus on the time-reversal broken case [57-63]. However, so far almost all experimentally demonstrated WSMs break inversion symmetry but preserve timereversal symmetry [30-35]. Importantly, while in a timereversal broken Weyl superconductor the $s$-wave pairing couples electrons of opposite chirality, in the time-reversal symmetric case it instead couples electrons of the same chirality [43] so that distinct transport properties in semimetalsuperconductor ( $\mathrm{N}-\mathrm{S}$ ) junctions could be expected.

In this Rapid Communication, we study a 3D time-reversal symmetric N-S junction constructed by a normal WSM and an $s$-wave superconducting WSM. Near the Weyl nodes, the intraorbital pairing dominates the superconducting state. Denoting by $\mu_{N}$ and $\mu_{S}$ the chemical potentials of the WSM and the superconductor, respectively, and by $\Delta_{s}$ the superconducting pairing potential, we find that, in the regime $\left|\mu_{N}\right| \ll\left(\left|\Delta_{S}\right|^{2}+\mu_{S}^{2}\right)^{1 / 2}$, the contributions of Andreev and normal reflections perfectly cancel at vanishing excitation
energy. In this regime, the zero-bias differential conductance, thus, takes the universal value $e^{2} / h$ per channel independent of $\mu_{N}, \mu_{S}$, and $\Delta_{s}$. We attribute this universal conductance to the interplay of the unique spin/orbital-momentum locking and $s$-wave pairing in the Weyl junction. We also discuss its robustness and expect that it can serve as a distinct signature for time-reversal symmetric Weyl fermions in clean systems. We are confident that the universal conductance can be observed in the recently discovered time-reversal symmetric WSMs [38-40].

Model Hamiltonian. We start with a low-energy model for a time-reversal symmetric WSM [64]: $\mathcal{H}_{\mathrm{w}}=\sum_{\mathbf{k}} \psi_{\mathbf{k}}^{\dagger} H(\mathbf{k}) \psi_{\mathbf{k}}$ and

$$
\begin{align*}
H(\mathbf{k})= & k_{x} s_{x} \sigma_{z}+k_{y} s_{y} \sigma_{0} \\
& +\left(\kappa_{0}^{2}-|\mathbf{k}|^{2}\right) s_{z} \sigma_{0}+\beta s_{y} \sigma_{y}-\alpha k_{y} s_{x} \sigma_{y}, \tag{1}
\end{align*}
$$

where $\mathbf{k}=\left(k_{x}, k_{y}, k_{z}\right)$ is the wave vector and the fourcomponent spinor $\psi_{\mathbf{k}}=\left(c_{A, \uparrow, \mathbf{k}}, c_{A, \downarrow, \mathbf{k}}, c_{B, \uparrow, \mathbf{k}}, c_{B, \downarrow, \mathbf{k}}\right)^{T}$ is written in terms of annihilation operators $c_{s, \sigma, \mathbf{k}}$ with spin indices $\sigma=\uparrow, \downarrow$ and orbital indices $s=A, B$. Here, $\sigma_{i}(i=0, x, y, z)$ are the $2 \times 2$ identity and Pauli matrices for the spin- $1 / 2$ space and $s_{i}(i=0, x, y, z)$ for the orbital space. $\kappa_{0}, \alpha$, and $\beta$ are real model parameters. The model (1) breaks inversion symmetry, i.e., $s_{z} H(\mathbf{k}) s_{z} \neq H(-\mathbf{k})$ by the $\beta$ term but preserves time-reversal symmetry as shown by $\sigma_{y} H^{*}(\mathbf{k}) \sigma_{y}=H(-\mathbf{k})$. Suppose $0<\beta<\kappa_{0}$, the model (1) has four Weyl nodes at $\pm \mathbf{Q}_{ \pm}$where $\mathbf{Q}_{ \pm}=\left(\beta, 0, \pm k_{0}\right)$ and $k_{0}=\left(\kappa_{0}^{2}-\beta^{2}\right)^{1 / 2}$.

Near the Weyl nodes, we can linearize the model (1) and rewrite it as a sum of four effective Hamiltonians, each describes the electrons near one of the Weyl nodes: $\mathcal{H}_{\mathrm{w}}=$ $\sum_{\gamma=1}^{4} \sum_{\mathbf{k}}^{\prime} \Psi_{\gamma, \mathbf{k}}^{\dagger} H_{\gamma}(\mathbf{k}) \Psi_{\gamma, \mathbf{k}}$, and

$$
\begin{align*}
& H_{1(2)}(\mathbf{k})=\left(k_{x} \mp \beta\right) \sigma_{x}+k_{y} \sigma_{y}+\left(k_{z} \mp k_{0}\right) \sigma_{z}, \\
& H_{3(4)}(\mathbf{k})=\left(k_{x} \mp \beta\right) \sigma_{x}+k_{y} \sigma_{y}+\left(k_{z} \pm k_{0}\right) \sigma_{z}, \tag{2}
\end{align*}
$$

where $k_{z}$ has been rescaled by $1 /\left(2 k_{0}\right)$ and $k_{y}$ has been rescaled by $1 / \alpha$, the indices $\gamma \in\{1,2,3,4\}$ label the Weyl nodes at $\mathbf{Q}_{+},-\mathbf{Q}_{+}, \mathbf{Q}_{-}$, and $-\mathbf{Q}_{-}$, respectively, and $\sum_{\mathbf{k}}^{\prime}$ indicates that $\mathbf{k}$ is confined to the vicinity of the Weyl nodes. The spinors $\Psi_{\gamma, \mathbf{k}} \equiv\left(\psi_{\gamma, \uparrow, \mathbf{k}}, \psi_{\gamma, \downarrow, \mathbf{k}}\right)^{T}$ of the Weyl nodes are given by $\Psi_{1, \mathbf{k}}=\Psi_{3, \mathbf{k}}=\left[c_{\uparrow, \mathbf{k}}^{(B)}, c_{\downarrow, \mathbf{k}}^{(A)}\right]^{T}$ and $\Psi_{2, \mathbf{k}}=\Psi_{4, \mathbf{k}}=\left[c_{\uparrow, \mathbf{k}}^{(A)}, c_{\downarrow, \mathbf{k}}^{(B)}\right]^{T}$ with $c_{\uparrow(\downarrow), \mathbf{k}}^{(s)}=\left(c_{s, \uparrow, \mathbf{k}} \pm c_{s, \downarrow, \mathbf{k}}\right) / \sqrt{2} . H_{1}(\mathbf{k})$ and $H_{2}(\mathbf{k})$ describe the two Weyl nodes of positive chirality whereas $H_{3}(\mathbf{k})$ and $H_{4}(\mathbf{k})$ describe the two Weyl nodes of negative chirality. All the Weyl nodes consist of different orbitals and spins and exhibit a nontrivial spin/orbital-momentum locking. They form two time-reversed pairs, i.e., $\sigma_{y} H_{1}^{*}(\mathbf{k}) \sigma_{y}=H_{2}(-\mathbf{k})$ and $\sigma_{y} H_{3}^{*}(\mathbf{k}) \sigma_{y}=H_{4}(-\mathbf{k})$, each of them with definite chirality.

Next, introducing the $s$-wave superconducting coupling with both intraorbital and interorbital pairing potentials and projecting onto the spinors of the Weyl nodes, one can see that the interorbital pairing is strongly suppressed due to the mismatch of spins or momenta [65]. Suppose the Weyl nodes are well separated and the chemical potential is close to the Weyl nodes, then only the intraorbital pairing is important and reads $\mathcal{H}_{\mathrm{S}}=\mathcal{H}_{\mathrm{S}}^{+}+\mathcal{H}_{\mathrm{S}}^{-}$with

$$
\begin{align*}
& \mathcal{H}_{\mathrm{S}}^{+}=\sum_{\mathbf{k}}{ }^{\prime}\left[\left(\Delta_{s} c_{1, \uparrow, \mathbf{k}}^{\dagger} c_{2, \downarrow,-\mathbf{k}}^{\dagger}+\text { H.c. }\right)+(1 \leftrightarrow 2)\right],  \tag{3}\\
& \mathcal{H}_{\mathrm{S}}^{-}=\sum_{\mathbf{k}}{ }^{\prime}\left[\left(\Delta_{s} c_{3, \uparrow, \mathbf{k}}^{\dagger} c_{4, \downarrow,-\mathbf{k}}^{\dagger}+\text { H.c. }\right)+(3 \leftrightarrow 4)\right] . \tag{4}
\end{align*}
$$

The pairing potential $\Delta_{s}$ couples electrons on the Weyl nodes stemming from the time-reversed pairs. The whole system can thus be understood as two effectively independent and equivalent subsystems with opposite chirality. In the following, we will discuss the physics of the subsystem with positive chirality.

Using the Nambu spinor in real space for positive chirality $\tilde{\Psi}(\mathbf{r})=\left[c_{1, \uparrow}(\mathbf{r}), c_{1, \downarrow}(\mathbf{r}), c_{2, \uparrow}(\mathbf{r}), c_{2, \downarrow}(\mathbf{r}), c_{1, \downarrow}^{\dagger}(\mathbf{r}),-c_{1, \uparrow}^{\dagger}(\mathbf{r}), c_{2, \downarrow}^{\dagger}\right.$ $\left.(\mathbf{r}),-c_{2, \uparrow}^{\dagger}(\mathbf{r})\right]^{T}$, we recast the Hamiltonian in a Bogoliubov-de Gennes (BdG) form: $\mathcal{H}_{+}=(1 / 2) \int d \mathbf{r} \Phi^{\dagger}(\mathbf{r}) H_{\mathrm{BdG}} \Phi(\mathbf{r})$, and

$$
\begin{equation*}
H_{\mathrm{BdG}}=\left(-i \nabla_{\mathbf{r}} \cdot \sigma-\mu \sigma_{0}\right) \tau_{0} v_{z}+\left|\Delta_{s}\right| e^{i \phi v_{z}} \sigma_{0} \tau_{x} v_{x} \tag{5}
\end{equation*}
$$

where $\Delta_{s}(\mathbf{r})=\left|\Delta_{s}(\mathbf{r})\right| e^{i \phi(\mathbf{r})}$. We have introduced the identity and Pauli matrices $\nu_{i}$ and $\tau_{i}(i=0, x, y, z)$ for electron-hole and Weyl-node degrees of freedom, respectively, and moved the $k_{0}$ and $\beta$ dependence into the wave function by performing a unitary transformation $\Phi(\mathbf{r})=e^{i\left(k_{0} z \sigma_{z}+\beta x \sigma_{x}\right) \tau_{z} v_{z}} \tilde{\Psi}(\mathbf{r})$. In a uniform system, the eigenenergies are given by $\varepsilon= \pm\left[\left|\Delta_{s}\right|^{2}+(|\mathbf{k}| \pm \mu)^{2}\right]^{1 / 2}$. The superconductor is fully gapped. The BdG Hamiltonian (5) decouples into two $4 \times 4$ identical blocks which can be treated separately.

Reflection probabilities in a Weyl N-S junction. The timereversal symmetric Weyl N-S junction can be described by the BdG Hamiltonian (5) with $\Delta_{s}(z)=\Delta e^{i \phi} \Theta(z)$ and $\mu(z)=$ $\mu_{N} \Theta(-z)+\mu_{S} \Theta(z)$. Here, $\Theta(z)$ is the Heaviside step function, $\Delta>0$, and a constant superconducting phase $\phi$ are assumed. Experimentally, $\mu_{N}$ and $\mu_{S}$ can be tuned independently by plunger gates. The wave-vector $\mathbf{k}_{\|}=\left(k_{x}, k_{y}\right)$ parallel to the N -S interface is conserved. We can treat each $\mathbf{k}_{\|}$separately and work with a quasi-one-dimensional (quasi-1D) junction problem.

Assuming first a clean interface and matching the wave function at the interface, the probabilities of Andreev and normal reflections at an excitation energy $\varepsilon \geqslant 0$, in general, can be expressed as

$$
\begin{gather*}
R_{e h}\left(\varepsilon, \mathbf{k}_{\|}\right)=\left|\cos \left(2 \alpha_{e}\right) \cos \left(2 \alpha_{h}\right)\right|\left|\sin \left(\tilde{\alpha}_{e}-\tilde{\alpha}_{h}\right) / \mathcal{Z}\right|^{2}  \tag{6}\\
R_{e e}\left(\varepsilon, \mathbf{k}_{\|}\right)=|\mathcal{Y} / \mathcal{Z}|^{2} \tag{7}
\end{gather*}
$$

respectively, where $\mathcal{Z}=e^{i \beta} \cos \left(\alpha_{e}+\tilde{\alpha}_{e}\right) \sin \left(\alpha_{h}+\tilde{\alpha}_{h}\right)-e^{-i \beta}$ $\cos \left(\alpha_{e}+\tilde{\alpha}_{h}\right) \sin \left(\alpha_{h}+\tilde{\alpha}_{e}\right), \mathcal{Y}=e^{i \beta} \sin \left(\alpha_{e}-\tilde{\alpha}_{e}\right) \sin \left(\alpha_{h}+\tilde{\alpha}_{h}\right)$ $-e^{-i \beta} \sin \left(\alpha_{e}-\tilde{\alpha}_{h}\right) \sin \left(\alpha_{h}+\tilde{\alpha}_{e}\right), \alpha_{e(h)}=\arctan \left(k_{\|} / k_{e(h)}\right) / 2$, $\tilde{\alpha}_{e(h)}=\arctan \left(k_{\|} / k_{e q(h q)}\right) / 2$, and $k_{\|}=\left|\mathbf{k}_{\|}\right|$. The perpendicular momenta for the electron (hole) and electronlike (holelike) quasiparticles are $k_{e(h)}=\operatorname{sgn}\left(\varepsilon \pm \mu_{N}+k_{\|}\right)\left[\left(\varepsilon \pm \mu_{N}\right)^{2}-\right.$ $\left.k_{\|}^{2}\right]^{1 / 2} \quad$ and $\quad k_{e q(h q)}=\operatorname{sgn}\left\{\varepsilon \pm \operatorname{sgn}\left(\mu_{S} \pm k_{\|}\right)\left[\Delta^{2}+\left(\mu_{S} \pm\right.\right.\right.$ $\left.\left.\left.k_{\|}\right)^{2}\right]^{1 / 2}\right\}\left[\left(\mu_{S} \pm \Omega\right)^{2}-k_{\|}^{2}\right]^{1 / 2}$, respectively. For subgap energies $\varepsilon \leqslant \Delta, \Omega=i\left(\Delta^{2}-\varepsilon^{2}\right)^{1 / 2}$, and $\beta=\arccos (\varepsilon / \Delta)$, whereas for supragap energies $\varepsilon>\Delta, \Omega=\operatorname{sgn}(\varepsilon)\left(\varepsilon^{2}-\right.$ $\left.\Delta^{2}\right)^{1 / 2}$, and $\beta=-i \operatorname{arccosh}(\varepsilon / \Delta)$. Note that $\alpha_{e(h)}$ is always real whereas $\tilde{\alpha}_{e(h)}$ can be complex. A detailed derivation is provided in the Supplemental Material [65]. For subgap energies, $\varepsilon \leqslant \Delta, R_{e h}+R_{e e}=1$, whereas for supragap energies, $\varepsilon>\Delta, R_{e h}+R_{e e}<1$. For a generic oblique incidence $\left(\mathbf{k}_{\|} \neq 0\right)$ both normal and Andreev reflections are present, and only for normal incidence $\left(\mathbf{k}_{\|}=0\right)$ one has perfect Andreev reflection below the gap since then Eqs. (6) and (7) reduce to $R_{e h}=\left|e^{-2 i \beta}\right|$ and $R_{e e}=0$.

Differential conductance. At zero temperature, the differential conductance (per unit area) in the $\mathrm{N}-\mathrm{S}$ junction is given by [66]

$$
\begin{equation*}
\frac{d I}{d V} \equiv \frac{e^{2}}{h} \int \frac{d^{2} \mathbf{k}_{\|}}{(2 \pi)^{2}}\left[1-R_{e e}\left(e V, \mathbf{k}_{\|}\right)+R_{e h}\left(e V, \mathbf{k}_{\|}\right)\right] \tag{8}
\end{equation*}
$$

where $e V$ is the bias voltage. Note that only real $k_{e}$ 's contribute in Eq. (8). We normalize the conductance to the value $G_{0}=e^{2}\left(\mu_{N}+e V\right)^{2} /(4 \pi h)$, corresponding to the number of available channels at energy $\mu_{N}+e V$ on the N side. With the expressions (6) and (7) in Eq. (8), we are able to analyze the behaviors of the conductance. We concentrate, in the following, on two particular parameter regimes: (i) $\mu_{S}=\mu_{N}$ ( $\Delta$ arbitary); and (ii) $\mu_{S} \gg \Delta$ ( $\mu_{N}$ arbitary) [67], which have a distinct zero-bias feature in common (see below).

For regime (i), $\mu_{S}=\mu_{N}$, the normalized conductance $g_{\text {NS }} \equiv G_{0}^{-1} d I / d V[68]$ as a function of $e V$ is plotted in Fig. 1. At large bias $e V \gg \Delta$, all curves converge to unity. This is expected since at large excitation energies the influence of superconductivity is negligible, which together with an identical chemical potential on both sides makes the interface transparent. The $g_{N S}-e V$ relation is rich in the subgap region, depending on the ratio $\mu_{N} / \Delta$. For $\mu_{N} / \Delta \gg 1$, the Fermi momentum mismatch of the two sides is negligible, i.e., $k_{e q(h q)} \approx$ $k_{e(h)}$, thus normal reflection is suppressed, leading to perfect Andreev reflection with $g_{\mathrm{NS}}=2$. Similar behavior occurs for conventional electron systems [66]. For smaller $\mu_{N}$, but $\mu_{N}>$ $\Delta, g_{\mathrm{NS}}$ bends down and even shows a dip at $e V=\Delta$. For $0<$ $\mu_{N}<\Delta, g_{\text {NS }}$ vanishes at $e V=\mu_{N}$ as no hole state is available for Andreev reflection. This is typical for gapless Dirac systems [69]. In the limit $\mu_{N} / \Delta \ll 1$, specular Andreev reflection dominates in the bias region $\mu_{N}<e V<\Delta$ and gives rise


FIG. 1. Normalized conductance $g_{\mathrm{NS}}$ as a function of bias for various $\mu_{N}=\mu_{S}$ 's.
to $g_{\mathrm{NS}}=2$ [65]. Nevertheless, in the limit of low biases, $g_{\mathrm{NS}}$ approaches unity for $\mu_{N} / \Delta \ll 1$ (see the solid curves in Fig. 1), implying the universal conductance $e^{2} / h$ per channel.

Let us now consider regime (ii), $\mu_{S} \gg \Delta$, which corresponds to the most relevant experimental condition and is depicted in Fig. 2. For $\mu_{N}>\mu_{S}, g_{\text {NS }}$ varies little in the subgap region, and it decreases smoothly to a constant at large biases. With decreasing $\mu_{N}, g_{\text {NS }}$ increases in the subgap region or at large biases. For $\mu_{N}=\mu_{S}, g_{N S}$ is maximized for any bias and shows perfect Andreev reflection with $g_{\mathrm{NS}}=2$ in the subgap region. For $\mu_{N}<\Delta$, the vanishing of $g_{\text {NS }}$ can also be observed at $e V=\mu_{N}$ where no Andreev reflection is allowed. Most remarkably, for $\mu_{N} \ll \mu_{S}$, one can note again that all the curves approach unity in the limit of low biases, despite that they vary substantially away from zero bias, and converge to a constant $4 \ln (2)-2$ at large biases (see the solid curves and inset in Fig. 2).

Zero-bias conductance and universal value. Figure 3 focuses on the behavior of the zero-bias conductance $g_{\mathrm{NS}}$. In particular, Fig. 3(a) displays various salient features of $g_{\text {NS }}$ as a function of $\mu_{S}$ and $\mu_{N}$. First, $g_{N S}$ is centrosymmetric in the phase space $\left\{\mu_{N}, \mu_{S}\right\}$ as a hallmark of particle-hole symmetry of the system. Second, $g_{\mathrm{NS}}$ shows a ridge along the line $\mu_{N}=$ $\mu_{S}$ where the small Fermi momentum mismatch strongly


FIG. 2. Normalized conductance $g_{\mathrm{NS}}$ as a function of bias for fixed $\mu_{S}=5 \times 10^{2} \Delta$ and various $\mu_{N}$ 's. The inset is the zoom-in in the limit of low biases.


FIG. 3. (a) The zero-bias conductance $g_{\mathrm{NS}}$ as a function of $\mu_{S}$ and $\mu_{N}$. (b) $g_{N S}$ as a function of $\Delta / \mu_{S}$ for various $\mu_{N}$ 's. (c) Semilogarithmic plot of $g_{\mathrm{NS}}$ as a function of $\mu_{S}=\mu_{N}$.
suppresses normal reflection. In contrast, when $\left|\mu_{S}\right| \ll\left|\mu_{N}\right|$, the Fermi momentum mismatch is large and normal reflection is enhanced, we have thus vanishing $g_{\mathrm{NS}}$. Finally, $g_{\mathrm{NS}}$ is always smaller than unity in the bipolar regime with $\mu_{N} \mu_{S}<0$, implying that the normal reflection contribution is larger than the Andreev reflection contribution.

Figure 3(b) shows the behavior of $g_{\mathrm{NS}}$ as a function of $\Delta / \mu_{S}$ for various values of $\mu_{N}$. Figure 3(c) instead displays $g_{N S}$ with respect to $\mu_{N}=\mu_{S}$. The universal conductance $e^{2} / h$ clearly appears in the regime,

$$
\begin{equation*}
\left|\mu_{N}\right| \ll \sqrt{\Delta^{2}+\mu_{S}^{2}} \tag{9}
\end{equation*}
$$

where the Fermi momenta on the two sides of the interface are very different, i.e, $\left|k_{e}\right| \ll\left|k_{e q}\right|$. Such a regime corresponds to an ideal semimetal phase on the N side. To understand the occurrence of the universal conductance, we focus on the regime (9) and analyze our analytical results. Since only real $k_{e}$ 's contribute to the conductance given by Eq. (8), the channels with $k_{\|}<\left|\mu_{N}\right|$ are relevant. From the BdG Hamiltonian (5), we observe that, although on the N side the parallel wave-vector $\mathbf{k}_{\|}$, which couples different spins and orbitals, is significant, on the $S$ side it becomes negligible compared to the perpendicular momentum, i.e., $k_{\|} \ll\left|k_{e q}\right| \approx\left(\Delta^{2}+\mu_{S}^{2}\right)^{1 / 2}$. Thus, the $A$ - and $B$-orbital components are decoupled from each other on the S side. As a result, the reflection probabilities at zero energy reduce to

$$
\begin{gather*}
R_{e h}\left(0, \mathbf{k}_{\|}\right)=1-\left|k_{\|} / \mu_{N}\right|^{2},  \tag{10}\\
R_{e e}\left(0, \mathbf{k}_{\|}\right)=\left|k_{\|} / \mu_{N}\right|^{2} . \tag{11}
\end{gather*}
$$

They become functions of a single parameter $\left|k_{\|} / \mu_{N}\right|$. Notably, normal and Andreev reflections have opposite contributions to the conductance, according to Eq. (8). Plugging Eqs. (10) and (11) into Eq. (8), it is straightforward to see that the contributions from Andreev and normal reflections cancel each other perfectly, giving rise to the universal conductance $e^{2} / h$ per channel. The perfect cancellation in the 3D Weyl junction can be understood as a result of the unique spin/orbital-momentum locking and $s$-wave pairing, which can be inferred from the
analog of the Weyl system to a 1D ferromagnet-superconductor junction [65].

Robustness of the universal value. We note that in a conventional electron system with a parabolic spectrum, the zero-bias conductance can also exhibit a universal value in the regime (9). However, it is trivially zero. Indeed, since in that case velocity and current are linear in momentum, for large momentum mismatch, the conservation of flux at the interface is only possible if the flux vanishes. By contrast, in a Dirac system, the Fermi velocity is constant, and the flux conservation is less sensitive to the Fermi momentum mismatch. As a consequence, nonvanishing flux and conductance are possible. In graphene, a two-dimensional (2D) Dirac system, a finite characteristic value $\left(4 e^{2} / 3 h\right)$ of the zero-bias conductance has been predicted [69]. However, the instabilities of the 2D Dirac cone to small perturbations, such as the intrinsic spin-orbit coupling [70] or the coupling to the substrate [71], likely mask such an effect. In fact, to the authors' knowledge, the value of $4 e^{2} / 3 h$ in graphene has never been observed experimentally. By contrast, the Weyl nodes in a WSM are topologically protected and cannot be gapped out. We assume uncoupled Weyl nodes which should be valid in clean systems close to charge neutrality. Weak disorder and small deviations from charge neutrality are tolerable as the corrections to the conductance are small compared to $e^{2} / h$ per channel.

The universal conductance predicted by us is robust even in the presence of an interface barrier due to Klein tunneling [65,72]. The interface barrier can be modeled by a potential term $V_{0} \Theta(z+d) \Theta(-z) \nu_{z}$ in the BdG Hamiltonian where the barrier length $d \rightarrow 0$ and potential $V_{0} \rightarrow \infty$ but the barrier strength $\chi \equiv V_{0} d$ remains finite [73]. Then, $g_{\text {NS }}$ is an oscillation function of $\chi$ with a period $\pi$. In the regime (9), $g_{\text {NS }}$ oscillates slightly around the universal value as shown in Fig. 4. Note that, if the system is not deep in the regime (9), only a small deviation from $e^{2} / h$ appears. Therefore, the universal conductance can be used as a distinct signature for time-reversal symmetric Weyl fermions.

Experimental relevance. Recently, an ideal time-reversal symmetric WSM phase has been proposed in HgTe and LaPtBi under compressive strain $[38,39]$. Additionally, $\mathrm{CuTlSe}_{2}, \mathrm{AgTlTe}_{2}, \mathrm{AuTlTe}_{2}$, and $\mathrm{ZnPbAs}_{2}$ have been identified as further promising materials with similar properties [40]. There are likely four pairs of Weyl nodes in these systems [39,40]. However, as long as the Fermi energy is close enough to the Weyl nodes and the system is clean, the system can be decoupled into multiple equivalent time-reversed subsystems.


FIG. 4. The zero-bias conductance $g_{\text {NS }}$ as a function of the barrier strength $\chi$ for various $\mu_{S}$ 's and $\mu_{N}$ 's. The inset is the semilogarithmic plot of the oscillation amplitudes as a function of $\mu_{N}$ for fixed $\mu_{S}=$ $10^{2} \Delta$.

Then our analysis and main results should hold. Take HgTe , for instance, the energy regime for the Weyl semimetal phase is roughly ( $-0.25,0.25 \mathrm{meV}$ ), extracted from Ref. [39], which should be experimentally detectable. Importantly, superconductivity in compressively strained HgTe could be realized by proximity to a conventional $s$-wave superconductor, similar to the case of tensilely strained HgTe , a 3D topological insulator [74,75]. Therefore, we expect that the universal conductance $e^{2} / h$ could be measured in these time-reversal symmetric WSM systems.

Finally, we note that, in time-reversal-broken Weyl semimetals, the chirality blockade may completely suppress Andreev reflection and hence the conductance [62]. Thus, the results found here are not applicable to these time-reversalbroken systems.

Summary. We have analyzed a time-reversal symmetric Weyl N-S junction with an $s$-wave superconducting state. In an accessible regime, the zero-bias differential conductance takes the universal value of $e^{2} / h$ per channel, independent of the pairing and chemical potentials as the Andreev and normal reflection contributions perfectly cancel at vanishing excitation energy. The universal conductance can be understood as a consequence of the interplay of the unique spin/orbital-momentum locking and $s$-wave pairing in the WSM system.
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