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Virtual Clocking for NanoMagnet Logic
Marco Vacca, Fabrizio Cairo, Giovanna Turvani, Fabrizio Riente, Maurizio Zamboni and Mariagrazia Graziano

Abstract—Among emerging technologies NanoMagnet Logic
(NML) has recently received particular attention. NML uses
magnets as constitutive elements, and this leads to logic circuits
where there is no need of an external power supply to maintain
their logic state. As a consequence, a system with intrinsic
memory and zero stand-by power consumption can be envisioned.
Despite the interesting nature of NML, a fundamental open
problem still calls for a solution that could really boost NML
technology: the clock system. It constrains the layout of circuits
and leads to a potentially high dynamic power consumption if not
carefully conceived. The first clock system developed was based
on the generation of a magnetic field through an on-chip current.
After that other types of NML, based on several different types
of clock systems, were proposed to improve clocking.

We present here our proposal for a new clock delivery
method. We named this system “Virtual Clock”. It offers several
important advantages over previous solutions. First, it notably
simplifies the clock generation network, reducing the complexity
of the fabrication process. It improves the efficiency of circuits
layout, substantially reducing interconnections overhead and
boosting the reliability of the majority voter. It enables the
fabrication of in-plane NML circuits with two layers, while they
were confined to one single layer up to now. Finally, it allows
to globally reduce dynamic power consumption by considerably
shrinking circuits area. Overall the “Virtual Clock” system we
propose represents an important step forward in the development
of NML technology.

I. INTRODUCTION

NanoMagnet Logic (NML) [1] is one of the implementa-

tions of the Quantum dot Cellular Automata (QCA) principle

[2]. QCA technology is based on identical cells encoding

digital values using different polarization states [3]. Nano-

magnets are one of the most natural devices that can be

used to implement QCA cells. When the size of magnets

is reduced under the 100nm barrier and a proper shape and

aspect ratio are used [1], only two stable magnetizations

are allowed (Figure 1.A). This is a well known condition,

since nanomagnets represent the basic element of modern

hard drives [4]. The other natural approach to the physical

implementation of QCA principle is using molecules [5].

Molecular QCA are based on complex molecules to represent

logic values [6][7]. However, NML technology is the only

solution that can be fabricated with up to date technological

processes [8]. The key feature of this technology relies on its

magnetic nature. NML combines both memory and logic in

the same device, allowing the design of “Logic-In-Memory”

(LIM) architectures [9]. Moreover, magnets do not require

an external power supply to maintain their state, so they are

ideal for all applications where the stand-by power is a major

concern.

In NML circuits the logic information is associated to the

magnetization along the major nanomagnet axis (Figure 1.A).

Data propagates through magnetodynamic coupling among
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Fig. 1. NanoMagnet Logic fundamentals. A) Single domain nanomagnets
represent logic values “0” and “1” that are associated to the magnetization
direction. B) Magnets are forced in an intermediate unstable state (RESET)
to allow their switching. C) Multiphase clock system. Circuits are divided in
small areas called clock zones, made by a limited number of magnets. D)
Three clock signals with a phase difference of 120◦ are required for a correct
signals propagation. [10]

neighbor magnets [11]. Theoretically, if magnets are placed

and correctly aligned on a plane, when one element switches,

neighbor elements should switch accordingly (Figure 1.A).

This result can be achieved only if magnets are previously

forced in an intermediate unstable state, (RESET in Figure 1.B).

Being in the RESET state, magnets start to switch to a new

stable state as soon as at least one of the neighbor elements

switches. To force magnets in the RESET state an external

mean, typically a magnetic field, is necessary. It is normally

referred to as “clock” [10] and is one of the requirements for a

correct signals propagation in NML circuits. In Section II we

present a detailed discussion on the clocking system and on the

technological solutions proposed in previous and in the present

work. Here it is enough to say that the clock system is the most

distinctive part of NML (and QCA) technology, as it defines

circuits logic behavior and it constrains their layout [12]. The

clocking system leads to an high dynamic power consumption

[13][8][14]. The key targets to study the clock technology

are , i) reducing the per area power consumption and ii)

minimizing the area required by the design of realistically

complex circuits. This is the main point that we address in

our work: studying a clock system that enables the reduction

of circuits area can ultimately lead to low power circuits, even

if the power necessary for the RESET state generation is higher

(see Section II). Another point suggests to further investigate

the technique based on magnetic field generation: the magnetic

field clock enables the integration of other magnetic structures

inside NML circuits, like domain walls [15], leading to further

advantages in terms of area reduction, while other clocking

techniques might not.

Having this purpose in mind we present in our work , an

innovative clock solution, which we refer to as a “Virtual

Clock”. This solution notably improves the clock system

generation. It is based on the idea that the strength of the

magnetic field required to force a magnet in the RESET state

depends on its size, particularly on its aspect ratio. A smaller
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aspect ratio requires a smaller value of RESET magnetic field.

In other words, applying the same magnetic field to two

magnets of different aspect ratios, and then slowly removing

it, induces a two-time-intervals switching of the magnets from

the RESET state. At the beginning only the bigger magnet

switches, while the external magnetic field has a hold over

only the smaller one, which is in the RESET state. Only after

the magnetic field is reduced below a certain barrier, then the

smaller magnet starts to switch as well. As a consequence two

“virtual” clock zones are created by differentiating the aspect

ratio of magnets but using only one single clock signal. The

detailed explanation can be found in the following sections.

A summary of the Virtual Clock advantages ([ADV]) over

previous solutions is reported in the following. Each point will

be clearly explained later in the paper and referred with the

numbering used here.

• [ADV1] It simplifies the clock generation network (Sec-

tion III).

• [ADV2] It improves circuits layout greatly reducing the

interconnections overhead, and therefore the area and the

associated power dissipation (Sec. III).

• [ADV3] The Majority Voter logic gate works also in

presence of asymmetric length of input wires (Sec. IV).

• [ADV4] It enables two layer in-plane NML circuits (Sec.

V).

• [ADV5] It allows the implementation of the multilayer

crosswire (Sec. VI).

We have already successfully applied this clock solution in

the work presented in [9]. In this work we implemented with

NanoMagnet Logic an innovative Logic-In-Memory circuit.

We have chosen the Virtual Clocking as a clock scheme for

its efficiency, even though the Logic-In-Memory principle does

not rely on the Virtual Clocking. The focus of the work pre-

sented in [9] was the principle of Logic-In-Memory. The Vir-

tual Clocking used as a clocking scheme largely improves the

performance of the Logic-In-Memory structure. In the present

paper we clearly present, describe and validate the clocking

scheme itself. We demonstrate the validity of the proposed

solution through rigorous low level simulations, obtained with

the help of NMAG [16] micromagnetic simulator and Comsol

Multiphysics [17]. A 2-phase clock was previously proposed

in [18]. The two phase clocking is based on shape engineering

of magnets [19][20][21], where a trapezoidal magnet is used

at the beginning of each clock phase. Our solution share some

similarities with this work, but provides further advantages

discussed later on. Overall the advancements provided by the

clock solution proposed in our work represent an important

step forward in the development of NML technology.

II. THE CLOCK SYSTEM

As introduced in Section I, magnets are reset in order to

erase a previous magnetization state. As soon as the external

force that maintains the RESET state is released, magnets will

reach a stable state. Since the RESET state is unstable, magnets

might be forced in a stable state by external influences. The

major influence is expected to be that of another magnet placed

nearby and already in a stable state; but also other causes
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Fig. 2. A) The magnetic field is generated by a current flowing through a
wire placed under the magnets plane. A ferrite yoke is used to confine the
magnetic flux lines. B) Snake clock structure. Wires 2 and 3 are twisted and
placed on different planes. C) Signals propagation in the snake clock case.

might influence the transition, like thermal noise [22]. This

is particularly true in long chains of magnets. In this case

several magnets are released from the RESET state at the same

time. As stated in [22], simulations clearly show that no more

than 5 magnets can be cascaded at room temperature without

an erroneous switching caused by the influence of thermal

noise. As a consequence, the organization of complex circuits

requires the use of a “multiphase clock” mechanism. It consists

of dividing the circuit in small areas called clock zones (Figure

1.C). Only a small number of magnets are located in each

clock zone. A different clock signal is applied to each clock

zone. Three (or more) clock signals must be used, each one

with a phase difference of 120◦ (Figure 1.D). The whole circuit

layout is based on a repetition of these consecutive zones.

Given a portion of a circuit including three clock zones, at

each instant only the magnets in one of three clock zones are

switching, as depicted in Figure 1.C. Magnets in the SWITCH

phase are influenced by magnets located on one of their side

that are in the HOLD state, acting like inputs. On the opposite

side magnets are in the RESET state, and have no influence

on the switching magnets. When time increases, the clock

signals are applied similarly, but shifted of one zone. The

multiphase clock system enables the correct propagation of

signals through the circuit (Figure 1.C), and it avoids at the

same time errors due to the presence of noise.

The first type of clock mechanism proposed was based on a

magnetic field. It uses a current flowing through a wire placed

under the magnets plane [8]. The structure is depicted in

Figure 2.A. A ferrite yoke is used to confine the magnetic field

flux lines. This clock system was experimentally demonstrated

in [13]. It works correctly but the value of current required

is quite high, around 500mA for a wire with a section of

few µm
2. It is important to underline that the magnetic field

strength depends on the current density, therefore reducing

the wires section reduces the value of the required current as

well. The circuits layout is also constrained by the limitations

related to the wires fabrication. The more realistic layout

that can be obtained uses parallel wires, one for each clock

signal. The consequence is that each clock zone is made

by parallel stripes. This organization constrains the layout

of circuit. Particularly, it notably increases interconnections

overhead, as demonstrated in [23], because signals cannot

propagate in vertical direction efficiently. The structure shown

in [8], though effectively working, allows only the design of
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combinational circuits, i.e. no sequential circuits that normally

require feedback signals can be designed. This is caused by

the propagation method of signals in NML circuits. In order

to propagate in a specific direction signals must cross clock

zones in a precise order (1 then 2 and finally 3).

To allow the design of circuits of complex and realistic

topology, the “snake clock” solution was proposed in [24].

The layout is depicted in Figure 2.B. The clock wire corre-

sponding to phase 1 is a simple straight wire. The clock wires

corresponding to phases 2 and 3 are instead twisted. They are

placed under and over the magnets plane to allow the physical

“virtual” twisting. The possibility of placing clock wires on

different planes was also suggested in [8]. The information

propagation is highlighted in Figure 2.C. Signals can propagate

in both directions thanks to the wires twisting. Obviously

magnets cannot be placed in the area corresponding to the

cross of the two clock wires , otherwise they will be subjected

to both clock signals of phases 2 and 3. In [14] the Comsol

Multiphysics [17] simulations of these structures is reported;

the confinement of the magnetic field is very good, suggesting

then a correct behavior of magnets under the clock influence.

In recent years many clock solutions were developed, lead-

ing to different NML technologies. Instead of a magnetic field,

an STT-coupling with a current flowing through the magnets

can be used [25]. In this case the magnet is a Magneto-Tunnel

Junction (MTJ) the basic elements used in Magnetic RAMs.

This clock solution has two main advantages. It is based on

Magnetic RAMs, a technology already spread at commercial

level [26]. Moreover the power consumption is lower than the

magnetic field case, if the number of elements in the circuit is

less than 10000 [27]. A different NML technology is based on

magnets with a strong magnetocrystalline anisotropy, a mag-

netic property that forces the magnetization perpendicularly to

the plane [28]. It is still based on a magnetic field as clock, but

no clock zones are required, simplifying the fabrication pro-

cess [29]. Finally an ultra low power solution was developed in

[30]. Magnets are deposited on a piezoelectric substrate. When

an electric field is supplied to the substrate, the corresponding

deformation induces a mechanical stress on magnets, forcing

them in the RESET state. This last solution allows to have

a power consumption much lower than ultra scaled CMOS

transistors [30].

All the proposed clock solutions have their advantages and

disadvantages. The solution based on the generation of a

magnetic field actually requires a high current, but it has some

important advantages. First it has been already experimentally

demonstrated. Moreover it is a really flexible solution, because

it allows to integrate different magnetic structures in one

system. MTJ can be integrated to use as input and output

interfaces [31]. In [15] domain walls are embedded into

the circuit developing a new logic solution, called Domain

Magnet Logic (DML), that reduces the overhead caused by the

interconnections. An important feature of NML technology is

that power consumption depends on circuits area. At this point

of the state of the art we believe that the key point for reducing

power is finding a solution that allows to reduce the area as

much as possible, considering circuits of realistic complexity.

The Virtual Clock represents the results of our ongoing
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Fig. 3. Virtual Clock for NML circuits. A) Two clock wires are used.
Virtual phases are defined by magnet sizes. B) Clock waveforms used
in the simulations. C) Clock waveform suggested for experimental circuit
implementation.

efforts to improve clocking in NML technology. It greatly

improves the magnetic field clock system, leading therefore

to the development of the first full-magnetic circuit. The

following section fully explains the proposed structure.

III. VIRTUAL CLOCKING

A. The principle

The magnetic field required to force a magnet in the RESET

state depends on its size, particularly on its aspect ratio. The

aspect ratio is the difference between the longer and the shorter

magnet sides. The higher the aspect ratio, the higher the

magnetic field required to force a RESET. The Virtual Clock

system exploits this fact by creating virtual clock phases with

magnets of different sizes subjected to the same clock signal.

The basic concept is explained in Figure 3.A. The circuit used

as an example is a simple chain of magnets. Two physically

distinct clock wires, (CLOCK WIRE 1 and CLOCK WIRE 2),

are used to generate the clock signals. The effective number

of virtual clock phases is four, two for each physical wire.

In this example, magnets belonging to virtual phases 1 and

3 have dimensions 50x100x20nm3, while magnets belonging

to phases 2 and 4 have dimensions 50x80x20nm3. The two

CLOCK WIRES are subjected to the clock signals depicted in

Figure 3.B. The clock period used in this example is equal to

4.8ns, corresponding to a frequency of 208MHz. Focusing on

the signal applied to CLOCK WIRE 1, i.e. H WIRE1, the basic

working principle can be understood (a detailed simulation

follows in the next subsection). When the clock signal reaches

the maximum value both types of magnet are in the RESET

state. When this signal starts to fall, due to their different

aspect ratio only the taller magnets starts to switch from the

RESET state first. Only after the intensity of the clock signal
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Fig. 4. Simulation of an NML wire with Virtual Clock system. A) All magnets are initialized to logic ’1’. A helper block [32] is used to assure a correct
information propagation. B) When the magnetic field is applied to both clock wires, all magnets, except for the input, are forced in the RESET state. C) With
the slow removal of the magnetic field from the first clock wire, the first four magnets start to switch. D) The four magnets in the second virtual phase switch
when there is no field applied to the first wire. E) When the magnetic field is slowly removed from the second wire, the first four magnets of the second
clock wire switch. F) Finally also the last four magnets reach the correct state. G) Initial wire state with all magnets initialized to logic ’0’. H) Final state
when a logic ’0’ is propagated. I) Clock signals waveform used and color legend.

is sufficiently reduced , the second group of smaller magnets

move from the RESET and start to switch. The signal applied

to CLOCK WIRE 2, i.e. H WIRE2, is identical but delayed,

so that magnets in the virtual zone 3 are in the RESET stage

when magnets in virtual zone 2 are switching. Signals depicted

in Figure 3.B are interesting for their simplicity and used in

principle for this explanation. Clock signals depicted instead in

Figure 3.C lead to the same circuit behavior from a theoretical

point of view. They are however a more robust solution to

use. In the second solution (Figure 3.C), when one of the

two clock signals is rising or falling, the other is kept stable.

The advantages are an immunity to jitter noise on the clock

signals, and the ability to set the duration of rise and fall time

at any desired value. For example, with this second solution it

is possible to increase the duration of the rise time to obtain

the adiabatic switching. The Virtual Clock leads as a result

to a 4 phase clock but using only two clock signals. The

typical sequence followed by the signal that is carrying the

information is 1-2-3-4. Among the other advantages there is

also the possibility to have feedback signals without requiring

the clock wires twisting of the snake clock system [24]. Figure

3.A depicts a simple feedback signal (the set of magnets at

the bottom), which travels through the correct sequence of

(virtual) phases, 1-2-3-4-1-2. The information flow is defined

by the order used for the aspect ratio, not by the clock wires

layout.

B. Validation and results on a wire

Figure 4 depicts the physical simulation of a NML wire. All

simulations are obtained using NMAG software [16], defining

Permalloy as magnetic material and a maximum mesh size

of 5nm. The maximum value of the magnetic field used is

80kA/m. The circuit is similar to the one represented in Figure

3.A but without the loop. This choice was made to keep the

visualization as clear as possible. Clock signal waveforms used

for this simple simulation are depicted in Figure 4.I box, along

with the color (grayscale) legend. Clock waveforms used are

slightly different from the one depicted in Figure 3.B. The

simplification can be used in this case since the circuit is small

and composed of only 4 virtual phases. Moreover the use of

the signals presented in Figure 4.I, allows to better appreciate

the signal flow.

The most significant simulation steps are reported in Figure

4.A-H. The correspondent time steps are also highlighted

in Figure 4.I on the clock waveforms. At the beginning all

magnets are initialized to logic ’1’ (Figure 4.A, time step 0 in

Figure 4.I). At the end of the NML wire a helper block [32]

is used (horizontally) to assure a correct signal propagation

(it works as a sort of “termination” of the line). Figure 4.B

depicts the moment when both clock wires are subject to the

magnetic field, and all magnets are forced in the RESET state

(time step 1 in Figure 4.I. The input magnet on the very left

of the wire remains fixed as not subjected to any external

field. Then the magnetic field of the first clock wire starts to

slowly decrease, while the magnetic field of the second wire

is still applied. As soon as the magnetic field decreases under

a certain threshold, the first four magnets (Figure 4.C, time

step 2 in Figure 4.I) switch according to the input element.

The switching is abrupt also if the magnetic field is slowly

removed. When the magnetic field of the first clock wire

is completely removed, also the four magnets in the second

virtual phase switch to a stable state (Figure 4.D, time step 3 in

Figure 4.I). During this process the final eight magnets are still

in the RESET state, because the magnetic field is still applied

in that zone. They begin to switch only when the magnetic

field starts to be removed from the second clock wire. The

first four bigger magnets begin to switch (Figure 4.E, time

step 4 in Figure 4.I) and then the last four magnets switch

(Figure 4.F, time step 5 in Figure 4.I). Figure 4.G and Figure

4.H report instead the first and last simulation steps (time steps

0 and 5 in Figure 4.I) when the opposite information (logic

’0’) is propagated. The circuit behaves correctly also in this

case. Simulations do not consider the influence of temperature.

However, we follow the guidelines presented in [22], where

the impact of thermal noise is analyzed. Following the results

presented in [22] we therefore limit the number of magnets
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for each virtual clock phase to 4-5. Simulations highlight that

the smaller magnets can drive the bigger magnets without

any problem. The difference in size among magnets is small,

so information propagates correctly also when magnets of

different sizes are chained.

From these preliminary results some of the advantages of

the Virtual Clock can already be seen. [ADV1.1] The layout

of clock wires is composed by simple parallel wires. No clock

wires twisting is required to allow feedback signals. To better

perceive this advantage we recall the fundamental importance

of feedback in sequential circuits and their problems in NML

technology in [33]. [ADV1.2] Moreover, only two clock sig-

nals are requested. The 2-phase clock solution proposed in [18]

provides a similar advantage, however the solution proposed

here has less limitations. For example, without the Virtual

Clock the clock wire width must be equal to the maximum

number of magnets that can be chained. According to [22]

this number is 5 magnets, that leads to a wire width of 350nm

considering magnets with a width of 50nm and a separation

distance of 20nm. [ADV1.3] With the solution proposed here

clock wires can have a width of 700nm, further relaxing the

constraints on wires fabrication. While the simulations here

presented do not consider the influence of temperature, its

impact can be reduced decreasing the number of magnets for

each virtual clock phase, ideally to one element for phase.

Clock wire width will be reduced. Nonetheless, thanks to the

virtual clock, the wire width is at least 2 times bigger with

respect to the case without the virtual clock. [ADV2] The size,

shape and position of clock phases is not limited by the shape

of the clock wire. Magnets can be placed with more freedom,

improving the layout and reducing the overhead caused by the

interconnections.

Theoretically the number of virtual phases can be further

increased choosing magnets with small differences in aspect

ratio. However some important rules must be followed when

deciding which aspect ratios to use.

• The difference between the aspect ratios of magnets

belonging to two virtual phases should be high enough in

order to guarantee a correct behavior also in presence of

process variations. In our solution we have kept the short

magnet side fixed at 50 nm, to have a more regular layout.

For the longer magnet side we have chosen 100nm and

80nm. The difference between these two values is 20nm,

equal to the separation distance between two magnets.

According to our simulations we have chosen this value

as the minimum difference among magnets of different

virtual clock phases. The difference in magnetic field

strength is around 20-30kA/m. As a consequence there is

a clear separation between virtual clock phases, leading

to a reliable information propagation.

• The aspect ratio cannot be reduced too much. In our

simulations, adding a third virtual phase with magnets

of 50x60x20nm3, has not produced good results. The

smallest magnets were unable to reach a stable state, due

to the formation of magnetization vortexes.

The two above mentioned rules realistically limit the num-

ber of virtual clock phases for each clock wire to two. It is

possible to obtain a system with three virtual clock phases

for each clock wire, adding bigger magnets (120x50x20nm3).

The power consumption is however increased of nearly 50%

since a stronger magnetic field is needed. It could be argued

that a system composed only by all equal smaller magnets

(like 50x80x20nm3) leads to a lower power consumption,

since a lower value of magnetic field is necessary. However

such a system would lose all the advantages of the Virtual

Clock. Particularly, without virtual clock magnets placement

is severely constrained (see the work in [23]). Using the virtual

clock system magnets can be placed with more freedom,

optimizing therefore the layout with a clear performance

improvement.

IV. MAJORITY VOTER

The majority voter is the most important logic gate in QCA

and NML technology. It is a logic gate with three inputs ,

where the value of the central element is equal to the majority

of the inputs. It is a powerful gate that can be also used to

implement AND/OR gates fixing one of the inputs to ’0’ or ’1’.

However it has one main drawback, input signals must arrive

at the central element at the same time. As a consequence the

number of elements (magnets or QCA cells) that constitute

each input wire must be the same. The NML case requires

to follow strict constraints related to clock generation network

fabrication. The layout of the majority voter gate that can be

used in NML technology is similar to the one depicted in

Figure 5.A, but with magnets all equal in size. Clock zones are

made by parallel stripes, the inputs come from neighbor clock

zones. To connect inputs to the central magnet, additional

magnets must be used in the top and bottom NML wires, with

respect to the central magnet. The direct consequence is that

the three input wires have a different length. As demonstrated

in [34] this asymmetry leads to a majority voter that does not

work correctly with some input combinations. The logic gate

library is therefore limited to the AND/OR gates developed in

[18]. One of many advantages of the Virtual Clock [ADV3] is

that it also enables the use of majority voters, notably enriching

the NML logic gate library.

The new majority voter layout is shown in Figure 5.A.

Magnets belonging to input wires have a bigger aspect ratio,

therefore they are in the first virtual clock phase. The central

and output magnets have a smaller aspect ratio, they are in

the second virtual clock phase. Helper blocks are necessary to

allow signals propagation in vertical paths. The central magnet,

the most important element of the gate, is in a different virtual

phase. As a consequence, even if input signals propagate with

a different delay, only when the magnetic field is lowered

under a certain threshold then the central magnet switches.

The duration of the clock fall time is obviously chosen long

enough to allow the switching of all input magnets. When the

central magnet switches, all its inputs are stable and its final

state is correct. This is confirmed by our simulations. Figure

5.B depict the initial state of the majority voter when inputs

are set to 0-0-1. This input combination was chosen because

the simulation is particularly clear and understandable (all the

cases have been tested, however, but cannot be shown for the



6

Fig. 5. Majority voter with Virtual Clock. A) Gate layout. The three input wires are in the first virtual clock phase, while the other magnets are in the second
virtual clock phase. Helper blocks are required to assure a correct propagation of signals. B) Simulation with inputs equal to 0-0-1. Magnets are initialized
to logic ’1’. C) Magnets are then forced in the RESET state. D) When the magnetic field start to be removed, only the input wire magnets switch. E) Finally
also the central and output magnets switch correctly. F) Final state with inputs equal to 0-0-0. G) Final state with inputs equal to 0-1-0. H) Final state with
inputs equal to 0-1-1. I) Final state with inputs equal to 1-0-0. J) Final state with inputs equal to 1-0-1. K) Final state with inputs equal to 1-1-0. L) Final
state with inputs equal to 1-1-1.

sake of space). All the magnets are initialized to logic ’1’,

but initial configuration does not impact the final result. All

magnets are then forced in the RESET state ( Figure 5.C).

When the magnetic field starts to decrease, input elements

switch accordingly, but the central and output magnets remain

in the RESET state ( Figure 5.D). When the magnetic field

is completely removed, all the other magnets switch correctly

(Figure 5.E). From Figure 5.F to Figure 5.L the final majority

voter state with all the other seven possible input combinations

is shown. As clearly demonstrated by these simulations the

majority voter works perfectly in every case.

V. ENABLING TWO LAYER CIRCUITS

To design NML (and QCA) circuits of a certain complexity

it is important that wires delivering different signals can be

crossed, as it happens in standard CMOS technology. The

crosswire [8] in NML technology, a block that allows to cross

two wires on the same plane without interferences, enables

the design of circuits using only one physical layer of magnets

(or cells). Nonetheless, the consequences of using just a single

layer on circuits of realistic complexity cannot be tolerated:

the area of circuits grows exponentially due to the overhead of

the interconnections [23]. The availability of more layers could

drastically reduce the area of circuits. Moreover, reduced area

means also less power consumption. The necessity of routing

clock wires, however, limits the adoption of multilayer circuits

in in-plane NML technology. Out-of-plane NML technology

already allows the design of 3D circuits, a 3D crosswire circuit

was for example experimentally fabricated in [35]. Here we

show that the Virtual Clock system [ADV4] easily enables the

use of a multilayer circuit, basically boosting the possibility

for NML to be used in realistically complex circuits.

Figure 6.A depicts the circuit structure and the Comsol

Multiphysics simulation of a simple multilayer NML circuit.

The purpose of this simulation is the investigation of magnetic

field distribution. The structure is composed by three copper

wires with a section of 280x300nm2. Each copper wire is

surrounded by a ferrite yoke, used to confine the magnetic

field flux lines. Saturation in the yoke is not a problem, as

demonstrated in [13], because the magnetic field used is far

lower then the saturation limit of the ferrite. Three layers

of magnets are used. Each magnet is 50x100x20nm3, with

a space separation among neighbor elements of 20nm. The

distance between each magnet layer is 5nm. This value was

chosen in order to have a better confinement of magnetic flux

lines. A current density of 1.5 ∗ 10
7A/cm2 is applied to the

central clock wire. This current value is the same used in the

experimental results presented in [8]. A current of 545mA

flowing through a wire of section 2.6x1.4um2 was used in

that case. The magnetic field distribution generated by the

current is depicted in the detail in the figure. The magnetic

field is calculated only in the area among magnets because.

This is due to the way Comsol simulation engine works. In

the magnet volume the magnetization is present. The magnetic
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field distribution is not uniform. Near magnets belonging to

the bottom layer the magnetic field is around 90kA/m. Near

magnets belonging to the second and third layer the magnetic

field drops around 60kA/m.

MAGNETS 

BOTTOM LAYER

MAGNETS

TOP LAYER

MAGNETS VERTICAL

INTERCONNECTION 

LAYER

FERRITE YOKECOPPER WIRES FERRITE YOKE COPPER WIRES

FERRITE YOKE COPPER WIRES

0 50 100 150 200

0 50 100 150 200

MAGNETIC FIELD (kA/m)

MAGNETIC FIELD (kA/m)

(A)

(B)

Fig. 6. Comsol Multiphysics simulation of two layer NML structures. A)
One single plane is used for magnetic field generation. B) Clock wires are
placed both over and under the magnets plane. The magnetic field value is
quite uniform on all magnets.

If another level of clock wires is added on top of the

last magnet layer, the magnetic field distribution changes.

Results, along with the description of the structure used in the

simulation, are reported in Figure 6.B. Geometrical dimensions

are the same of the previous structure. The detail of Figure 6.B

shows that the magnetic field distribution is more uniform. The

intensity of the magnetic field generated is around 90kA/m in

the bottom and top magnets layer, and around 80kA/m in the

intermediate layer. The current density used in this case is

lower, only 1.4 ∗ 10
7A/cm2, and it is applied to the upper and

lower central clock wires. On the two wires current flows in

opposite directions, so that the total magnetic field is the sum

of the fields generated by the two wires. Overall the magnetic

field intensity in the intermediate layer substantially increases,

while simultaneously using lower current.

The possibility to place clock wires both under and over the

magnets plane was suggested in [24] along with the snake-

clock and then in [8]. However, with the snake clock solution,

wires already require to be placed on two different layers to

allow basic circuit functionalities. An additional clock wire

can be placed only in correspondence of clock phase 1 (see

Figure 2.B to understand better). The 2-phase clock developed

in [18] leaves enough room to place additional clock wires on

top of the magnets layer. However, additional considerations

must be taken into account. In the case of a two layer NML

circuit, for a signal to travel from the bottom to the top layer

many magnets must be chained. Considering a clock wire

width equal to 4 magnets, at least 6 magnets must be chained.

The NML wire is composed in the worst case by 6 magnets.

The maximum number of magnets that can be chained inside

a clock zone is 5. So the snake clock solution and the 2-

phase clock solution can be used in two layer structures only

with reduced clock wires width. Reducing wire width increases

interconnections overhead and increases the complexity of the

fabrication process.

The Virtual Clock here proposed does not suffer from any of

those limitations. Clock wires can be placed above the magnets

layer. Moreover, the limit of maximum 5 magnets for each

clock zone is applied to each virtual clock phase. With two or

three virtual clock phases the number of magnets that can be

effectively chained is therefore 10 or 15 respectively.

VI. MULTILAYER CROSSWIRE

To demonstrate the validity and advantages of the Virtual

Clock we have designed and simulated a two layer crosswire.

Magnets placement is described in Figure 7.A. Figure 7.B

reports the final circuit state when inputs are both set to logic

’0’. Figure 7.C and Figure 7.D report the cross-section view

and the top view, respectively. Figure 7.C reports also the

schematic representation of clock wires position. The simu-

lations highlight the correct behavior of the circuit. We have

validated the circuit with all input combinations. Simulation

results with other input combinations are not reported here

for space reasons. Two layer structures require two clock

wires, with the current flowing simultaneously in both wires,

doubling the power consumption. However, our preliminary

results on two layers NML circuits [9] highlight a consider-

able reduction in circuit area, which largely compensates the

increase of power consumption due to the use of two clock

wires.

A reliable crosswire [ADV5] is a fundamental requirement

to implement NML circuits. The possibility to build a mul-

tilayer crosswire is therefore another advantage provided by

the Virtual Clock solution here presented. As a final note,

we do not have a sufficient expertise on technology processes

to give definitive assessments on the technological feasibility

of two layer NML circuits. We believe, on the basis of our

knowledge, that it is effectively possible to build multilayer

NML structures. In case it would not result possible, then the

Virtual Clock system still has many advantages over the snake

clock [24] and the 2-phase clock [18], also considering single

layer circuits. (ADV1-ADV4).

VII. CONCLUSIONS

We have proposed and demonstrated with detailed micro-

magnetic simulations a new clock system for NML logic.

The Virtual Clock offers several advantages with respect to

previous solutions. It simplifies the clock structure and reduces

the complexity of fabrication processes. It allows to optimize

circuits layout reducing interconnections overhead. It enables

the use of Majority Voters without complex clock distribution

structures. It favors the introduction of two layers NML

circuits and specifically enables the use of multilayer cross-

wires. It globally reduces power consumption by remarkably

reducing circuits area.
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Fig. 7. A) Two layer crosswire. The horizontal wire travels on the top layer to avoid the vertical wire. B) Final state of the simulation considering an input
combination of 0-0. C) Cross-section view of the simulation. The position of clock wires is depicted. D) Top view of the simulation.

To better understand the impact of Virtual Clock, two

examples can be done using circuits proposed in literature. In

[36] a ripple carry adder, designed respecting all theoretical

limitations of traditional clocking, was presented. Considering

a 4 bits Ripple Carry Adder, its size is 252x52 magnets. Each

magnet is 50x100 nm2 with a distance among them of 20nm.

The area is therefore 109µm2. Considering copper clock wires

with a Section of 280x300nm2 and a current of 3mA, the total

power consumption is 247µW. In [9] we described a Logic-

in-Memory circuit implemented with NanoMagnet Logic. The

focus of that work was the implementation of the Logic-In-

Memory circuit, and we reported as an example the detailed

description of a 4 bits ripple carry adder, designed applying the

Virtual Clock instead of another clocking system because of

its efficiency. Here we mention the results of that case study

to prove the possible impact that the Virtual Clock has on

a circuit.The circuit size is 55x19 magnets, corresponding to

an area of 8.5µm2. The total power consumption, considering

two clock wires above and under the magnets instead of one,

is 69µW. Applying therefore the Virtual Clock, the area of

the circuit is reduced by 12 times, while power consumption

is reduced by 4 times. We believe that these results further

demonstrate the big advancement that the Virtual Clock mech-

anism represents for NML technology.

We are now working on more complex circuit architectures

based on the Virtual Clock. Our aim is twofold: to analyze

and demonstrate the effectiveness of this clock solution, and

to further improve NML clocking.
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