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Ultra-Low Power Circuits Using Graphene P-N Junctions and Adiabatic Computing

Sandeep Miryala, Valerio Tenace,
Andrea Calimera, Enrico Macii and Massimo Poncino

Dipartimento di Automatica e Informatica, Politecnico diriho, 10129, Torino, Italy

Abstract

Recent works have proven the functionality of electrostdly controlled graphene p-n junctions that can serve ai& lpgimitive
for the implementation of a new class of compact grapheisedacconfigurable multiplexer logic gates. Those gatdsiresl
as RG-MUXes, while having higher expressive power and begeformance w.r.t. standard CMOS gates, they also have the
drawback of being intrinsically less powenergy dicient.

In this work we address this problem from a circuit perspecthamely, we revisit RG-MUXes as devices that can opadithat-
ically and hence with ultra-low (ideally, almost zero) power conption. More specifically, we show how to build basic logitega
and, eventually, more complex logic functions, by apprateti interconnecting graphene-based p-n junctions aspteiment the
adiabatic charging principle.

We provide a comparison in terms of power and performancisigaoth adiabatic CMOS and their non-adiabatic graphss=d
counterparts; characterization results collected fronC&Rimulations on a set of representative functions shauttie proposed
ultra-low power graphene circuits can operate with 1.5 taders of magnitude less average power w.r.t. adiabatic Cb
non-adiabatic graphene counterparts respectively. Whesnies to performance, adiabatic graphene shows 1.3 (adidabatic
CMOS) to 4.5 orders of magnitude (w.r.t. non-adiabatic tedbgies) better power-delay product.

Keywords: Adiabatic Circuits, Graphene p-n junction, Low Power CitguGraphene Nanoelectronics

1. Introduction tors with minimal d€forts. Graphene Nanoribbons [2] (GNRS)
are the most popular embodiment of this class of approaches.
In the last decade, graphene rapidly emerged as a poteatial C GNRs consist of narrow stripes of graphene that show an gnerg
didate to replace silicon in the next generation of eleétroin- band gap inversely proportional to their width; like stamtla
cuits due to its astounding electro-mechanical propeffips  semiconductors, GNRs can be used to implement FigflecEs
Graphene is a stretchable and transparent electrical camdu Transistors (GNR-FETS), e.g., those presented in [3] ahd [4
with carrier mobility and saturation velocity far largeathstan-  Although even very narrow GNRs exhibit energy gapfiisu
dard silicon-based semiconductors. Those features, c@ubi ciently large for use as a semiconductor to implement graghe
with the possibility of arranging graphene with other mater FETs [5], it is quite dfficult to fabricate samples of graphene
als to form new composites, represent a perfect match for th@ith perfect edges. Edge roughness alters the level ofabsor

growing market of flexible and wearable mobile applications  in the material and results in significant degradation oficiev
Besides these superlatives, however, graphene also shaws a characteristics and its electrical properties [6].

isputable limit, that is, the lack of b
disputable limit, thatis, the lack of an energy band gapreen ,réglotherapproach exploits the semi-metallic nature of hese

tion and valence band touch each other at zero-energy, whe d tries t date it b £ alt i It
the Fermi Energ¥eg passes, thereby preventing the material tp2hd tres 1o accommodate it by means of alternative solsition

implement the OFF state. In other words, the/ORF current Ehat (IjEOI n?t r(iq;glrg any p7hy3|tc|f]al d'St?mon of thtetl.atmfmt{
ratio in graphene is quite below the value reached in silicen ure. Electrostatic doping7] is the most representative strategy

sulting in a weak separation between logic 0's and 1's. Nl belonging to this class: It allows qfine-tuning of the Fermi E
to say, this characteristic has been initially used as amaggt ergy Er that can be shifted qlown into the val_ence band (to ob-
to support the inadequacy of graphene in the implementafion tain p-type graphene_) or up into the co_nduc_t|on ban_d (toiobta
electronic devices. However, recent studies have provesipo n-type graphene) using external electrical filed appliedtgh
ble ways to overcome this dr’awback metal gates. Face-to-face regions with opposite dopinfilgso
On one hand people have addressed the problem by followingfgrm an equalept p-n J“r.‘c“on [8], the key gomponeqt bahin
“semiconductor-like” strategy focusing on possible fahtion any glectronlc c_lrcwt. It _|s_worth emphasizing that since p
techniques that physically open an energy gap in the miateria.“r':m:t'or_'S arr]e bwtlt o_ntg prlsftme shetet .Ofl graphene, theyepe
Most of them belong to industries that do not want to waste thdh® main characteristics of the material.

huge investments done for silicon and would like to repécat At this preliminary stage it is hard to predict which of these
as much as possible the successful story of silicon semimand strategies will prevail in the electronics market, and irwho
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much time; we embrace the basic principle that flicient and about 4.5X improvement in power-delay product with re-
use of graphene should inevitably exploit its intrinsicgedies  spect to non-adiabatic counterparts.

rather than trying to change them. That brought our attantio
to the second class of methods, i.e., the implementatioigef d
ital circuits based on electrostatically controlled grapé p-n

junctions. ) ) i ) 2.1. Graphene physics
Graphene p-n junctions can serve as basic switch for a com-

plex logic gate, called RG-MUX (Reconfigurable Gate MUI- T_heorized since 1947 [25], but isolated for the first timeyqn_l
tipleXer) because it implements the functionality of a riault SIXIY years later [26, 27, 28], graphene is the most surgisi
plexer. RG-MUXes use a wide graphene sheet (around 190nn§jlotro_pe of carbon. It consists of a one-atom-thick shéet. o}
due to which the material defects are within the limits [9]. 10 9raphite where all the carbon atoms form covalent bonds in a
The authors of [11] propose the realization of various logicSingle plane. The resulting two-dimensional (2D) struetist
gates using RG-MUXes and show that these gates have s(nade up of atoms packed in a hexagonal _cryfstal lattice with a
perior performance and smaller area than traditional CMOSCarbon-carbon bond lengéic of 1.42A. This gives graphene
based ones. RG-MUXes have been characterized for timingP€cial electrical properties [29] that are a direct exgiogsof

and power [12, 13], and various synthesis and design styés t IS Unique energy band structure.

exploit graphene p-n junction [14] and MUX-based [15] have
also been investigated [16, 17, 18]. In spite of its greataedv

tage in terms of speed and area, however, RG-MUXes have tf
drawback of being less energyfieient than equivalent CMOS
gates [19]. This is due to a larger gate capacitance, a cons |
quence of the larger gate area. Energy benefits can be obbtain 2|
only indirectly thanks to the smaller size of such devicdsicv '
allow shorter interconnects [19]. k
In this work, we revisit RG-MUXes with the objective of mak-
ing them also energyficient, while preserving the highly de-
sirable characteristics of graphene. We do this by recegniz
ing that RG-MUXes, for both structural and functional reaso
naturally lend themselves to implement logic elementsc¢hat
operate adiabatically. Adiabatic logic [20], aims at mikiiy

an adiabatic, i.e., without energy exchange, computation p Figure 1: Graphene energy band structure (a) and the limeagy dispersion
cess in digital logic. The basic idea of reducing energyipigss ~ around the Fermi Energy(b). Image credits to [29].

tion during the switching process relies on the use of a bégia _ o ) ) )
(ramp) power supply to recycle a portion of the energy fromAs for any solid material, it is possible to derive an analyti
the load capacitance. Although regarded as a mostly theore_@a| expression of the electron d_ispersion by solving th.@{im
ical and somehow exotic computational style, research en thindependent Scbdinger’s equation through the periodic po-
topic has been constantly active over the years, providing s tential of the lattice [30, 31]. An exact solution is compida-

eral demonstrations of working implementations [21, 23, 23 ally challenging, but reasonable and accurate approxamsti
The basic building block of any adiabatic circuit is the &diic ~ are possible. We refer here to the solution proposed by [32],
amplifier, a biffer that uses adiabatic charging to drive a capacin Which the equation describing the energy dispersioof

itive load. In its traditional embodiment, the adiabaticifier ~ 9raphene is given in (1) and plotted in Figure 1-a. Inteteste
is implemented using transmission gates (TGs) [20]. readers can refer to [32, 33] for a formal derivation, whigh i
Extending a previous work [24], this paper provides thregxma ©Out of the scope of this work.

new contributionsyi) we show that an RG-MUX, by properly

2. Background

assigning voltage values at its terminals, can naturalbrate E*(k) =

as an adiabatic amplifier, and that each of its two p-n junstio )
can be regarded as TG§i) we also characterize the figures +7\/1+4CO @kx] cos(ﬁky) +4co§(9ky)

of merit of these gates and compare them against both adia- 2 2 2

batic and non-adiabatic CMOS implementatiofiig), we show

how to build fast and extremely low-power adiabatic logitega The positive and negative energy branches are the conductio
based on graphene p-n junctions. Simulation results aidain bands E*) and valence band&(), respectively; the vectdr =
from SPICE simulations using a dedicated Verilog-A model fo {Kx, ky} represents the 2D wavevectar;is a fitting parameter
the p-n junction, show that the proposed adiabatic gates amhose value can range from 2.7eV to 3.3a\¢ V3ac_c is the
1.5X more power fiicient than equivalent adiabatic CMOS- side length of the parallelogram representing the primitell
based implementations, still showing more than one order o the Bravis lattice [32].

magnitude better power-delay product. We also demonstratérom the plot, we notice that the conduction and valenceasurv
that such devices are able to operate with about 4X less powéouch each other near the edges of the Brillouin Zone, ite., a
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zero energy, where the Fermi energy passes (Figure 1-b). 2.3. Electrical model of graphene p-n junction

This gapless spectrum provides graphene with semi-neetalli

properties, dierent from metals (wherér is in the conduction  Fig. 3 shows a schematic of the electrical model implemented
band) and semiconductors (whete falls in the bandgap). As borrowing the works of [11, 19]. Terminals A and Z denote

a consequence, graphehene can only implement a weak “OFfie left and right front contacts respectively, whereas & @n
state. Recent works have shown, however, the possibility tdenote the back gate potentials on the two gates. The resis-
implement equivalent p-n junctions by means of electrastat tor Raz represents the resistive equivalent of a graphene p-n
doping. Those p-n junctions can be thereby used to implemerjtinction between input A and output Z. Its value ranges from

logic gates. Ron = 3002, under p-p or n-n configurations, Ryer = 10°Q,
_ _ under p-n or n-p configurations. The analytical expression f
2.2. Graphene p-n junction the junction resistance is expressed as:

Figure 2 shows the basic structure of a graphene p-n junction

that uses electrostatic doping. Such device is composealiof f R,

layers, namely(i) the bottom layer, that includes two split gates Raz = m 3)
(referred as back gates in the figure) made of conductive-mate

rial separated by a distan€k (ii) an insulating layer of oxide, In (3), the transmission probability of the carriers acrtss
which is placed on top of the split gate(§ij) a wide graphene junction is given by (2)Ry = - is the quantum resistance per
sheet; and(iv) two electrodes (front metal contacts in the fig- propagation mode, anl;, is the number of excited propaga-
ure) placed on top of the graphene sheet, which serve toysupption modes [37]. The electrical model also includes paiasit

a reference current to the device. of the metal contacts. The resistd®sat the front pinsA and
Front metal Z model the resistance of the metal-to-graphene contac}s [38

p-type contacts n-type The lumped capacitancg, at the back-gates, i.€CgsatS and

graphene //' / graphene Cqu at U, consists of the series of the oxide capacitaGge

\\

~, O —. =

: and the quantum capacitance of the graphene shgetamely
— é,_ - ; Cy = 1/(Cox + C3h). Cqu andCys denote the gate capacitances
SETE: z Y at the back gates S and U respectively. This electrical model
k was implemented in Verilog-A and included in our SPICE sim-
ulations.

insulator e

~———

N /
Back-gates

A Z
Figure 2: Graphene p-n Junction.
R, R:
The application of a negative voltage on a back-gate shits

towards the valence band resulting in p-type graphene in the
above region. On the other hand, a positive voltage shifts

towards the conduction band leading to n-type graphene [34] R (V v )

In this way, by applying asymmetric voltages to the two back AZ\Y SV U

gates a p-n junction is formed [35]. The front metal contacts U Cc S
represent the conceptual source (left) and the probe rilgat L [ | il
are emitting and receiving carriers. L I L.

As demonstrated in [36], carriers injected in the p-region ICQU ICQS
through the left front contact cross the potential barri¢ha p-

n junction with a transmission probabilifiy(9) which depends
on two parameters: the anglebetween the electron’s wave _ _ o
vectork and the normal of the junction, and the widdhof the Figure 3: Electrical model of graphene p-n junction.

p-n transition region. The analytical expressio¢4) is: Fig 4 shows the variation of the junction resistance obthine

KD S0 through SPICE simulations; there are two curves: one with
T(6) = cos(9)e (2)  the potential of back-gate fixed at either a positive potential
The transmission probabilityf () is thus 1 for carriers that (+V4gq/2, cross mark) and at a negative potentid¥{y/2, plus
travel orthogonally with respect to the junctiof € 0), re- mark). Let us consider the curve with the potentialbfixed
gardless oD, and decreases exponentially for larger values ofat +Vyq/2 and let us vary the potential of the other back-gate
0, e.q.,T(6) = 0 for & = n/2. Notice that when a symmetric S from —Vyg/2 to +Vgg/2. As it can be seen, atVyq/2, the
control voltage is simultaneously applied at two adjacextid  junction resistance is very large, and as it approaehég/2
gates (¢V, +V) or (-V, -V)), the graphene layer is entirely of the resistance settles at few hundfesl In practice when the
p- or n-type, respectively; the device is thus transpametihé  two back-gates have the same polarity the junction resistan
charge flow. small.
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Figure 6: Operations of the RG-MUX: The Two Possible Scersdtiepending
2 4. RG-MUX: structure and functionality on the Voltage at the Back-Gates (a) and (b), and a Concege! (c).

By using the transmission properties of the p-n junctiorviere profile of the graphene sheet creates a low-resistive Bggh
ously described, it is possible to connect two junctiongtbgr  between the front contacts-Z and a high-resistivdr,, path

as to implement a voltage controlled selector, which isechll between the front contac8-Z (Figure 6-a). This forces the
RG-MUX (Re-configurable Graphene MUX). Figure 5 showsoutputZ to follow the input signal associated with the lowest
the 3D (a), bottom (b) and top (c) views of the RG-MUX as resistance, i.eZ = A.

introduced in [11]. It consists of two back-to-back p-n junc Similarly, whenS =“1" the central graphene region is n-doped,
tions: j; (left), controlled by back-gate pa8U, andj, (right)  leading to a p-n-n doping profile of the graphene layer. There
controlled by back-gate pa8-U. fore a low-resistive path between the conteBtZ makes the
The back-gatet) andU are driven with fixed and opposite output to followB, i.e.,Z = B (Figure 6-b).

voltages, i.e.U = —Vyq/2 andU = +Vyg/2. This forces the From the above analysis, the RG-MUX can be seen as a 3-input,
graphene sheet to be p-type on the left side and n-type on tHeoutput device, wherd andB are the data inpu§ the control
right side'. The shared back-gagin the center serves as logic input, andZ the output. Depending on the polarity 8fthe re-

input. sistances on the two input-to-output paths are properlfrefetr
to Figure 6-c). From a functional point of view, the RG-MUX
front contact A implements a multiplexer, whei® is the selection input, i.e.,

graphene_ - . . Z=S-B+S-A.

back gate

3. Adiabatic Computing

i1 I The development of adiabatic logic in CMOS technology has
(a) been widely investigated in the past decades [39]. However,

several of the proposed techniques show some critical down-

sides, mainly regardindi) increase in logic design complexity;

(i) the need of multiple supplies for proper interfacing betwee

stages; andlii) a self-chargingfect at the output nodes, which
B B is due to leakage currents. In the proposed graphene-hased i
Bottom view Top view . .
(b) () plementation the first two concerns are removed by construc-
tion, whereas only the third issue remains open. In this@ect
Figure 5: RG-MUX Structure. we employ a single-supply adiabatic strategy that alloveg¢h

Figure 6 shows a conceptual model of the RG-MUX dependin@”zaﬁon of compact logic circuits operating at low power.
on the voltage assignments at its back-gate inputs. ) . o
WhenS="0", the central graphene becomes p-type. This forms3-1- Adiabatic switching
a p-p “junction” on the left, i.e., a zero barrier potentiahd a  Consider the application of a step voltage source (from 0O to
p-n junction on the right, i.e., a barrier potential throwghich ~ Vpp) to an RC circuit (Figure 7-a). The total energy supplied
carriers are transmitted with a transmission probabilitg). It by the voltage source is given Bguppied= Q - Vop = CV[Z)D.
is worth noticing tha® is physically imposed at #5y con-  The energy stored in a capacitor when the output has reached
struction (back-view in Figure 5). The resulting p-p-n dapi the final value is given b¥c = %CVSD, i.e., only half of the
supplied energy. The other half is dissipated across tlistoes

1in this implementation#+Vea/2 and—Vaq/2 correspond to logic “1” and N the form of heatEg). This scenario represents the traditional

logic “0” respectively “computation” model, in which energy waste is maximum.
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Figure 8: Adiabatic Amplifier Implemented using TGs

Figure 7: Traditional (a) and Adiabatic (b) Charging.
Va has reached the final value, output voltages are stable and
can be used by next logic stages. In the third “recovery” phas

In contrast, adiabatic logic uses a slow-rising ramp supflly  the load capacitor discharges back iMoas it ramps down to
nal with transition timeT, to change from 0 t&pp (Figure 7-b). gy

Assuming thafl; is such that the capacitor is able to charge in-

stantaneously to the input supply voltage, the currentvsryi ] ]

by: 4. Adiabatic through RG-MUXes

. dvt) CVop

t = —_—=

O=C5r =,

The energy dissipated across the resistor is obtained by int
grating the power across the resistor over tifpe

(4)  4.1. RG-MUX as an adiabatic amplifier

If we compare the RG-MUX of Figure 5 and its model in Figure
6 with the adiabatic amplifier of Figure 8 we can immediately
spot many similarities. Both devices operate as selectidts w
T T C2y2 RC variable resistance from inputs to outputs: in the RG-MUX,
E= f VR(t)i(t)dt = f R TZDD dt= T_CVI%D (5)  signalS determines the low- and high-resistance paths, whereas
0 0 ' ' in the adiabatic amplifier it is represented by the sighalhere
wherevi(t) is the voltage drop across the resistor. is, however, a significant fierence between the two devices,
The minimum transition time for which the step and rampnamely the flow of “computation”, which occurs in opposite
source produce the same energy dissipation can be computgiections. In the RG-MUX the central nodg)(is an output,
from (5) and the expression &suppies FOr Tr > 2RC, adia-  Whereas in the adiabatic amplifier the central node is caedec
batic circuits are more energffieient than regular circuits with  to the ramped supply voltage. The opposite occurs for the two

step input [40]. side nodesA and B) which are inputs in the RG-MUX and
outputs in the adiabatic amplifier.
3.2. The adiabatic amplifier Figure 9 shows the input and output signals assignment of an

The adiabatic amplifier [20] is the basic building block uged RG-MUX so that it can be used to implement the operations of

adiabatic circuits; from a functional point of view it is ample 20 adiabatic amplifier.
buffer that uses adiabatic charging to drive a capacitive laad. |

traditional CMOS implementations, the typical realizatitsses A=F

transmission gates (TGs) as shown in Figure 8. The choice of T

TGs is because of their fully-restoring feature, i.e., tHd®5 é/g

transistor is used to pass logic “0” whereas the PMOS is used t jﬁ

pass logic “1”, so the output is always strongly driven angl th 0=-V,,/2

levels are never degraded.

The basic operations of the adiabatic amplifier is quiteitin Figure 9: Adiabatic Amplifier using the RG-MUX.

Depending on the values &fandX, one of the output capaci-

tances will be adiabatically (through) charged. Clearly, the ~gpecifically, we notice how signal (an output in a RG-MUX)
two sides are mutually exclusive and only one side drives thes now connected to the variable supply voltage whereas
supply voltage to the outpdt pinsA andB are now the dual-rail encoded values of the output.
The circuit uses dual-rail encoding for both inputs (beeaus The role of the back-gate inp@ (together with the specific
driving the TGs require the double polarityXf and outputs; in  encoding ofu andU, which are normally fixed) is similar to
the latter case this is required for interconnecting theldi®p  the role ofX andX signals in the amplifierS = “0” (“1”) is

to other adiabatic circuit elements. Operations occur ireh  gquivalent taX = 0 (X = 1), that is, outpuE (F) is charged by
phases, corresponding to the three “regions” of the ramptinp v/,

The input is first set to a stable value; then the “charge” phas

starts, in which the supplya is ramped and the load capacitor 4 2. |mplementing adiabatic logic gates

is adiabatically charged. In the second "evaluate” phaseyw The adiabatic amplifier is the simplest of many possible-adia

batic logic gates and functionally corresponds to fidsuln or-
2The original implementation of the adiabatic amplifier inclsitleo NMOS der to implement complex |(_)g|C fl_JnCtlon_S, we adon[ the cf:erhI
clamp at the two outputs driven ByandX, which are not shown here. tectural template of a generic logic function of [20], in whia




U/U pins, which are assumed to be fixed at “0” and “1” re-
spectively. The symbol on the left (dark red back-gate) tesho
U ="0",i.e., -Vdd/2, and is therefore equivalent of the TG with
signal transmitted wheX = 0; the symbol on the right (light
green back-gate) denotes="1",i.e., Vdd/2, and corresponds
to the TG transmitting signal wit = 1. In other words, by
splitting the RG-MUX, one can obtain two TGs with positive
and negative polarity, with no need of complementing theiinp
signalX.
Using the general architecture of Figure 10, the basic logic
gates (INVBUF, AND/NAND and ORNOR) based on these
Figure 10: General Architecture of an Adiabatic Logic Fimet(a) and a  TGs can be implemented as shown in Figure\MI2denotes the
AND/NAND gate (b). ramped-supply voltage that enables adiabatic operatitws.

) ) .. p-njunctions are needed to realize an [IBUF, whereas four
parallel of the structure of classical CMOS gates is mairthi junctions are needed for ANNAND and ORNOR.
In practice, the complementary pull-up and pull-down ne&80  £q the sake of clarity, we depict in Figure 13 the signal wave
of CMOS are replacgd by two equivalent networks of TGs. Th&,ms of a 2-input AND (left plot) and of a 2-input OR (right
new pull-up netwprk is used to charge the outEuWh_ereas the plot). SignalV(a) represents the power suppi(X) andV(Y)
puII-dow_n one will charge the complemented c_)utELanure represent the two input signals, and sign&(s) andV/(Fbar)
10-a). Figure 10-b shows an example of a logic gate which rezepresent the true and complemented outputs of the cirdisits
alizes an ANDNAND function. _ _ us consider the plot on the left. When the two input signals are
The implementation of arbitrarily complex logic functiores 1 4+ logic 1, i.e., the AND operator evaluates to 1, thesup
quires the availability of the graphene counterpart of a TGgjgnav/(a) is propagated to the output; whereas, in the other
Since the RG-MUX is essentially a side-by-side combinationy,ree cases, namely when the AND operator evaluates to logic
of two junctions (in the p-m-n or p-pp-n pattern), we can use  v/(a) is not allowed to propagate. In other words, a graphene
asingle graphene p-n junction (*half” RG-MUX) to implement ,,_, i\ ;nction based circuit propagates the supply signahéo t
a TG. Figure 11 illustrates the basic concept of this eqaived. output node if, and only if, the logic function evalues toitod.
This is an example of the intrisjgass-througtchacacteristics
of graphene p-n junctions. As the plot suggests, an impbrtan

x aspect to be considered is the leakage-induced chargirgeof t
F

output nodes, referred as tBelf-Chargingeffect. Consider the
situation in which the inpui/X is kept constant for several
cycles. Thelys; current drained fromV, charges the output
capacitance. Thefkect is plotted in Figure 13, whet (plot
a Q v(Fbar) in the picture) slowly charges to intermediate voltage
levels. After some cycles, this will cause a bit-flip at theynu

node. A quantitative analysis of the output voltage refiredt
— * is presented in the Section 5.

”0” X M1II
H_H_/

X X 5. Simulation results
5.1. Power dissipation across RC-circuits
Figure 11: P-N Junction based TG Realization The first experiment compares the energy benefits obtained by

adiabatic operations on graphene-based devices agaoss th

achieved with CMOS. More precisely, we measured the power

dissipation for the RC circuit shown in Figure 7 for both tech
The symbol on the top right corner of the figure denotes tharologies. The CMOS configuration consists of a TG designed
schematic of an RG-MUX used as an adiabatic amplifier (as imsing minimum size PMOS and NMOS available in a 40nm
Figure 9), and mimics the structure of the diagonally-cutikba technology library provided by STMicroelectronics, drigia
gates. Values “0” and “1” represent the encodingJoéandU. capacitance corresponding to the input/gaie capacitance of
We conceptually “cut” this device (and its correspondingisy a minimum sized inverter, i.e.,®f F. The equivalent resistance
bol) into two one-sided graphene p-n junctions, denotedby t is 256kQ, obtained by the parallel of the resistances of the p-
double-wedged symbols in the bottom left corner. The hori-and n- networks in the linear region of operation.The graghe
zontal pins represent th¢d signals, whereas the bottom pin configuration consists of a graphene p-n junction drivinga ¢
represent the back-gate signal equivalent to®iof the RG-  pacitance equal to the back-gate capacitance of an RG-MUX,
MUX. For ease of readability we do not explicitly represdr@t i.e., Q62fF. The resistance is that of the junction (including

6



Operation of Adiabatic AND Operation of Adiabatic OR ]
(V) :t(s) 05 (V) :t(s)
06 . va)
- 33 /_\_/_\—/_\_/_\—/_\ v(a) S 0o
S 00 z o
33 sl L1 L] L |
o (V) :1(s) s v):ts)
2% v(X) ’ v(x)
s 0 S o0
4
0’ 05
o8 (V) :t(s) (V) :t(s)
06 05
04 v(Y) v(y)
s 02 S o0
i
0 05
e V) :t(s) s W):ts)
0.6 . —
- B v(F)
= 823 ’_/\_/\_/_\_/_\ v(F) S o0
S 00 2 o
04 os 1) L \_
e : : V) : t(s)
(V) :(s) 05 (
o8 v(Fbar) 1 V(Fbar)
s 8 /_\_/_\—/_\—/\/ S o0
02 .
38 05 ‘ ‘ ‘
I T T T T 1
0.0 10n 20n 30n 40n 50n 0.0 2n 4n 6n
(s) t(s)

Figure 13: Operation of the Adiabatic ANRAND & OR/NOR

Va
F=X —-.E—‘—KG—F:X 1.0E+00 T T
1.0e-02 —-CMOS [~

(a) 1.0E-04
1.0E-06

1.0E-08
F=X+V X h <:|—F=XY 1.0e-10 \‘N
1.0E-12 \\
_. : X Y 1.0E-14 \Q-
1.0E-16

1ps  10ps 100ps Tlns 10ns 100ns  1us
r

Y
(b)
. v 110
F=X‘V_ J— =X+Y . . . . . . . .
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truly adiabatic region for graphene start3at 2-RC ~ 1.7ps

power consumption is already lower for smallgrvalues. On
Figure 12: Adiabatic Logic Gates: INBUF (a), ANDNAND (b), ORNOR  gverage, there are about two orders of magnitude congistent
©. over the entire range df, values greater than p3

Please note that we reported a large randg ehlues although

the contact resistance), i.e.38Q. In both cases, power dis- some of the larger values in tias range are clearly impractical
sipation after application of the ramp input signal is estiedl  but for some specific low-throughput applications.

through the power command available in HSPICE over a signal

transition at the output node. Experimental results arégqalo 5.2. Power characterization of the adiabatic amplifier

in Fig 14. We characterized the power consumption of the adiabatic am-
We notice that for very small values ®f (< 10 ps) the equiva- plifier using HSPICE, by assessing in particular the breakdo
lent CMOS network is more energyheient than the graphene of power between ON and OFF states in the two junctions. Fig-
one. However, such small values Bf actually correspond to ure 15 shows these two components as a functiof, ofThe
non-adiabatic operations. As a matter of fact, even thepstee plot reports the average powes, andP, ¢ of the two p-n junc-

est transition in a conventional non-adiabatic circuietali few  tions of the amplifier. Subscripts “on” andffddenote the fact
picoseconds of rigall time. Such superiority corresponds to that the two junctions have complementary states.

the intrinsic energy féiciency of CMOS over graphene-based The figure clearly shows that both components of power dis-
devices mentioned in Section 1. Fdf > 10ps graphene sipation decreases &% increases, yet with ffierent scales.
and CMOS initially exhibit similar power consumption, befo  While total power (sum 0Py, and Pyt ) exhibits about seven
graphene starts consuming less power. Notice that, althilvég  orders of magnitude power reduction over the randg eglues
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Table 1: Refresh Time in Cycles.
1e-06 - I % of Vgg |
f [MHz] | 10% [ 20% [ 30% | 40% [ 50% |
=1e-08- s 1000 | 1.30 | 255 | 4.65 | 954 | &
E 500 | 0.52 1.42 | 2.48 | 454 )
@ 1e-10- - 100 | 0.24 | 0.36 | 0.45 | 054 | 152
g 10 009 | 015 | 0.21 | 0.26 | 0.32
& o 12 [—e=PofF189nm L T | 0.06 | 041 | 017 | 0.22 | 0.28
—=— Pon 189nm
—+— Poff 100nm
1e-149 | = pon 100nm i .
greater than 1 cycle. Tab 1 reports the results of an expborat
T e e e e e e of feasibility by spanning dierent frequency values (11000
Transition time (ps) MHz), and diferent voltage thresholds (up to 50% \éfy in
steps of 10%). Entries in bold are the feasible ones. We can ob
Figure 15: On vs. @ Power in Adiabatic Amplifier. serve that very low frequencies are not feasible even fgelar

voltage degradation at the output, whereas frequencidsein t
order of a few hundred d1Hz are mostly feasible. Using the

relation betweeW, and f of Section 5.3, this corresponds to
T,’s in the order of hs in the region in which there is an adia-
batic benefit over CMOS (please refer to Figure 14).

reported, for smallef,, power is determined by active power
Pon, Whereas around,; = 100ps the two components have
similar weight, and for largef, values the & current (junc-
tion leakage) becomes dominant. Experiments were repticat
for different device width (W), i.e., the size of the p-n junctions 5 characterization of simple logic functions
along thek, axis depicted in Figure 2. In particular, we char-
acterized devices assumilg = 189mandW = 100nm As
can be seen from the plot, for lower valuesTefincreasing the
device width results in increasedf-state power. Also, increas-
ing device width decreases the junction resistance, as3per (
and increases the average current across the branch. Howe
for large values of;, the signal aF charges towards logic “1”
irrespective of the junction resistance making constéirstate
current. Similarly, at lowT, the power in the on-state increases

We realized 46 simple logic functions using the adiabatic ap
proach presented in this paper and a classical standardpeell
proach which is non-adiabatic. The characterization wasdo
for a range of transition time starting fronp4to Ins We com-

\Pare the characterization results of graphene technolady w
fhat of conventional CMOS technology. Adopted logic func-

tions are summarized in Table 2. We limited our experiments

to functions having no more than six devices in series. We the
compared the following four implementations:

"Adiabatic graphene logic functions are realized according to
the methodology described in this paper, i.e., each p-rtipmc
acting as a transmission gate. A ramp signal is fed to the com-
mon intersection point of the dual logic design style.

Animportant concern to be considered is the relatiof,ofith  Adiabatic CMOS: logic functions are implemented using

the operating frequency of the circuit. Assuming a 50% duty\OSFET based transmission gates, i.e., parallel conmeofio

cycle for the variable power supply. The load capacitor bas t NMOS/PMOS. Also in this case a ramp signal is used to exploit
completely charge to its final value in the given duty cycld an he adiabatic charging principle.

remain in that state for a significant time. Therefore, altffo  Non-adiabatic graphene logic functions are first synthesized

power savings are maximum for large's, there exists an op- ysing the ABC synthesis tool using a subset of all possible

timal T, for each frequency, calculated as the value that aIIowgateS’ namely INV, BUF, AND, OR. Then, each gate is replaced
the capacitor to charge to its final value in the middle of thiyd  \yith the corresponding RG-MUX appropriately configured.
cycle. As an intuitive rule of thumb, higher frequencies Imp  Non-adiabatic CMOS: logic functions are created using stan-
smallerT, values. Calculation of such optimal value yields the 45,q complementary MOS architectures, namely, by means of
following expression off; (in seconds) vs. frequency (in Hz): pull-up/down networks connected tdyq/GND; the pull-up

across the junction and remains constant for larger valu€s o

5.3. Relation with operating frequency

Tropdf) = % network is implemented using PMOS whereas the pull-down
) network is realized using NMOS with proper size.
5.4. Leakage currents and self-chargingeet The simulations for estimating powperformance was carried

To avoid the self-chargingfiect (see Section 4), adiabatic cir- out using Synopsys HSPICE. For graphene technology we use
cuits must periodically refresh the output voltages. Sikge  the electrical model presented in Section 2.3 written irlygs
increases for increasinty, the lower the operating frequency A, whereas for CMOS technology we use the models from the
the faster the charging of the capacitor and thus the more freST-Microelectronics at 40nm technology node. The load ca-
guent the need of refreshing the voltage. The actual refrespacitance was fixed at®f F, which is the minimum gate ca-
frequency depends on what level of the output voltage shoulg@lacitance in both technologies.

be considered axitical, e.g., some percentage \éfg.

The time taken to reach that level, expressed in cycles atdhe 5.5.1. Power characterization

sired frequency, will determine the feasibility of the opiiwns.  Power dissipation results for the logic functions in Tables 2
Since we can refresh at most once per cycle, this time shauld kplotted in Figure 16. We report the average power dissipatio
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Table 2: Some Boolean functions with no more than six seriegihbtions.

from the plot, the PDP of graphene-based adiabatic implemen
tations is more than an order of magnitude smaller than that

Function Function . . ) - ; ;
FOO a F23 a+(od)-c of adiabatic CMOS. However, in the non-adiabatic appro&ch i
FO1 aob F24 (@aod)+(bod)-c is the CMOS technology that has better PDP than a graphene-
Fo2 a+b F25 a+(bod-(cod) based implementation.
FO03 a-b F26 | (acd)+((bod)-(cod)
FO4 (aob)+c F27 (aed)-b-c 1e-13 L ! :
FO5 (aob)-c F28 (aod)-(bod)-c
F06 (@ob) +(@oc F29 | (aod)-(bod)-(cod) 1e-14 /
FO7 (aob)-(avc) F30 (acd)+(boe+c Ie——_
FO8 (aob) + (cod) F31| (aod)+(bod)+(coe) Treqs] T [
F09 @ob) (cod) F32| (@@od)+(boe).c S X\
F10 a+b+c F33 (@od)+b)-(coe & e L
F11 (a+rb-c F34 | (acd)+(od)-(coe e —F i
F12 a+(b-9 F35 | (@od)+(b0e) - (cod) te17] | o Adiabaticcntos g
F13 a-b-c F36 (aod)+((boe)-c) I mg:ﬁg:ggggg gjggene
F14 (aed)+b+c F37 a+((bod)-(coe)
F15 (acd)+(bod)+c F38 | (aod)+((boe)-(coe) tem1s 1 10 100 1,000
F16 | (aod)+(bod)+(cod) F39 | (aod)+((boe) - (cod) Transition time (ps)
F17 (aed)+b)-c F40 (aod)-(boe-c
Eig Egg g; : S; G(g)(; d(): :zj; (.'E\aeed(;); Egg g)) ;(fc%ez) Figure 17: Average Power Delay Product (PDP) of logic fumttiin Table 2.
F20 | (a0 d) + (bod)-(cod) || F43 | (@acd)+(oe) (cof)
F21 a+b)-(cod F44 | (aod)+((boe-(cof . . . .
=5 Ea@ d; +((b? C; A5 ((:@ 21) .(((b ge)). ((Cgf))) 5.6. A CAD tool for adiabatic graphene circuits

The logic functions described in the previous section weirk b
manually. In order to allow an automated synthesis usalle fo
over the 46 logic functions versus the input signal traositi realistically-sized designs, we implemented a CAD took tha
time. First key observation is that, irrespective of thente:-  maps a generic Boolean function onto a graphene-based p-n
ogy, non-adiabatic implementations exhibit higher powisr d junction technology. We adopted Binary Decision Diagrams
sipation compared to adiabatic ones. However, non-ad@abat(BDDs) [41, 42] as a common data structure to represent the
graphene technology has the least power dissipation direto tfunctions of the circuits. A generic node of a BDD (Figure
smaller junction resistance compared to that of a MOSFET18-a) has two in-going edgds and f;, representing the posi-
For the adiabatic implementations, graphene technology haive and negative co-factors of the function, respectivélyey
smaller power dissipation over CMOS technology over the enpropagate the input ramp-signals generated by the tworiefmi
tire range ofT,, with a maximum gain of about 1.5 orders of nodes 0 and 1 to the out-going edge, labeledSuch evalua-
magnitude af; = 1ns tion is based on the value assumed by a generic primary input
associated to the decision node.

1e-02 }

1e-03+

1e-04

1e-05 1

Power (W)

1e-06

—a— Adiabatic Graphene
—e— Adiabatic CMOS
—— Non-Adiabatic Graphene
—+— Non-Adiabatic CMOS

1e-074

1e-08 5

1e-09 + T T
1 10 100
Transition time (ps) x

Figure 16: Average Power of logic functions in Table 2.

5.5.2. Power-delay product characterization Figure 18: Decision node in BDD. (a) Logic strulcture, (b) BRD realization,
and (c) TG-BDD realization.

Figure 17 depicts the power delay product (PDP) of adiabatic
and non-adiabatic implementations in graphene and CMO§ : . L
: : For a fair comparison, we compared the two following imple-
technologies. The PDP plotted is averaged over the 46 logic S
. . e S mentations:
functions for a given transition time. The objective of tpist
is to show that power savings in adiabatic implementatians d e PN-BDD: each internal BDD node is mapped with

not come at the expense of performance loss. As can be seen graphene p-n junctions transmission gates, as showed in
9



w.rt. a series of p-n junctions. For this reason, in our map-
ping script, we added a signal-restoration stage for eadk st
of ten MOSFET transmission gates, by employing a minimum-

sized bidfer from the same library with an equivalent area of
CUDD library 1.038:n?. Results reported in Table 3 shows that the proposed

lI PN-BDD mapping strategy requires, on average, almost 70%

=

Tech. library less devices w.r.t. the TG-BDD implementation, which trans
lates to a roughly 39% area saving.
Mapping Concerning the ficiency of the PN-BDD over the TG-BDD
strategy, we can refer to Figure 20, where we depict the aver-
aged power consumption of the two techniques in function of
the transition timeT,) of the input signal. Both structures are
considered in adiabatic configuration. As can be seen frem th
plot, in non-adiabatic region, i.eT, = 1ps TG-BDD (circle
Figure 19: Design flow. mark) is slightly more fficient (about 3.5%), whereas, &sin-
creases PN-BDD (square mark) results in less power consump-
tion. The best case is recordedTat= 1nswith a diference
of 1.8 orders of magnitude, which is mainly due to the lower
power requirements of an adiabatic p-n junction w.r.t. a MOS
e TG-BDD: each internal BDD node is mapped with MOs- FET transmission gate.
FET transission gates, as depicted in Figure 18-c. In Flggre 21, we also address the performances of the prdpose
mapping solutions by means of the power-delay product (PDP)
In both cases we exploit the adiabatic charging principle toAs can be seen from the plot, the PN-BDD structure shows
achieve the minimum power consumption. The adopted delower PDP w.r.t. the TG-BDD counterpart over the enfire
sign flow is illustrated in Figure 19. Each benchmark is firstrange. The motivation lies in two fundamentaftdrences of
processed with the open-source CUDD library [43] in order tothe structures, namely the presence of an inverter stagechn e
generate the corresponding BDD structure; then, a TCL tscripTG-BDD node, which increases the configuration time, and the
maps each decision node in the corresponding technolegy, i. additional signal-restoring stages that increase thé potga-
PN-BDD or TG-BDD. Node descriptions are stored in a tech-gation delay.
nology library which is fed to the TCL mapping script. The

output is a SPICE-compliant netlist. ble 3. Benchmark ch s with REOBDD and TG
: H able 3. Benchmark ¢ aracteristics with area occupatio an -
Table 3 summarizes the results we obtained on a set of opeéDD mapping techniques.

&

&

SPICE netlist

Figure 18-b.

source benchmarks. ColumRsandPO show the total number ‘ ‘ o ‘ oo ‘ Nodes | PN-BOD [ TGBDD |
of primary inputs and outputs of the design and the total rermb [ P-Njunctions | Area [u] [| Transistors [ Area [unt] |
of nodes in the BDD structure. Columi®N-BDD and TG- AR AR R 5 o 2 e
BDD report, for the two implementation styles, the number of|_risc | 8 [ 31 | 79 158 60.35 4r4 83.42
p-n junctions (for the PN-BDD) and transistors (for the TG- e AR 530 Tt 1200 S
BDD) as well as the resling area. el e [mw i ome
For the PN-BDD structure, the equivalent area of a single BDDc43z [ 36| 7 | 1166 2332 890.82 7900 1469.95
node is given by the sum of the two p-n junctions (refer to Fig- |55 o 122 e A | Saca3
ure 18), which corresponds to382unv [11]. The total area xparc_| 41 | 73 | 2268 4536 1732.75 15544 | 2906.11
occupation for a given circuit is simply obtained by mulipl T Ty
ing this number by the number of BDD nodes. The transmis{_c1%08 | 33 25 | 9731 19462 7434.48 68698 | 12998.30

sion gate implementation conversely consists of six MOSFET avg. [ 508557 [ 194268 | 17087.85 | 3168.60 ]
transistors, i.e., an PMQ@SMOS for each transmission gate,

and one PMOSIMOS for the inverter stage. In our case,

we adopted minimum-sized transistors defined in a commer-

cial technology library from STMicroelectronics at 40nndep 6. Conclusions

where each PMOS has an equivalent area.20gun?, and

each NMOS has an equivalent area af4¥um?. Therefore, This paper explores the potential of graphene p-n junctions
the total area of a single TG-BDD node is equal 056n?. implementing logic devices that operate according to tlie- pr

It is therefore clear that the first advantage of the PN-BDDciple of adiabatic computation.

structure is in the number of devices needed to implement Results show that these gates can operate with about 2 orders
BDD node. Infact, a TG-BDD node requires an additional in-of magnitude lower power than their CMOS counterpart, over-
verter stage that is not needed in a PN-BDD node. Anothecoming a limitation of these graphene-based elementswaber
key-point is signal degradation: a stack of MOSFET transmisin previous works. Moreover, these power benefits do not re-
sion gates connected in series shows a higher signal deigrada quire very low frequencies as in typical adiabatic operetjo
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