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ABSTRACT

Image compression is becoming more and more impré@ new multispectral and hyperspectral instnimare
going to generate very high data rates due to ribee@sed spatial and spectral resolutions. Tratisgiéll the
acquired data to the ground segment is a seriottkeeck, and compression techniques are a feasihlgion to
this problem. The CCSDS has established a workirmum (WG) on Multispectral and Hyperspectral Data
Compression (MHDC), which has the purpose of statidiag compression techniques to be used onbddrd.
WG has already standardized a lossless compreakjorithm for multispectral and hyperspectral inegend has
started working on a lossy compression algorithime Tomplexity of lossless compression algorithmiypécally
larger than that of lossy ones, leading to poténtiewer throughputs. Therefore, a careful assesgrs required in
order to identify techniques that are able to sostary high data rates. The increased complexaty a@lso lead to
increased resource occupancy on a hardware dewiteas an FPGA. Lossy compression introduces irgtiom
losses in the images, and these losses must beategucharacterized, and their effect on the apgibns
investigated. For these reasons, developing a lakgyrithm requires a more elaborate process. UadeESA
contract primed by Politecnico of Torino, TSD isrreamtly designing an IP core for FPGA and/or ASIC
implementation of a lossy compression algorithnt thdeing proposed for CCSDS standardization.dditaon to
the IP core, TSD is developing a HW platform bagedhe Xilinx Virtex-5 XQR5VFX130, the industry'sdt high
performance rad-hard reconfigurable FPGA for prsicgsintensive for space systems. Advanced realdtsy with
details of electronic platform design will be pretesl in this paper.

1. INTRODUCTION

Compression of hyperspectral images has represented
an important and active research topic for a long

time. All spectral imagers such as those of the

multispectral, hyperspectral and ultraspectral type

generate extremely large amounts of data, making
image compression mandatory in order to reduce the
data volume before the transmission to the ground

segment.

More recently, a new class of prediction-based
approaches have been proposed for lossless [5] and
lossy compression.

The CCSDS Working Group (WG) has worked

towards the definition of a new image compression
standard for lossless compression of multispectral
and hyperspectral images. This new lossless
compression standard was issued as CCSDS 123
recommendation. Subsequently, the WG started a
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discussion about the lossy compression standard for
multispectral and hyperspectral images. Two
techniques have been proposed as candidates $or thi
standard: one technique is based on the pair wise
orthogonal transform [6]; the second candidatenis a
improved version of [7]. The second algorithm will
be very competitive in terms of performance and
complexity.In particular, while transform coding is a
good approach for compression at the ground station
it is not a good fit to onboard compression, as it
would pose large memory and computational
requirements, leading to low throughpOn the other
hand, the predictive lossy compression paradigm, on
which [7] is based, is more suitable for onboaralcgep
applications.

2. COMPRESSION ALGORITHM

In this paper, is presented an hardware
implementation of a compression algorithm for
multispectral and hyperspectral images based on the
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predictive lossy compression paradignmThe
predictive lossy compression is able to achi
compression performance as good as the tran-
based approactat a fraction of its complexi and
providing a very good fit to onboard ima
compression.Predictive lossy compression can
seen as an evolution of ndassless compressic
Nearfossless compression techniques are e
derived from lossless ones, by sin applying a
uniform quantizer with feedback loop to t
prediction residuals. Since thgquantization erro
introduced on the prediction residual of one sang
identical to thereconstruction error that will
observed on that sample, these techniques allc
control err@s in the compressed images in a v
accurate and flexible way.

The implemented algorithm can be considered &
extension of CCSDS 123 [8)ith a quantizatiol
stage to achieve lossy compressam a modified
entropy coder (range encodégee Figure .

Input ICompressed
Prediction Quantization Range Data
image . > —
Residual Stage Encoder

Figure 1. Logic block diagram of compressor

3. FLIGHT HW PLATFORM

The test environment is based afflight hardware t
validate not only the algorithm but also its onlat
implementation. Thélight hardware is theHPHC
(High performance Processing unit for Hyperspe
data Compressionkelonging to a family of Higl
performance Processing unit (HPxdeveloped by
TSD for real time image daf@ocessin (See Figure
7).

The platform includes the following modul

* Image Processing Module (IP}
e« Power Conditioning & Distribution Modul
(PCDM)
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IPM Daughter
I+5V IDaraBus I CANBus
Ethernet Link
CANBus IPM Mother
—>
I+5 v I CAN Bus
PCDM
+28V

Figure 2: Basic block diagram of HPHC

The IPM is composed of four sections as shdn
figure 3:

* Image Processing
* Image Processing
» Data Handling A
» Data Handling B

+5 V power

FOLR(AL_END
POL Regulators (A
Wty Ko knatity
R(A)_ENA Power Linas
i Y e Data Handiing
it f— §
| a Fom im Module A
i

ooy [ tveswr ] |
s 4‘5 v/ i
Spacew H

oC
based on LEON CPU Spw_Linkg
(A)

I POL Regulators (A)

Radundan
CAN BUS

SoC

Pawer Line

 Lines
POL Reguiators (B)

POLR(B)_ENA

Figure 3: Detailed scheme of IPM

The two Image Processing sections and the two
Handling sections are identical and they can
configured:

* in cold redundancy to provide high reliabi
* in masterslave mode to run in parallel so
improve the procesyg capabilitie

The Data Handling section implements the contrc
communication functionalities of the unit, whileet
Image Processing section is dedicated to
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compression.

Figure 6: PCDM

Figure 4: IPM Mother board. Note on both sides the
anti-fuse FPGAs

As shown in the following Figre :, the outputs of
the Image Processor sections are redounded
connected in crosstrapped mode to both the Di
Handling sections. Poirt point links are als
available to interconnect the Image Processin
section with thelmage Processing B and the D
Handling A with the Data Handling B, thus allowi
the sections to run in parallel.

Figure 7: HPHC engineering model assembled in its
cabinet

4. MHDC SOFT li

The core of Multispectral and Hyperspectral C
Compressor is implemented only on Processor Ir
Unit A since a single Virtex5 chip haenough
hardware resources that are more than suffician
our purposes.

Figure 8describes the basic block diagran

Figure 5: IPM Daughter board. On both sides can COMpressor.
be seen the two Virtex5 FPGAs processor Tmage Ut
Each section of image processing adopts the X i
Virtex-5 XC5VFX130T (XQR5VFX130 for fligh SoftIP
Model), the industry's first high performance-hard
reconfigurable FPGA. I
Cromed k| abber ] Frediction L of Quanizer -{ puange —-{ oty el
Each FPGA is provided withGbit SDRAN and two f f f f f
image data inputél.575 Ghits/s eact . #

Figure 8: Basic block diagram of compressor
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Once a Cube Of Images (COI§ receive, it is

processed by the Grabber thaansmits a pair ¢
pixels at a time to the Prediction WiiPU). The two
pixels belong totwo adjacent rowsat the same
column For this reason, considerirthe maximum
size of 4096 columns x 4096 bar @16bits, the
maximum amount of memoryenessarfor grabbing
is 32Mbytessince it is necessary to store the previ
horizontal plane of the COI.

Figure 9 shows a generic CQle current horizont:
plane is received pixel byixel and at same time tl
grabber stores these pixela SDRAM and provide
the pixels of previous horizontal plane by reac
them from SDRAM. A the end of plane the cyc
continues to thenext plane until the end of CC
When the first plands transmitte, the previous
plane doesn't exists yet, therefdtee pixel of the
previous plane of the pair to transmit has its &;
forced to 0x0000.

previous horizontal plane

current horizontal plane

SAOT

]
ra

Y columns X

Figure 9: Anatomy of a COI according to BIL format

The PU calculates, for each pair of pixels in inpl¢

predicted value of pixel belongintp the current
horizontal planeThe predicted value is subtrac to

the real value and this residuahlue, after the
guantization, thanks tasi lower information conten
can be compressed with higher efficier

Figure 10 shows how the predicted value
calculated [2]. We tell S« the current pixel, th
related predicted value is calculated using theles
of pixels of the five previous bands having the @i
X,y coordinates (Syx, Seoyx-.... Sesy and the
pixel of previous row 5.1 x
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The PU makes use of a SDRAM to store the wei
vectors that are updatamntinuousl. Every time a
new COI has to be proces, the starting values of
weights vectors are writténto SDRAM by means ¢
the Prediction Unit Initializato

The stage aftethe prediction is the quantizatic
When the quantization is enabled, the compres
mode is lossy. The compressor can operate ir-
less mode by disabling the Quanti

B
—_—

/]

! S:-P._r—L:r—l s:-P._v-l_r 5:-P;1'—I__Ir-(+1. -

S:-F\}'_r-l S:—P_J 3 d

Y
previous bands

/
. S:-l‘)'-l_r-l ‘S':-l._T-I._r SZ—L_T—I_‘PI-'I
{1/
/

ff f
;o i -
/ot i

=1yl z-1yx i/

8,

.'ll
il

5 Zy=lr=l s zy=Lx 3; F=lx+]

/ current band

S:.:l'_'l—l s Z¥X /

current pixel
Figure 10: Pixelstaken in account to calculate the
predicted value of the current pixel

All the residuals(with or without quantizationare
encoded by the Range Encoder, an entrcncoder
that remove theaumerical redundanci making use
of statistics. Figure 1illustrates the simplified bloc
diagram of the range encoc. Four different
independent statistimodels (SM)are used; each SM
stores and updates the following statistical «

e The cumulativdrequency for each symk

e Thefrequency for each symt

e Total frequency defined as the sum
overall frequencyf symbols

Different data structuregan be use to organize
cumulative frequencies, eacone with its own
advantages and drawbaclin our implementation it
was adoptedthe Cumulative Frequency Matr
(CFM) [1] which requires a limited HW resourc

page 4 of 6




and it is very fast. CFM is implemented by using a
built-in RAM on FPGA.

The total frequency of each SM is managed making
use of a counter. The encoding process consist of
following phases:

e identification of the symbols to encode
starting from the current residual value

+ extraction of statistical data for
identified symbol

» processing of statistical by using a complex
arithmetic circuit

» update the Statistical Models

» rescaling the values of cumulative and total
frequencies. The rescaling is necessary to
avoid overflows of SMs elements.

each

Update

Freq Stats

residual out_byte
Mgtzitiie (F::Je"c: Encode L
Table

Encode Symbol

Figure 11: Basic block diagram of Range Encoder

The biggest challenge was to make the encode stage
very fast, in particular there is an arithmeticisior

that works with a clock period of 9.5 ns, but sitice
value of divisor depends on the result of the divis

of the previous calculation, it is not possibletaéie

full advantage of the divisor pipeline, whereby it
needs to wait four clock cycles to complete
calculation cycle.

Output bytes from Encode Symbol block are
bufferized using a FIFO of 16Kbytes for each SM.
When the FIFO goes full, it is emptied and all data
are packetized and transmitted via channel link (se
figure 8). Figure 12 illustrates the structure atle
packet. The header consists of a Statistical Model
Identifier Code and a Packet Data Size.

The data rate reached from the compressor system
described in this paper is 20Mpix/s with a pixeptie

of 16bits. The data rate is the same both in Igssle
and in lossy mode.
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Statastac Madel

'
ldentslbor L ode

Packet Datn Soee
HediInvee

Packel Datn Sire
Low byt

Congimmeed [ata

16K Byres or les

Figure 12. Composition of single data packet

5. TEST ENVIRONMENT

Figure 13 shows the test environment (TE) used by
TSD to validate the implementation of the
COMpressor.

Workstation

1]

CAN Bus
—

L

Ethernet Link

Channel Link

— Simulator
» Channel Link HPHC

Figure 13: Test Environment

Cubes of images (COI) in BIL format are transmitted

from the workstation (WS) to the Simulator via

Ethernet Link. The simulator transmits sequentially
the received image data to the HPHC via Channel
Link. The HPHC receives the images, performs the
real time compression and re-transmits the data
through the Channel Link to the Simulator. Finally

the Simulator transfers the data via Ethernet ® th

WS where it is stored and compared against the
expected data.

Several parameters necessary to process the COIl as
the number of rows, columns and bands, as well as
the parameters to setup the compressor are
transmitted via CAN Bus from WS to the Simulator
and HPHC.

The validation has been performed by means of a
comparison between the data compressed transmitted
by HPHC and the output data generated by the
reference SW model written in C language. Thirteen
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different COI have been used to test and to vaidat
the implementation of the compression algorithm.

5.1. IMAGER AND MASS MEMORY
SIMULATOR

The Imager and Mass Memory Simulator is an
equipment designed and manufactured by TSD to
implement an Hyperspectral data generator andla rea
time storage of the compressed data, so to pravide
real time closed loop test environment.

Sata

Storage
Device

Buffer

Channel  Channel Link
QGRS Cheonellink
@ Form:
atter
Ethernet Link
— 0 opy < Host
Bridge
Channel  Channel Link
CAN Bus FPGA s iannel Lin
h ® Receiver
Buffer

Figure 14: Basic block diagram of Smulator

The Simulator is based on a processor IBM
PPC750CL PowerPC running at 600 MHz and two
Virtex-4 FPGAs for image data handling at high data
rate and transmission/reception over Channel Link.
Two FPGAs are provided with 6 SDRAMs (64

Mbytes each) for temporary buffering of the video
data streams (both uncompressed and compressed).

The sustained data transfer over Ethernet between
the Simulator and the WS is 40 Mbytes/s in both
directions.

6. CONCLUSIONS

The proposed HW implementation for onboard
compression of multispectral and hyperspectral
images achieves good performances in terms of
maximum throughput, good flexibility being able to

process any COIl with a maximum size of 4096
columns and 4096 bands. The number of rows is
unlimited.

The implemented Soft IP Core requires a limited
amount of HW resources of a FPGA Virtex-5
XC5VFX130T allowing a possible future
enhancement to integrate additional functionalities
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Currently, it is under development an enhanced
version of the compressor with a Rate Control block
implementing an automatic control of the bit rate.
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