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Abstract 
In a fusion reactor during plasma operation, the heat loads on plasma facing components 

can be as high as 5 MW/m
2
 [1], which should be removed by a proper mechanism to prevent the 

damage of reactor components. In order to handle such high heat fluxes a suitable heat sink with 

proper thermal hydraulics is required. In the recent past several heat sinks have been proposed; 

among which the Hypervapotron heat sink, operating in the highly subcooled boiling regime, is 

considered as one of the potential candidates. In order to accurately predict the performance of 

the system, a thermal hydraulic analysis is required. 

This thesis employs a Computational Fluid Dynamic (CFD) approach to do the thermal 

hydraulic analysis of the subcooled flow boiling inside the Hypervapotron channel. For this 

purpose four boiling models are tested using two commercial CFD codes. The four boiling 

models tested are Rensselaer Polytechnic Institute (RPI) boiling model [2] available in ANSYS-

FLUENT 13, Bergles-Rohsenow (BR) model [3] implemented as an external User Defined 

Function (UDF) in the FLUENT code, the Rohsenow boiling model [4] extended with the 

capability of transition to film boiling for high heat fluxes available in STAR-CCM+ 7.02, and 

finally Transition boiling model [4] available in STAR-CCM+ 7.02. These models are used to 

test the thermal performance of Hypervapotron using the experimental data (showing the 

variation of temperature with heat flux) obtained from the experiments conducted at Efremov 

Institute Russia and Joint European Torus United Kingdom.  

Simulations were conducted using the above mentioned boiling models, the obtained 

results were compared against the experimental data and also different boiling models are 

compared with each other whenever possible to test their applicability. From the simulations 

conducted on the Hypervapotron geometries it is found that the Transition boiling model can 

capture the thermal performance (in terms of tracing the experimental data) better than any other 

model both quantitatively and qualitatively, covering the different boiling regimes shown by the 

experiments ( that is no boiling, nucleate boiling and hard boiling regimes), than the other 

models.  
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Nomenclature  
wA

 
   Interfacial area density at the wall surface  

c    Speed of light 

plC
  

Specific heat of liquid 

Cqw   Constant dependent on the liquid/surface combination 

Cew   Heat flux fraction used to create vapor bubbles 

CHTCxArea  HTC between a bubble and the surrounding liquid times the contact area per unit 

volume 

lC
  

Lift coefficient 

bD
  

Bubble diameter.  

     Total energy  

qF    Body force  

qliftF ,   Lift force   

qvmF ,    Virtual mass force 

f   Bubble departure frequency 

g


  Gravitational vector 

0h
  

Total enthalpy 

pqh
  

Interphase enthalpy exchange 

lsh
  

Liquid side interfacial heat transfer coefficient 

hlat   Latent heat 

lk   Thermal conductivity of liquid 
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k    Turbulent kinetic energy 

L  Latent heat per unit mass,  

m   Change of total mass  

pqm
  

Mass transfer from phase p to phase q 

n   Nucleation site density 

np     Prandtl number exponent  

Nu   Nusselt number  

p   Static pressure 

Pr    Prandtl number 

q


   Heat flux 

"

wq    Wall heat flux 

"

Lq   Heat flux due to liquid convection 

"

Qq    Heat flux due to quenching 

"

Eq   Heat flux due to evaporation 

FCq    Forced convection heat flux 

FDBq    Fully developed boiling heat flux 

0q    Flux at the onset of nucleate boiling 

pqQ
  

Intensity of heat exchange  

pqR
  

Interfacial drag force 

Re    Reynolds number 

bRe    Bubble Reynolds number and 
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vRe
  

Bubble shear Reynolds number 

S
  

Mass source term 

hS
  

Source of enthalpy 

Sct   Schmidt number 

T   Temperature 

V


  Velocity vector 

pqV
  

Interphase velocity 

   Stress tensor 

   Volume fraction 

    Turbulent dissipation rate 

   Thermal diffusivity 

ĸ   Von Karman constant 

µl   Liquid viscosity 

   Density 

σ   Surface tension 

Subscripts  

l    Liquid state 

p   Vapor phase 

q   Liquid phase 

Sat   Saturation 

v    Vapor state  

w   Wall 
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1. Introduction 
This thesis is about the Computational Thermal Fluid Dynamic (CtFD) analysis of 

Cooling Systems for Fusion Reactor Components. The work is concerned with components 

related to High Heat Flux (HHF) devices and the Superconducting Magnets, which are essential 

to build a reactor.  

The major part of the work is carried out to predict the thermal hydraulic performance of 

a heat sink device known as Hypervapotron, which is one of the potential candidates considered 

for cooling the High heat flux components, e.g. the First Wall (FW), Divertor Vertical Target, 

Dump Target and Neutral Beam Injection (NBI) system (figure 1-3), [1, 5-8] in the International 

Thermo Nuclear Experimental Reactor (ITER) [9].  

The minor part is related to the computation of the JT-60SA TF coil temperature margin 

using the 4C code (Appendix A). 

1.1. Nuclear Fusion and ITER 

The increase in demand for energy and limited availability of fossil fuels led the research 

towards new ways of energy production. Among all the available choices nuclear fusion energy 

has several advantages such as 

1. No production of greenhouse gases. 

2. No long-lived radioactive waste. 

3. Inherent safety features; and almost unlimited fuel supplies. 

4. Fusion power would provide much more energy for a given weight of fuel than any 

technology currently in use. 

5. Fusion could provide very high power-generation density and uninterrupted power 

delivery [10]. 

In the flowing sections a brief introduction is presented about the nuclear fusion and ITER. 

1.1.1. Nuclear Fusion 

When light elements are fused together or heavy elements are split apart they release 

energy, as the resulting intermediate elements are lighter in mass per nucleon. According to 

Einstein’s mass-energy relationship the excess mass is released in the form of energy according 

to the following formula 1.1. 

2)( cmE          1.1 
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Where   represents energy, m is the change of total mass and c is speed of light. 

The nuclear fusion process occurs when the light nuclei fuse together and form heavier 

nuclei. This process naturally occurs in the stars including our sun where the gravitational forces 

create the necessary conditions for the fusion of hydrogen (which is fuel) atoms to produce 

helium. In order to produce fusion reactions on earth and to extract the energy released we need 

to build a proper reactor. Ideally a reactor should keep the fuel at a sufficient high pressure 

(product of density times the temperature) for a sufficiently long time, while providing a barrier 

between the fuel-filled region and the external environment. Large temperatures are required to 

achieve sufficiently high velocities, allowing to overcome the repulsive force between the 

positive nuclei and the occurrence of the fusion reactions. The required temperatures are of the 

order of few hundred million Kelvin, at these high temperatures the fuel is “plasma”, i.e. a fully 

ionized gas containing positive ions and negative electrons.  

Plasma confinement can be done in different ways: magnetic, inertial, electrostatic etc. 

Among these magnetic confinement of plasma is more promising for energy production. Several 

magnetic fusion experiments exist, such as the Joint European Torus (JET) [10], Toresupra [11]. 

However, it has been possible to obtain only marginal net energy so far, largely insufficient for 

economical purpose. In the next generation of experiments, ITER aims at achieving a substantial 

net energy production [9].  

1.1.2. ITER 

ITER is based on the 'Tokamak' concept of magnetic confinement, in which the plasma is 

contained in a toroidal shaped vacuum vessel, uses a mixture of deuterium and tritium as fuel. 

Without the benefit of the very high pressures generated by gravity in stars, ITER requires very 

high temperatures to achieve fusion conditions, of the order of 150 million K [9]. Strong 

magnetic fields are used to confine the plasma; these are produced by a mixture of the so-called 

plasma current flowing in the plasma and external superconducting coil systems.   

During the operation of ITER, some components such as FW, Divertor vertical target, 

dump target and NBI system (figure 1-3) are subjected to operating conditions characterized by 

extremely high thermal loads which can be as high as 5 MW/m
2
 [1]. In order to prevent 

damaging the machine it is required to design actively cooled heat sinks for the plasma facing 

and all the high heat flux components. 

1.2. Cooling schemes and heat sinks 

Subcooled flow boiling devices (usually using water) can accommodate high heat fluxes 

due to the large Heat transfer Coefficient (HTC) associated with the subcooled flow boiling 

regime. 
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Fig 1: ITER [9]  

 
 

Fig 2: Divertor [9]  
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Fig 3: Neutral beam injection system  

Boiling 

Boiling is a phenomenon where the fluid changes its phase from liquid to vapor while 

absorbing enormous amount of energy as latent heat. So the heat transfer coefficients associated 

with boiling are very high. In general there are two types of boiling: pool boiling and flow (or 

forced convection) boiling. Pool boiling occurs on a submerged heating surface, in a pool of 

liquid at rest. Flow boiling occurs in a flowing stream of liquid; here the heating surface may be 

the channel wall through which the flow occurs. Once the boiling has started the flow is 

composed of a mixture of liquid and vapor and this type of flow is called as two-phase flow. 

Figure 4 shows an example boiling curve where the plot shows variation of heat flux with the 

wall superheat depicting different boiling regions. 

Initially the cooling is done by forced convection, using the mechanism of single phase 

heat transfer (from A-B). In the range B-C, the liquid near the wall is superheated and tends to 

evaporate, forming bubbles in the vicinity of nucleation sites on the surface. The bubbles 

transport the latent heat and also increase the convective heat transfer by agitating the liquid near 

the heating surface. The mechanism in this range is called nucleate boiling and is characterized 

by a very high heat transfer rate for only a small temperature difference. There are two sub 

regimes in nucleate boiling: the first one is called local boiling or sub cooled nucleate boiling and 

the second one is called bulk boiling or saturated nucleate boiling. Local boiling is nucleate 
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boiling in a sub-cooled liquid, where the bubbles formed at the heating surface condense locally. 

Bulk boiling is nucleate boiling in a saturated liquid; in this case, the bubbles do not collapse.  

When the population of bubbles due to heating becomes too high at some heat flux value 

such as point C, the outgoing bubbles may obstruct the path of the incoming liquid. The vapor 

thus forms an insulating blanket covering the heating surface, and thereby raises the surface 

temperature. This is called the boiling crisis, and the maximum heat flux just before reaching the 

crisis is called the critical heat flux (CHF).  

 

Fig 4: Boiling curve 

In the range C-D, immediately after the CHF has been reached, boiling becomes unstable 

and the mechanism is then called partial film boiling or transition boiling. The surface is 

alternately covered with a vapor blanket and a liquid layer, resulting in oscillating surface 

temperatures. If the power input to the heater is maintained, the surface temperature increases 

rapidly to point D while the heat flux steadily decreases. In the range D-E, a stable vapor film is 

formed on the heating surface and the heat transfer rate reaches a minimum. This is called stable 

film boiling. By further increasing the wall temperature, the heat transfer rate also is increased by 

thermal radiation. However, too high a temperature would damage the wall. So for practical 

purpose, the temperature is limited by the material properties. 

It is very important to maintain the temperatures of the surface below a particular point 

where we may have restrictions from the point of view of either thermal expansion of the 

materials if we have more than one material used for the construction of the heat sink, or thermal 

and structural integrity.  

ln( Tw - Tsat) 

ln (
"

wq
 ) 

B 

C 

D 

E 

A 
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1.2.1. Heat Sinks 

For a given flow conditions (which have to be designed for lower pumping speed and 

lower pressures to reduce the overall cost) one would never want to exceed the CHF limit, and if 

possible to delay it somehow by increasing the heat transfer. 

In the recent past lot of research has undergone in designing and selecting a particular 

heat sink among the many solutions proposed. The R&D programmes conducted in the past 

suggested circular channels with swirl tapes, annular channels with swirl tapes, Hypervapotrons, 

channels with porous coating and screw tubes [12]. 

Each of the above mentioned heat sinks have certain advantages and disadvantages but 

among these, considering the availability of experimental data on mockups, lifetime of the 

particular heat sink and complexity of manifolding, the preferred heat sinks are 1. Tubes with 

swirl insert armored with monoblocks or Swirl Tube (ST), 2.  Hypervapotron concept with Flat 

tiles (HV) [12- 14].  

Study done by author’s [12- 14] shows that HV and ST are comparable for CHF and 

pumping power with respect to the uncertainties in the experimental data, so the choice between 

the two concepts should be based on other considerations such as: (1) cost and ease of 

fabrication, (2) ease of brazing and (3) volume and reliability of available experimental data. 

These considerations lead to the conclusion that the choice of concept will depend on the 

particular application. A study done [14- 16] based on above concepts reveals that bonding of 

flat tiles is easier, volume of armour material attached to the heat sink is lower and the flat tile 

concept is expected to be cheaper than ST.  

1.3. Hypervapotron cooling  

Historically, the so called Hypervapotron concept with enhanced cooling capabilities 

implying boiling/condensation effects due to a fin design was developed by Thomson CSF tube 

Company [17] and later designed for neutral beam heating systems [18]. Falter et al in 1983 [19] 

described the first test results of a rectangular HV design destined for a fusion application. Figure 

5 shows cross and lateral sections of a typical Hypervapotron geometry. As explained by 

Cattadori et.al [20], the Hypervapotron operation is characterized by the following succession of 

events,  

When sufficient heat flux is applied to the wall which is in contact with the 

Hypervapotron fins, the liquid in between two adjacent fins starts boiling, while the bulk of the 

fluid is in forced convective flow is still in subcooled conditions. When steam has filled-up a 

slot, it undergoes quick condensation in the bulk subcooled liquid, thus the emptying the slot 

which is replenished with fresh cold liquid. The heated wall is rewetted as long as the wall 

temperature during the uncovered wall phase does not exceed the value of the Leidenfrost 
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temperature (at which film boiling becomes unstable). This phenomenon of continuous boiling 

and condensation between the slots increases the critical heat flux, as the boiling and 

condensation process draws and gives the latent heat to the coolant outside the fins. Cattadori has 

done detailed experiments on Hypervapotron and figure 6 shows the above process of 

condensation and boiling inside Hypervapotron. 

 
5 (a) 

 
5 (b) 

Fig 5: The cross (a) and lateral (b) sections of Hypervapotron 

From his experiments Cattadori concluded that  

1. The presence of three different heat transfer zones (in the first zone there is a linear 

relationship between the heat flux and temperature, with no steam inside the slots, the 

second zone is characterized by the presence of subcooled boiling and a third zone, which 

ends with the physical burnout and is characterized by a steep increase in the wall 

temperature) characterized by three different average values of heat transfer coefficient. 

The transition from one zone to the other as well as the heat transfer rate in the zones is 

dependent on fin geometry and fluid thermal hydraulic conditions. 

2. The occurrence of Hypervapotron effect as explained in the above section is linked to low 

values [20] of liquid velocity and subcooling. 

From the experiments conducted by Frédéric Escourbiac et al. [21] it is found that CHF 

of Hypervapotron decreases as the width of the channel is increased, and he says ‘one can 

assume that water enters better the slots from the lateral groove if the mock-up is narrow’. 

 Some more detailed experiments were also conducted by Peipei Chen [22] using R-134a 

in compact Hypervapotron structures, and he also compared the results with Flat channel 

(channel with rectangular cross-section) and gave some interesting results, which are 

summarized below.  
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Fig 6: Cattadori’s visualization of the Hypervapotron effect occurrence [20] 
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Two distinctive zones were identified in the boiling process of the Hypervapotron. In the 

first zone the nucleate boiling regions show a power law relation between wall super heat and 

wall heat flux as shown in the figure 7 (where different data i.e. HV 5-9 represents 

Hypervapotrons with different operating conditions), here the Hypervapotron exhibits similar 

behavior to flat channels, where the heat flux is mainly controlled by development of the boiling 

process. The second zone departs from the power law in the first zone, where the nucleation 

density in the Hypervapotron cavity reaches maximum which he called as the nucleation 

“saturation” will reduce the heat transfer compared to the first zone. From the experiments 

conducted on Flat channel and Hypervapotron he concludes that the Hypervapotron structure 

provides approximately 40–50% higher values of CHF. 

 

Fig 7: Boiling curve for fully developed flow boiling in Hypervapotron [22] 

Apart from these experiments, several other experimental campaigns were conducted, 

e.g. at JET, Efremov institute (Russia) and Toresupra., for different reactor high heat flux 

components, some of these experimental campaigns will be illustrated in chapter 2. 

It is very important to carry out the analysis of Hypervapotron using computational fluid 

dynamics (CFD), as CFD allows the analysis of fluid flow problems in detail, faster and earlier 

in the design cycle than possible with experiments, costing less money and lowering the risks 

involved in the design process.  
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1.4. Previous works related to this thesis 

In the recent past several authors tried to do the analysis of Hypervapotron using CFD 

with different computer codes, boiling models and methodologies. 

The first attempts to do the analysis of Hypervapotron was conducted by Baxi et al [23] 

where he developed an analytical method to predict the performance of Hypervapotron which 

uses 3 different correlations for the different boiling regions (Forced convection: Dittus-Boelter 

Correlation, Nucleate boiling: Thorn's correlation, Critical Heat Flux Macbeth correlation for 

high mass flux water flow, to all these correlations some modifications were done). They used 

the TOPAZ2D code for doing the finite element analysis, aiming mainly at calculating the 

temperature distribution in the Hypervapotron.  

Recently Pascal-Ribot et al [24] have done a complete 3D analysis of Hypervapotron 

using two codes Syrthes (code for heat conduction calculations in solids) and Neptune (code for 

two phase thermal hydraulics simulation). They used a boiling model based on the work from 

Seiler et al [25], which itself is based on the Podowski’s approach [26]. In this work he 

compared the effect of 3D vs 2D simulations and commented that 3D simulations give better 

description of the general behavior of the heat sink temperature evolution than the 2D axial 

simulations, thanks to the possibility to include the side channel in the computational domain.  

In 2009 Youchison et al [27] have done CFD analysis of Hypervapotron using the 

commercial CFD code ANSYS-FLUENT, for a first wall Hypervapotron finger, with the RPI 

boiling model [26].  They concluded from these simulations that the Fluent RPI boiling model 

can be unstable under certain flow conditions; this may be due to the applicability of the boiling 

model up to the region of nucleate boiling regime. Later in 2010 [28] Youchison compared two 

CFD codes STAR-CCM++ and ANSYS-FLUENT using the same geometry and found that 

Fluent simulations did not reach equilibrium conditions before the solver encountered numerical 

instabilities, whereas STAR-CCM+ did reach equilibrium conditions without any problem. In 

2011 Youchison [29] used STAR-CCM+, which contains the Rohsenow boiling model for the 

nucleate boiling regime and has a capability of transition to the film boiling regime for very high 

heat fluxes. To validate the model he started benchmarking the code on flat channel geometry, 

and calibrated the model free parameters. Later he used the parameters previously determined for 

the Hypervapotron geometry getting results in good agreement with experimental data with 

errors in the range of ±10 C. Later he also did analysis of different Hypervapotron geometries 

varying the ratio of teeth to channel size [30].  

In 2010 Ling Tao etal [31] have done the analysis on Hypervapotron by developing a 

numerical simulation model, the boiling model was similar to of the one used by Pascal Ribot 

[24] , the simulated results were in good agreement with the experimental data. 
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In 2011 A. Ying etal [32] used a commercial CFD code Sc/Tetra and addressed the 

applicability of Bergles and Rosenow nucleate boiling model, the analysis was performed on Flat 

channel and Hypervapotron water flow configurations, though the BR model applicability is only 

limited to low to moderate heat fluxes. 

In 2010 Joseph Milnes have completed his thesis [19], where he had done extensive work on 

understanding the origin, design philosophy and development of the Hypervapotron. He used 

ANSYS CFX with the RPI boiling model for his work. He also tried to obtain a qualitative 

assessment of RANS models for Hypervapotron flow and heat transfer and concluded that the 

SST k-omega turbulence model as in ANSYS CFX, applied to a sufficiently fine grid, gives most 

accurate predictions of single phase cavity flow and heat transfer [33]. He also compared the 

results obtained his simulations with experimental data available from different sources. From 

his results it can be concluded that this method is applicable only for single phase and nucleate 

boiling regimes [34]. He also tried to modify the geometry of the Hypervapotron to improve the 

thermal performance, finally stating that square-bottomed cavity performs better than any other 

simple shape.  

In 2012 Zhongwei Wang et al have done optimization of Hypervapotron geometry using 

six different fin designs [35] as shown in the figure 8.  

 

Fig 8: Different Hypervapotron configurations considered by Z.wang etal [35] 

For their analysis they used ANSYS-FLUENT, writing their own UDF for the boiling 

model to define the mass transfer between liquid and vapor phase, and he concluded his paper 

saying that best fin design is the triangle against the flow direction design.  
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Though many authors have tried to see the Hypervapotron effect using different 

computational tools and boiling models, the final results are mostly confined to the single phase 

and nucleate boiling regime, none of them try to elaborate the applicability of model beyond the 

nucleate boiling regime using their simulations. 

1.5. Objectives of the work 

The objectives of the present work are, to test the suitability and accuracy of various 

boiling models available in commercial CFD codes for predicting the Hypervapotron thermal 

performance, and compare the results obtained by running the simulations (with the boiling 

models) whenever possible. 

So far authors have tried to cover the boiling regimes up to nucleate boiling, here we 

have also tried to validate our results both qualitatively (in terms of following the characteristic 

nature of the experimental data) and quantitatively (in terms of getting simulated results closer to 

the experimental data) extending on to hard boiling region (it refers to the violent, noisy boiling 

that occurs at high heat fluxes, often corresponding to a drop in heat transfer efficiency [20, 36]). 

Apart from the work which is done on Hypervapotron, I have also worked on the 

Computation of JT60SA temperature margin using 4C code (Cryogenic Circuit Conductor and 

Coil code); the details of this work can be found in appendix A. During this project I tried to 

understand the physics of superconducting magnets, the thermal hydraulic aspects that are 

relevant to the coils and physics behind calculating the temperature margin. The main objective 

of this work was to estimate the temperature margin of the coil for a given heat load on the coil 

as well as structures, magnetic field  maps on coils and inlet conditions for the coil. 
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2. Experimental data 
In this section, the experimental data used for testing the boiling models for estimating 

the thermal performance of Hypervapotron are discussed. The data were acquired from 

experiments conducted at two different places. 

The first data set comes from Efremov institute (Russia), which hosts the Tsefey e-beam 

testing facility [37, 38], the experiments were conducted on two different configurations, Flat 

channel and Hypervapotron respectively. The experiments were conducted to define the critical 

heat fluxes for a range of possible flow parameters. 

The second data set is acquired from experiments conducted at JET [10] involving 

Hypervapotrons with different cavity shapes, range of heat fluxes and inlet conditions.  

2.1. Efremov Institute data set 

2.1.1. Mockup geometry 

 

Fig 9:  3D sketch of the experimental test section geometry (the dark region on the top marks the 

heated surface, all dimensions are in mm). 

The mockup used for conducting the experiments on both Flat channel and 

Hypervapotron is shown in figure 9. In the experimental apparatus the entrance and exit ducts are 

orthogonal to the fluid flow in the main channel. This provides a sharp change in direction of the 

Heated section 
CuCrZr 

Steel 
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flow field which helps increasing turbulence. The length of the heated section spans over 100 

mm, which is shown as the dark region in figure 9, along with the direction of the fluid flow 

(blue arrow). To measure the temperature in the mockup, a set of thermocouples is inserted 1.5 

mm below the heated surface and 10, 70, 80 and 90 mm from the starting of heated surface (in 

the mockup actually 6 thermocouples were inserted but among them only 4 are 

reliable/available). Surface heat loading was provided by scanned e-beam and a mask [38]. The 

heat flux was measured calorimetrically by taking into account fixed loading area, measured 

water flow rate and water inlet/outlet thermocouples difference. The mock up is a composite of 

CuCrZr and steel [38].   

 

(a) 

 

(b) 

Fig 10: (a) Flat channel cross section (b) Cross (top) and longitudinal (bottom) sections of 

the Hypervapotron channel. 
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Two different cross-sections are used to do the experiments conducted at Efremov, the 

first is a Flat channel and the second is Hypervapotron. Figure 10 shows the cross-section of the 

Flat channel, cross and lateral sections of the Hypervapotron, along with their dimensions. The 

inlet temperature is maintained about 125±5 C, and the pressure is maintained about 2 Mpa, 

corresponding to a sub cooling of the order of ~ 90 C. 

2.1.2. Flat Channel 

An example of the experimental data given for Flat channel is shown in figure 11, for 1 

m/s inlet velocity and 2 MW/m
2
 heat flux. On y-axis to the left we have temperature at the 

location of thermocouples, on the right we have temperature measured at inlet and outlet and on 

the x-axis the time duration is shown for which the experiment was undergone. So the plot shows 

the temperature time evolution at the thermocouple and inlet/outlet locations.  

Figure 12 shows the variation of temperature at thermocouple locations, inlet and outlet 

with time for 1 m/s inlet velocity and 4 MW/m
2
 heat flux, which is described as CHF limit for 

this case. 

 

Fig 11: The temperature evolution as a function of time at different thermocouple 

locations (inlet velocity 1 m/s and heat flux 2 MW/m
2
) 
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Fig 12: The temperature evolution as a function of time at different thermocouple locations , 

showing the instability in the surface temperature due to occurrence of CHF (inlet velocity 1 m/s 

and heat flux 4 MW/m
2
) 

From figure 11 it can be observed that for this particular inlet conditions and heat flux the 

experiment was conducted for 400 sec. Once the initial ramp-up period is over it can be observed 

from figure 11 that, for the remaining period of time before the ramp-down the device is almost 

in a steady state condition, so it is decided to take a single value for each thermocouple. This is 

achieved by averaging the data of each thermocouple measurement with respect to time, for 

example in figure 11 the data are averaged from 1050 sec to 1140 sec so that a single value can 

be used to characterize the record of each thermocouple during that period. Figure 13 shows the 

data obtained by following the similar strategy for all the available heat fluxes and inlet 

conditions. This data is used for comparison with the simulations performed in this thesis. 

The data from the experiments also show the stochastic nature of the CHF as shown in 

figure 12. Where for 4 MW/m
2
 heat flux, the instability is obtained due to the quickly growing 

vapor film causing a rapid increase in the temperature of the surface (which is shown in the 

figure 12 by the recorded thermocouple response), within few seconds from the start of the 

heating phase, without going to steady state. A similar behavior of temperature excursion for 

CHF conditions is observed for all inlet velocities. 
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13 (c) 

Fig 13: Flat channel data, for (a) 1m/s inlet velocity, (b) 2 m/s inlet velocity, (c) 4 m/s 

inlet velocity at different heat fluxes. 

 It can be observed from figure 13 that, for higher heat fluxes, temperature at the end of 

the heated section (heated section goes from 0.05 m to 0.15 m) increases. This behavior is 

observed in all the cases with different inlet velocities and high heat fluxes. 

2.1.3. Hypervapotron 

An example of the experimental data given for Hypervapotron is shown in figure 14, for 

1 m/s inlet velocity and 3 MW/m
2
 heat flux, where the plot shows the variation of temperature at 

thermocouple locations (on the left of y-axis) and inlet and outlet (on the right of y-axis) with 

respect to time. Figure 15 shows the variation of temperatures at thermocouple locations, inlet 

and outlet with time for 1 m/s inlet velocity and 6 MW/m
2
 heat flux, which is described as CHF 

limit for this case. The same method used for the Flat channel to average the thermocouple 

temperature over time is also applied to these data. The final temperatures used to compare with 

the simulated data are shown in figure 16. 
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Fig 14: Temperature evolution as a function of time at different thermocouple locations (inlet 

velocity 1 m/s and heat flux 3 MW/m
2
) 

 

Fig 15: Temperature evolution as a function of time at different thermocouple locations , 

showing the instability in the surface temperature due to occurrence of CHF (inlet 

velocity 1 m/s and heat flux 6 MW/m
2
) 
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16 (a) 

 

16 (b) 

Fig 16: Hypervapotron data for (a) 1m/s inlet velocity (b) 2 m/s inlet velocity 
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From figure 16 it can be observed that the experimental data for Hypervapotron show a 

behavior different from that of the Flat channel. This behavior of Hypervapotron data (the 

temperature at second thermocouple to be higher than that of the other thermocouples), might be 

caused due to the positioning of the thermocouples relative to the teeth groove/tip pattern.    

2.2. JET data 

In the recent past several experiments were conducted at JET, where Hypervapotron was 

used to cool the Neutral Beam Injectors (NBI) and the Divertor. In this section the experimental 

data used by Joseph Milnes [19] for his thesis are briefly described. Since the data used in this 

thesis obtained from JET are similar to what was used by J.Milnes, the outcome of the simulated 

results can be directly compared with his work [Chapter 4 section 4.2.2.2.3]. The experimental 

data used by J.Milnes are described in detail in [36, 39- 41], in addition to Milnes PhD thesis 

itself [19]. 

Table 1 lists the different cavity shape and cavity sizes, together with the location of the 

thermocouples used in the experiments. The different shapes mentioned are shown in figure 17. 

Table 1: Summary of Hypervapotron validation cases [19] 
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Fig 17: Hypervapotron cross-sections for a) Boxscraper, b) Div 4×3, c) Div6×6 and d) 

MkI respectively [19]. 

2.2.1. Boxscraper 

Boxscraper is the most loaded component among all beam line elements used in JET 

Neutral Injector Boxes [41]. Ciric in his experiments tried to test 3 Hypervapotron elements, the 

first one, figure l8 (a), has standard JET Hypervapotron geometry. The second element as shown 

in figure l8 (b), has reduced front face thickness and reduced fin height, the third element, figure 

l8(c), is a full size prototype for the new Boxscraper. An additional, 1.5 mm wide, slot was 

machined on one half of the prototype Hypervapotron as an attempt to improve cooling of the 

central web [41].  

 

Fig 18 : Cross-sections of' tested elements: a) standard JET Hypervapotron, b) new Box Scraper 

Hypervupotron und c) Box Scraper element prototype [41]. 
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The material used for the construction of the Hypervapotrons is CuCrZr, and it is also 

mentioned in the paper [41] that the front wall surface temperature should be below 450 C due to 

strength limitation of the CuCrZr material. Figure 19 shows the maximum surface temperature 

rise (with respect to inlet temperature), as a function of power density, for various water flow 

velocities for the prototype element (figure 18 (c)). The data are very interesting as they cover a 

wide range of inlet velocities and heat fluxes, spanning different boiling regimes. 

 

Fig 19: Boxscraper data showing the variation of the surface temperature with respect to the 

applied surface power density [19, 41]  

2.2.2. MkI 

MkI Hypervapotron tests report were presented by Altman et al [39] where the 

application of Hypervapotron is considered for JET NBI test bed. Figure 20 shows the typical 

Hypervapotron geometry along with the dimensions [39]. Figure 21 shows experimental data on 

the temperature variation with the heat flux collected during the experimental campaigns.  
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Fig 20: The modified MkI Hypervapotron with central slot [39] 

 

Fig 21: Variation of temperature with power density for the modified MkI Hypervapotron [39] 
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2.2.3. Div 4×3 and Div 6×6 

The data for Div 4×3 and Div 6×6 comes from JET Divisional Notes [36, 40]. These 

reports are aimed at the potential application of Hypervapotrons for the JET Divertor.  

Figure 22 shows the geometries tested by Falter et al [36],  

 

Fig 22: Hypervapotron designs tested by Falter et al [39]  

 

Fig 23: Div 6×6mm experimental data used in this thesis [19] 
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Figure 23 shows experimental data for case a) in figure 22 for Div 6×6, where data are 

plotted for surface temperature rise against the surface heat flux for the upstream and 

downstream elements (In the experimental apparatus there are two hypervapotron elements 

through which the coolant flows in series).  

Massmann [40] subsequently performed a similar set of tests but these were restricted to 

a single geometry, specifically based on a 4mm fin and 3mm channel (It is called Div 4×3). 

Figure 24 shows the experimental data for Div 4×3 geometry, where for the data plotted 

represent the surface temperature rise against the surface heat flux for different inlet conditions. 

 

Fig 24: Div 4×3mm experimental used in this thesis [19] 

The data collected from J. Milnes (which itself is taken from JET experiments), and used 

in this thesis show the appearance of three different boiling regions. For example see figure 25 

where the data for Div 4×3 mm are discussed. 

The experimental data can be divided into three regimes the first regime where the slope 

of the boiling curve is constant denotes no boiling (~till 6MW/m
2
 for inlet velocity of 7.89 m/s) 

where heat transfer occurs only due to single phase forced convection flow. As we increase the 

heat flux the slope of the curve decreases (which is due to increase in the heat transfer coefficient 

due to nucleate boiling) and soft boiling starts (in the range 6-15 MW/m
2
). If we further increase 
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the heat flux hard boiling region starts ( approx. >15 MW/m2) where we again observe change in 

slope ( increase in slope) due to more bubble formation and possibility of vapor blanketing, 

causing reduced heat transfer coefficient [36].  

 

Fig 25: Experimental data of Div 4×3 mm showing different boiling regimes (the transition 

between different regimes is located for the case Vin = 7.89 m/s). 

In a nutshell whenever there is a change in the boiling regime we always observe a 

change in slope in the experimental data, which is the qualitative feature of the inherent physics.  

 

 

 

 

 

Single phase flow 

Soft boiling 

Hard boiling 
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3. Models Description 
To solve the flow problem numerically in either single phase or multiphase, first of all we 

need the governing equations which have the inherent physics embedded in them. The problem 

being dealt with in this thesis includes complex physics such as turbulence and subcooled 

boiling, so along with solving the equations of mass, momentum, and energy we also need some 

sub models to represent turbulence and near wall sub cooled boiling.  

This chapter briefly describes the governing equations used for solving the fluid flow, 

both in single phase and multiphase flow and then the turbulence and boiling submodels used are 

described.   

3.1. Introduction 

There is a bunch of CFD codes available, both free and commercial [42], though not all 

of them have the capabilities of solving multiphase flow problems including subcooled boiling. 

Among the available softwares, some are fairly established and have been extensively validated, 

such as ANSYS-CFX, ANSYS-FLUENT, STARCD and STARCCM+. 

In chapter 1 it was discussed that the authors in the recent past have used several tools to 

do the subcooled boiling modeling of Hypervapotron. For this thesis two such tools are used, 

namely ANSYS-FLUENT 13 [43] and STAR-CCM+7.02 [44], and using these tools 4 boiling 

models are tested,  

1. Rensselaer Polytechnic Institute model (RPI model) using ANSYS FLUENT 13 

2. Bergles and Rohsenow model (BR model), developed as an UDF in ANSYS FLUENT 

3. Rohsenow boiling model using STARCCM+ 7.02 

4. Transition boiling model using STARCCM+ 7.02 

 

ANSYS [45] is a fairly established commercial tool solving problems related to multi-

physics, Electromagnetics, Fluid dynamics and structural mechanics. ANSYS has two different 

widely used fluid dynamic analysis tools: ANSYS-FLUENT [43] and ANSYS-CFX [46]. Both 

of these have the capability of solving multiphase flows including subcooled boiling, but among 

these ANSYS-FLUENT-13 beta is chosen for our two phase flow analysis because it contains 

RPI model for solving nucleate boiling and it includes a Critical Heat flux Model to simulate the 

heat transfer near the critical heat flux region [47]. 
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STAR-CCM+ has different boiling models implemented for a complete two phase flow 

analysis. The first one is the Rohsenow boiling model [4] and the second is Transition boiling 

model [4]. Both these models are capable of solving nucleate as well as hard boiling regions. The 

Transition boiling model is an improved version of the Rohsenow one. To tackle the regimes of 

boiling after nucleate boiling Rohsenow and Transition boiling model adopts different strategies 

which can be found in [4]. 

We implemented the BR model as an UDF in the commercial code ANSYS-FLUENT, 

and used it to test its applicability to the Hypervapotron, details about this model are given in 

section 3.3.2. Being a single phase model, it can potentially allow saving a substantial amount of 

CPU time, if compared to multiphase models, provided it is employed inside its applicability 

limits. 

In this thesis the Eulerian approach is followed (RPI, Rohsenow, Transition boiling 

models), though alternative approaches exist, for details the reader is encouraged to consult the 

literature [4, 47- 52]. In the following sections the details of the equations solved are provided. 

3.2. Governing Equations  

3.2.1. Single phase flow  

The governing equations to solve single phase fluid flow are shown below, which are 

partial differential equations that represent conservation of mass momentum and energy.  

Conservation of mass 

  0



V

t





         3.1 

Where V


is velocity vector and   is density. 

Conservation of momentum 
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Where p is the static pressure, g


 is the gravitational vector,  is the stress tensor  
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Conservation of energy 
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    3.3 

Where h is specific enthalpy, hS is source of enthalpy and 
tk  is thermal conductivity. 

3.2.2. Multiphase flow 

In this section the multiphase approach used for this thesis are discussed. To solve the 

governing equations for mass, momentum and energy two different numerical models are used 

where, the first model is ‘The Eulerian Model’ (Inhomogeneous Multiphase flow model) as in 

ANSYS-FLUENT [47] and the second is ‘Volume Of Fluid (VOF) model’ (Homogeneous 

Multiphase flow model) as in STAR-CCM+ [4].  

3.2.2.1. The Eulerian Model 

This model was used to perform boiling simulations using the commercial CFD code 

ANSYS FLUENT. This is a very complex model and solves the full set of momentum and 

continuity equation for each phase, with a single pressure shared by all phases. The different 

fluids interact via interphase transfer terms. For example, two phases may have separate velocity 

and temperature fields, but there will be a tendency for these to come to equilibrium through 

interphase drag and heat transfer terms. The governing equations which are solved in this model 

are shown below along with the interphase exchange terms [53], 

Conservation of mass 
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Where qV is the velocity vector, q is the density and q is the volume fraction of phase  , 

pqm denotes the mass transfer from phase p to q. 

Conservation of momentum 
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Here p is the pressure shared by all phases q is q
th

 phase stress tensor, pqR is the interfacial 

drag force, qvmqliftq FandFF ,,   ,  are external body force, lift force (acts on bubbles mainly due to 

velocity gradients in primary phase flow field [47]) and virtual mass force (force exerted by the 

inertia of the primary phase mass encountered by the accelerating bubbles [47])  respectively, 

pqV is interphase velocity: if pqm >0 then ppq VV  , similarly if 0qpm then qqp VV  . 

Conservation of energy 
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Here 
qh denotes specific enthalpy of q

th
 phase qq is heat flux, qS  is source term, pqQ is 

intensity of heat exchange and pqh is the difference in the formation enthalpies of phases p and 

q. 

Finally the sum of all volume fractions must be equal to 1 
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The following are the are restrictions on interfacial mass momentum and energy exchange terms 

The rate of vapor formation per unit time is given by 
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The subscript l, v, sat stands for liquid vapor and saturation states respectively, 
plC is specific heat 

of liquid, lsh is liquid side interfacial heat transfer coefficient, which is calculated using Ranz-

Marshall coefficient [47] 
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And the interfacial area density is given by   bvsvi DA   16    3.11 

Here sv is min ( v , 0.25), 
lk is liquid thermal conductivity, vsh =105 W/m3/K which is vapor 

side interfacial heat transfer coefficient, which comes from the assumption that vapor 

temperature is close to saturation temperature and "

Eq is the evaporative heat flux. 

L is the latent heat per unit mass, wA is the interfacial area density at the wall surface and bD is 

bubble diameter.  

bvlvlvldpq DVVVVCR
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Where the drag coefficient is determined by choosing the minimum of viscous regime and 

distorted regime (which is characterized by a vortex system developing behind the bubble, where 

the vortex departure creates a large wake region distorting the bubble itself and the following 

bubbles [54]):  vis
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The lift force acting on the secondary phase ‘p’ due to the primary phase ‘q’ can be calculated 

using the formula 

   qpqpqlqlift VVVCF


 ,        3.14  

Here lC is the lift coefficient 

The lift coefficient is calculated following Moraga et al [55] 
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Here vb ReRe and 
l

vlb

b

VVD






Re which is bubble Reynolds number and 

vRe which is bubble shear Reynolds number is given by 
l
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v
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3.2.2.2. Volume of Fluid model 

This model was used to perform boiling simulations with the commercial CFD code 

STAR-CCM+, the VOF model could track the interface between two phases and it has been used 

widely in analyzing various two phase flow systems. In this model the governing equations are 

solved using the volume fraction in each cell. The equations solved in this model are given 

below  

Continuity equation for volume fraction 
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Here S is mass source term. 

Momentum equation 
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Where V


is a mass averaged velocity 
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Energy equation 
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Here Enthalpy and Temperature are also mass averaged variables 
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The above shown governing equations are solved for vapor, water and for inter 

interfaces, using the following mixture density and viscosity and other physical properties shown 

in 3.20 [56]. 
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3.3. Boiling models 

There are several correlations proposed by many authors [57- 62] in the past to depict 

boiling, and the reader is encouraged to visit the relevant references for an exhaustive list and 

analysis. In this section the boiling models used for predicting the Hypervapotron thermal 

performance in this thesis are explained in detail. 

3.3.1. RPI model 

This model was developed by Kurul and Podowski [62]; according to this model the wall 

heat flux is partitioned as  

heatfluxeevoporativq

heatfluxquenchingq

heatfluxconvectiveliquidq
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Quenching heat flux is transferred to liquid when subcooled liquid fills the space near the heated 

wall vacated by a departing bubble.  

The wall surface is divided in a fraction Ω, covered by nucleating bubbles and (1- Ω) covered by 

liquid. The formula for calculating the convective heat flux is given below 

)1).(.("  lwlwL TThq         3.22 

Where lwh  is single phase heat transfer coefficient, the quenching heat flux can be calculated as 
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Bubble departure frequency is given as  
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Evaporative heat flux is calculated as  

heatlatent L

density site nucleation n

diameter departure bubble
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Where          

8.1).(200 satw TTn           3.26 

3.3.2. BR model 

This model was developed by Bergles and Rohsenow [3]. They suggested that subcooled 

boiling heat transfer may be described by: 

2
1

2

0

2 ))(( qqqq FDBFCtotal          3.27 

where FCq  and FDBq  are the forced convection and fully developed boiling heat flux, and 0q  

is the flux at the onset of nucleate boiling. The boiling curve predicted by figure 26 merges 

smoothly with the forced convection curve for 0qqFDB  , and approximates accurately the 

fully developed curve for 0, qqq FCFDB  . FCq  is given by the single-phase wall heat 

transfer model for which we used the  Dittus-Boelter equation  

4.08.0 PrRe023.0Nu          3.28 
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Where Nu is the Nusselt number, and Re and Pr  are the Reynolds and Prandtl number, 

respectively. 

   

Fig. 26:  Forced convection (dashed), onset of nucleate boiling (dotted), fully developed boiling 

(dash-dotted) heat fluxes, together with the BR merging (solid). Data are for the operating 

pressure of 20 bar. 

FDBq  is given by                      

3))(( ssatwFDB CTTq          3.29 

where Cs is a free parameter. In principle, also the exponent in above equation must be input by 

the user. However, the value 3 is strongly recommended [3]. 

0q  is given by the following formula, 
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Where kl is the liquid thermal conductivity, hfg is the latent heat of vaporization, σ is the liquid 

surface tension, Tw,o , is the wall temperature at onset of nucleate boiling, a discussion about this 

can be found in [32]. 

Forced convection (FC) 

FC+ FDB merging 

Fully Developed Boiling (FDB) 

Onset of 

nucleate 

 boiling 
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3.3.3. Rohsenow model 

This model is implemented in the commercial CFD code STARCCM+, in this model a 

correlation proposed by Rohsenow [58] is used for nucleate boiling regime and a film boiling 

model [4] is also integrated into the Rohsenow implementation. This film boiling model will not 

turn on until the volume fraction of vapor exceeds a particular value of αfb which is one of the 

user input parameter. 

The following formula shows the wall heat flux due to boiling given by Rohsenow 
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where µl is the liquid viscosity, Cpl the liquid specific heat, hlat the latent heat,  Prl  the liquid 

Prandtl number, ρl(v) the liquid (vapor) density, Tw(sat) the wall (saturation) temperature, σ the 

surface tension, g gravity acceleration, np is the Prandtl number exponent and Cqw a constant  

dependent on the liquid/surface combination. The vapor mass generation rate is given by 
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where Cew is the heat flux fraction used to create vapor bubbles. The rate of evaporation and 

condensation is calculated using the formula 
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where CHTCxArea (W/m
3
K ) is the HTC between a bubble and the surrounding liquid times the 

contact area per unit volume, and T is the temperature of the mixture.             

The film boiling model, used in a combination with the VOF multiphase model, assumes 

that the film thickness is resolved in one or more cells (one or more cells close to the heated wall 

are occupied by the vapor); in which case the expressions for the wall heat flux are the same as 

in the case of single phase flows. As this model is implemented using VOF approach, the same is 

used to track the liquid vapor interface in the film boiling regime. Switching between nucleate 

and film boiling is tuned by a critical value of the vapor fraction, called αfb.  

An additional tunable parameter is the turbulent Schmidt number Sct, the ratio of eddy 

viscosity to eddy mass diffusivity [4]. Overall, there are six user provided input parameters. All 
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these parameters have to be tuned for a particular geometry based on the available experimental 

data. 

If the Rohsenow correlation is applied outside its range of applicability (for example, to 

the film boiling regime), unrealistically high heat fluxes could result, with fluid temperatures 

becoming higher than the near wall temperature. This behavior stems from the fact that the 

Rohsenow correlation does not depend on the fluid temperature; heat will enter the domain 

irrespective of the fluid temperature. To prevent this condition, the heat flux calculated by the 

correlation is multiplied by: 
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where T is fluid temperature near heated wall. 

3.3.4 Transition boiling model 

This model also exists in the commercial CFD code STARCCM+. The model is based on 

the VOF approach and has added the necessary capabilities to deal with simulation of boiling in 

the most practical and reliable form. The nucleate boiling regime in the transition model is more 

general than the Rohsenow model. While the Rohsenow correlation is restricted to be 

proportional to ΔT^3.03 in the nucleate boiling regime the transition model allows for the user to 

specify the power k1 in the expression ΔT^k1.  

This model adopts different correlation for the 3 regions shown in figure 27, trying to 

accurately capture the nucleate and the 2 transition regions: 

Referring to the figure 27, the correlations in the 3 regions are as follows: 
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Fig 27: Heat flux vs Excess temperature [4] 

Where maxq ,k1,k2, ΔT1, ΔT2, are constants in the model which are all positive, ΔT2 should be 

always greater than ΔT1 , and S allows the user to scale maxq  up or down for a given boundary. 

 is set equal to 0.75. All these constants are application specific and have to be tuned for a 

particular geometry based on the available experimental data. 

In this model, the total heat flux at the wall is a sum of the heat fluxes due to boiling, 

convection and thermal radiation. In the above equations, maxq  is the maximum of the boiling 

heat flux component and it is not the critical heat flux which is a maximum of the total heat flux. 

The effect of radiation heat transfer is most commonly not modeled directly but included in the 

boiling model constants. The boiling heat flux contribution to the total heat flux is considered to 

be zero when there is no liquid to boil in any cell adjacent to the wall. The remaining correlations 

adopted are the same as that of the Rohsenow boiling model. 

3.4. Turbulence model 

Turbulence modeling is necessary because it is difficult to afford big enough computers 

to directly capture every scale of motion. And it is always required to find a steady-state solution 

(with all the unsteady fluctuations averaged out) rather than a detailed time-accurate one that 

captures every little vortex. As a result, there are unsteady turbulent motions affecting the flow 

that cannot be resolved directly; they must therefore be modeled. In some cases, the turbulence 
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model used can have a huge effect on the results that are obtained using CFD, this kind of 

disparity in solution obtained is largely due to the fact that no model is right all the time; they all 

have their limitations. Because of this, there are dozens of variations available, and more are 

being developed all the time. At the end the choice comes down to two methods currently 

available within most CFD solvers: 

1. Reynolds Averaged Navier Stokes (RANS) 

2. Large Eddy Simulations (LES) 

There are several methods within these categories, they are further broken down by the number 

of additional transport equations which one must solve in order to compute the model 

contributions [4, 47 and 63]. The ultimate objective of this study is to use the CFD model for 

predicting the thermal performance of Hypervapotron, the field of turbulence is in itself very 

large and cumbersome, which is out of the scope of this thesis to test all the available models and 

fine tune them for the specific geometry. So after sorting out the literature [4, 27-33, 47, 63-65], 

it is found that RANS approach is good enough because these are the models that are used for 

most production applications. In specific for this thesis an improvement of K-Epsilon model 

called the Realizable K-Epsilon Model is used.  

The realizable K-Epsilon Model was developed by Shish et al [4], this model contains a new 

transport equation for the turbulent dissipation rate, the realizable K-Epsilon model is 

substantially better than the standard K-Epsilon model for many applications, and can generally 

be relied upon to give answers that are at least as accurate [4]. 

In this model the turbulent kinetic energy k and turbulent dissipation rate   are calculated using 

the following formulas 

Equation for calculating turbulent kinetic energy 
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Equation for calculating turbulent dissipation rate 
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where kS  and S  are the user-specified source terms,  

The turbulent production is calculated as   
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The Buoyancy production is calculated as 
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The Compressibility Modification is given by 
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The turbulent viscosity is given by  
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Here Cµ is no longer constant as with the standard K-Epsilon model.  



 k
UAA

C

s

(*)

0

1




         3.44 

 

2.1

0.1

9.1C

5
,43.0maxC

constants model

0.4

6cos
3

1

cos6

::

2

1

0

3

(*)




















































k

kijkij

s

Sk

A

S

sss
W

Wa

A

wwssU

 

In STARCCM+ it is suggested that for this turbulence model the high y+ wall treatment 

(High Wall Treatment is essentially the classic wall-function approach [63] , where wall shear 

stress, turbulent production and turbulent dissipation are all derived from equilibrium turbulent 

boundary layer theory) is suitable, and it restricts the wall-cell centroid to be situated in the 

logarithmic region of the boundary layer (y+ >30 ), it is unlikely that significant error will result 

from y+ values as low as 12 [4]. So this recommendation is followed in all the mesh generations 

that were performed for this thesis. 
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4. Computational results and   

comparison with experiments 
The main objective of this chapter is to present the computational results obtained by 

running the simulations on both Flat Channel and Hypervapotron geometry, and then compare 

them with the available experimental data base. The operating regimes of interest cover single 

phase, nucleate and hard boiling regions. 

As explained in chapter 2, the experiments conducted at Efremov includes also data on 

Flat channel, so before running the simulations on Hypervapotron some tests were conducted on 

Flat channel geometry which helps to test the boiling models on a simple geometry and then use 

them on the more complex Hypervapotron setup. The transition boiling model is the model 

which is applied only to the Hypervapotron geometry. 

The problem comes when we have to set the free parameters in the model [for details-

chapter 3, sections 3.3.3, 3.3.4], and try to match the available experimental data with the 

computer simulations for all the inlet conditions and heat fluxes, the parameters should be 

optimized in such a way that it can be reasonably applied to all cavity shapes with minimum 

error. 

4.1 Flat Channel 

In the following sections the results obtained using different boiling models on the Flat 

channel geometry are presented. We will first discuss the grid selection procedure and then the 

obtained results. 

4.1.1 Grid generation and selection 

A typical grid used for performing the simulations for this geometry, a non uniform 

structured hexahedral mesh, is shown in figure 28. For the Flat channel geometry, a number of 

hexahedral non uniform meshes created with the commercial mesh generator GAMBIT, all 

ranging from 0.3 to 1.7 Mcells. We found that the relative variation of the computed temperature 

(at the location of thermocouples) is ~12% (using the inlet subcooling as the reference value) 

when the mesh size varied from 0.3 to 1.0 Mcells. This variation was reduced to ~2% when the 

mesh size went from 1 to 1.7 Mcells. Then, ~1 Mcells are a good compromise between 
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reasonable grid-independence of the solution and computational cost. This size of the mesh is 

also comparable to that chosen in previously published works on the same subject [29, 32]. 

 
Fig 28: Mesh used for most of the computations for Flat channel. 

 

4.1.2 RPI Model 

As explained in chapter 3 this boiling model is combined with the Eulerian approach to 

solve boiling problems. In section 3.2.2.1 the governing equations are discussed, along with the 

detailed set of relation for evaluating the interfacial transfer terms, in section 3.3.1 the details of 

the boiling model are presented.  

Table 2 shows the other key settings used to perform the simulation, these settings are 

used to perform the simulations on the Flat channel geometry by using ANSYS FLUENT; the 

following strategy is adopted in order to get the solution faster   

 First of all the computational domain is reduced; this is done by taking advantage of the 

symmetry in the geometry of the mockup along an axis parallel to the flow, which 

immediately reduces volume to be meshed to half of the original mockup. 

 Secondly, to improve the convergence behavior an initial solution is computed by setting 

up an Eulerian model with above mentioned settings, but not solving the volume fraction 

equation(as suggested by ANSYS user guide). Once an initial solution is obtained the 

volume fraction equation is turned on and the full simulation is performed.  
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Table 2: Settings used to perform simulations using RPI model 

Setting Modeling choice 

Inlet velocity profile Uniform 

Inlet temperature profile Uniform 

Inlet volume fraction 1e-15 

Solver Pressure based 

Primary phase liquid 

Secondary phase Vapor 

Gravity Included 

Turbulence model Realizable k-ε, (mixture model) 

Wall boiling model RPI model 

Wall heat flux Constant 

Turbulent drift force Included 

Vapor bubble diameter Sauter-mean 

Drag Ishii 

Lift Moraga 

Interfacial heat transfer coefficient Ranz-Marshall 

Virtual mass force Included 

Inlet boundary condition Velocity inlet 



46 
 

Outlet boundary condition Pressure outlet 

Boundary condition for turbulent 

kinetic energy (inlet & outlet) 

Constant 

Boundary condition for turbulent 

dissipation rate (inlet & outlet) 

Constant 

 

The mesh shown in figure 28 was imported in FLUENT; the proper settings have been 

applied as discussed above. The first simulations are done using an inlet velocity of 2 m/s and 

heat flux of 1 MW/m
2
 (corresponding to a non-boiling case, as vapor formation is not observed 

from the simulations performed), the results obtained for the above inlet conditions are shown in 

figure 29. 

 

Fig 29: Comparison of temperatures simulated (solid), experimental (symbol) for input 

power of 1 MW/m
2
 and inlet velocity 2m/s. 

 From the figure 29 it can be observed that for non boiling conditions this model was able 

to match the experimental data, with relative error < 5%. When the input heat flux was increased, 

it was found that whenever there was formation of vapor the model started diverging. In order to 

investigate the cause several tests were conducted, by changing the model user-defined constants 
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and the numerical relaxation parameters in the model, but the simulation never converged. The 

issue of robustness of the RPI model for one-side heated square ducts is now under investigation 

at ANSYS. As far as this thesis is concerned, this model was dropped at this point. 

4.1.3 BR model 

The details about this boiling model, which is coupled with a single-phase flow 

description, are explained in chapter 3, section 3.3.2. To predict the boiling phenomenon it uses 

an adhoc prescription of heat transfer coefficient due to subcooled boiling.  

We implemented this model in the commercial CFD code FLUENT in the form of a User 

Defined Function. FLUENT adopts a law-of-the-wall for the near wall temperature profile T
*  

as 

shown in the following equation 4.1 
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   4.1 

where the subscript “p” means that the corresponding quantity is evaluated at the center of the 

near-wall cell. U is the flow velocity, ĸ is the von Karman constant (ĸ = 0.4187), E is an 

empirical constant (E = 9.793) and P is defined in [66]. The dimensionless distance y
*
 is defined 

in [47]. It serves the purpose of extending the wall function applicability to non-equilibrium 

boundary layers. In the case of slowly varying flow properties, as the one we are interested in, 

we have y
* 

= y
+
. The critical value y

*
T corresponds to the intersection of the linear and 

logarithmic layers.  

Prt is the energy Prandtl number, which we used to tune the model as follows:  Prt was 

first optimized to match the flat-channel experimental data for a reference case (Vin = 2 m/s, Q = 

1 MW/m
2
), and later Cs (section 3.3.2, equation 3.29) was tuned for Vin = 2 m/s, Q = 2 MW/m

2
. 

This left the remaining part of the available experimental database free to validate the choice 

using fully independent information [67]. As explained above the free parameters used in the 

model are shown in table 3 
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Table 3.  Parameters in the FLUENT / BR model.  

Parameter Value 

Prt
 0.1 

Cs 8.4e-3 

The following table shows the other key settings used to perform the simulation 

Table 4: Settings used to perform simulations using BR model 

Setting Modeling choice 

Inlet velocity profile Fully developed 

Inlet temperature profile Fully developed 

Solver  Pressure based 

Gravity  Not Included  

Turbulence model  Realizable k-ε,  

Wall boiling model BR  model 

Wall heat flux  Constant  

Inlet boundary condition Velocity inlet 

Outlet boundary condition  Pressure outlet 

Boundary condition for turbulent 

kinetic energy (Inlet & outlet) 

Constant  

Boundary condition for turbulent 

dissipation rate (Inlet & outlet) 

Constant  
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The above mentioned settings are used to perform the simulations on the flat channel geometry 

by using ANSYS FLUENT; the following strategy is adopted in order to get the solution faster   

 First of all the computational domain is reduced; this is done by taking advantage of the 

symmetry in the geometry of the mockup along an axis parallel to the flow, which 

immediately reduces the number of cells to be used to half of the original mockup. 

 We imposed fully developed flow conditions. We deemed it to be acceptable because in 

the experimental apparatus the entrance and exit ducts are orthogonal to the fluid flow in 

the main channel. This provides a sharp change in direction of the flow field which helps 

increasing turbulence. Moreover, the heated region starts ~ 17 hydraulic diameters after 

the inlet section. 

Figure 30 shows the results obtained by using the BR model. For higher heat fluxes, the 

measured temperature at the end of the heated section increases. This might be due to vapor 

accumulation near the end of the heated region, producing a localized thermal resistance and 

decreasing the heat transfer coefficient.  
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30 (b) 

 

30 (c) 

Fig 30: Comparison of temperatures computed with the BR model (solid line) with the 

experimental data (symbols) for different heat fluxes.(a) Vin = 1 m/s, (b) Vin = 2 m/s and (c) Vin = 

4 m/s. 
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As we observe form the comparison in figure 30, at lower heat fluxes (eg. For 2 m/s inlet 

velocity and heat fluxes < 2 MW/m
2
) we observe there is a very good agreement between 

measured and simulated temperatures, with relative error < 8%. However, as the heat flux is 

increased the relative error also increases up to ~ 15 %. The reason for this comes from the way 

in which the model is implemented in the code: it only accounts for the increase in heat transfer 

coefficient due to subcooled boiling and solves single phase flow equations, but does not account 

for the vapor formation. This fact is directly visible in the profiles: as we go to the end of heated 

region the profile is not following the path shown by the experimental data. So this model 

applicability is limited to low-to-moderate heat fluxes. 

4.1.4 Rohsenow model 

As explained in chapter 3, this boiling model is coupled with the Eulerian in the volume 

of fluid (VOF) variation, to track the fluid-fluid interface, see also section 3.2.2.2 for the 

governing equations. In section 3.3.3 the details of the boiling model are presented. We also 

discussed that there are 6 free parameters in the model which have to be tuned for a particular 

application. In [29] Youchison did a similar task using STARCCM+; he mentioned that the six 

parameters in the boiling formalism are tuned in such a way that he obtained good agreement 

with data from high heat flux tests conducted at the Efremov Institute and at Sandia’s Plasma 

Materials Test Facility on mock-ups with an open rectangular channel and on a Hypervapotron 

mock-up under a multitude of flow and heating flux conditions 

The parameters from his data are given in table 5,  

Table 5:  Free parameters in the Rohsenow model, as determined by Youchison [29]. 

Parameter Value 

Cqw  0.01  

Cew  0.01  

HTCxArea  5e6  

alpha  0.3  

np  1  

Sct  0.5  

 

The following table shows the other key settings used to perform the simulation 
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Table 6: Settings used to perform simulations using Rohsenow model 

Setting Modeling choice 

Inlet velocity profile Fully developed 

Inlet temperature profile Fully developed 

Solver  Pressure based 

Gravity  Included  

Surface tension Included  

Turbulence model  Realizable k-ε,  

Wall boiling model RPI model 

Wall heat flux  Constant  

Inlet volume fraction 1e-15 

Inlet boundary condition Velocity inlet 

Outlet boundary condition  Pressure outlet 

Boundary condition for turbulent kinetic 

energy (inlet & outlet) 

Constant  

Boundary condition for turbulent 

dissipation rate (inlet & outlet) 

Constant  

 

By using the above mentioned parameters simulations are performed on the flat channel 

geometry by using STARCCM+. The strategy adopted to achieve a proper numerical solution for 

BR model is also used here. 
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31 (a) 

 

31 (b) 
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31 (c) 

Fig 31: Comparison of temperatures computed with Rohsenow model (solid line) with the 

experimental data (symbols) for different heat fluxes and (a) Vin = 1 m/s, (b) Vin = 2 m/s and (c) 

Vin = 4 m/s. 

 

Fig 32: Flat channel-Rohsenow model. Vapor volume fraction, averaged over the fluid-solid 

interface on the heated side of the flat-channel, as a function of the input heat flux. Vin = 1, 2, 

and 4 m/s are considered. 
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Figure 31 shows the simulated results compared with the experimental data using the 

Rohsenow boiling model. Rohsenow model qualitatively follows the trend that is shown by the 

experiments for higher heat fluxes, which can be observed from the figure 31. The relative error 

using this model doesn’t exceed 8% at all the observed heat fluxes and inlet velocities. 

Rohsenow model behaves better than BR model in terms of reproducing the experimental data, 

for more details see section 4.1.5. Figure 32 shows comparison of averaged vapor volume 

fraction using Rohsenow model for different inlet velocities and heat fluxes; from this it can be 

figured out that the average vapor volume fraction (over the upper fluid-solid interface), is 

extremely sensitive to the applied heat flux and inlet velocity. And for a particular heat flux the 

vapor generated is less for higher velocities, as expected. 

 

Fig 33: Flat channel, Surface temperature profile (CuCrZr face), for inlet velocity of 2 m/s and 

heat flux of 4 MW/m
2
. 

 
34 (a) 

 

34 (b) 

Fig 34: vapor volume fraction profile at mid section, for inlet velocity of 2 m/s and heat flux of 4 

MW/m
2
 (a) over entire channel (b) Zoom at near the heated section 
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Figure 33 shows the surface temperature profile for inlet velocity of 2 m/s and surface 

heat flux of 4 MW/m
2
, the maximum temperature reached is ~332 C, and the peak temperature is 

found at the mid section of the mockup, near the end of the heated region. Figure 34 shows 

contours of volume fraction of vapor taken at mid section of the mockup, it can be observed from 

the figure that as we go towards the end of heated section the thickness of the vapor blanket 

increases thus increasing the surface temperature at the end and decreasing the heat transfer 

coefficient, which is evident from the experimental data discussed in section 2.1.2.  

4.1.5 Results comparison 

In this section first, the computed results obtained using BR and the Rohsenow model are 

compared and some conclusions are drawn, later the results are compared with the previous work 

done on the same topic available in the literature. 

 

Fig 35: Flat channel. Comparison of temperatures computed with the Rohsenow (solid line) and 

the BR (dash-dot line) models, with the thermocouple data (symbols) for inlet velocity = 2 m/s 

and different heat flux levels. 

Figure 35 shows results computed with the BR and the Rohsenow models against the 

experimental data. It can be observed from figure 35 that the Rohsenow model reproduces the 

shape of the peak in the temperature profiles at the end of the heated region for high heat fluxes, 

while the BR does not. In fact, at higher heat fluxes vapor accumulates near the end of the heated 

region, producing a localized thermal resistance which cannot be seen by the (single phase) BR 
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model. Thus the applicability of the BR model is limited for low to moderate heat fluxes. This 

also shows the superior capabilities of the Rohsenow model and its applicability to higher heat 

fluxes; so for studying the Hypervapotron thermal performance the Rohsenow model is 

considered as a potential candidate. 

 There were some tests conducted on the flat channel using BR model with the 

SC\TETRA code by Ying et al [32], in the article it was mentioned that their main objective is to 

validate the subcooled boiling model (BR model) in the SC/Tetra with the experimental data they 

have acquired from Sandia National Laboratories and at Efromov Institute. The error values 

found in this thesis using the simulations performed with BR model, with the geometry given by 

Efremov institute, are of the same order found in Ying et al work. 

 Youchison et al [29] conducted tests using Rohsenow model as in STAR-CCM+, with 

the experimental data they have acquired from Sandia National Laboratories and at Efromov 

Institute. The error values found in this thesis using the simulations performed with Rohsenow 

model, with the geometry given by Efremov institute, are of the same order found in Youchison 

et al work. 

4.2 Hypervapotron 

As discussed in chapter 2 the experimental data for Hypervapotron come from 2 different 

sources: the Efremov institute (Russia) and the JET tokamak (UK). The simulations performed 

over the mockups at these different laboratories will be discussed in this section, starting with the 

Russian data. 

4.2.1 Efremov institute data 

 
Fig 36: Mesh used for most of the computations for Hypervapotron. 
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The typical grid used for performing the tests on Hypervapotron is shown in figure 36. It 

is a non uniform unstructured polyhedral grid, for convenience of visualization the mesh is 

zoomed near the inlet. 

4.2.1.1 Rohsenow model 

The free parameters used to run the first simulations are given in table 5. As a starting 

point we adopted the same parameters which proved to be satisfactory for the Flat channel.  

Table 7: Settings used to perform simulations using Rohsenow model for Hypervapotron 

geometry 

Setting Modeling choice 

Inlet velocity profile Uniform  

Inlet temperature profile Uniform  

Solver  Pressure based 

Gravity  Included  

Surface tension Included  

Turbulence model  Realizable k-ε,  

Wall boiling model Rohsenow model 

Wall heat flux  Constant  

Inlet boundary condition Velocity inlet 

Outlet boundary condition  Pressure outlet 

Boundary condition for turbulent kinetic 

energy (inlet & outlet) 

Constant  

Boundary condition for turbulent 

dissipation rate (inlet & outlet) 

Constant  
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Table 7 shows the other key settings used to perform the simulation, the grid 

independence analysis for the Hypervapotron geometry was performed on the case 1 m/s (inlet 

velocity) and 4 MW/m
2 

(heat flux). Initially using a uniform grid refinement factor of 1.2, 

increasing the number of cells in all the parts of mockup (CuCrZr, Fluid and Steel, figure 36), 

later only in fluid. Figure 37 shows the variation of temperature at the location of thermocouples 

with different grid sizes, from which it can be observed that the grid independence is non 

monotonic, and after refining the grid for 4 times the characteristic cell length scale has reduced 

to 0.25 mm corresponding to number of cells in the fluid about 10 million. At this point 

unfortunately we hit the capabilities of the machines which were used for performing the 

simulations. Figure 38 shows the variation of computational time with grid size for performing 

one iteration, as can be seen it was almost taking ~ 550 sec to perform one iteration (we 

performed the simulations on a Dell PE 1900, 2 Quadcore processors Xeon X5355 (2.66 GHz) 

with 16 GB RAM). Thus it was decided to abandon the Efremov institute data and go for data 

from JET, where the geometry used was smaller by a factor 20, thus allowing us to go for further 

refinement whenever required. 

 

Fig 37: Variation of surface temperature with decreasing grid size at different thermocouple 

locations for 1 m/s inlet velocity and heat flux 4 MW/m2. 
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Fig 38: Variation of solver elapsed time per iteration with grid size for 1 m/s inlet velocity and 

heat flux 4 MW/m
2 
 

4.2.2 JET data 

The data available are for different cavity shapes, inlet velocities, and heat fluxes, as 

already explained in detail in chapter 2, section 2.2. For convenience the 4 validation cases with 

the relevant geometrical information are given in table 8 and figure 39. 

In the following section first of all the simulations results obtained by using the 

Rohsenow model are discussed, and then the results obtained by using Transition boiling model 

will be presented. The strategy followed for performing the simulations using both the models is 

given below 

 First of all the computational domain is reduced; this is done by taking advantage of the 

symmetry in the geometry of the mockup along an axis parallel to the flow, which 

immediately reduces the volume to be meshed to half of the original mockup. 

 Grid independence analysis is performed on one of the cases which are discussed above. 

In particular Div 4x3 geometry is used (see section 4.2.2.1.1). 

 Once the grid is finalized, the free parameters in the model are tuned (considering two 

cases i.e. two heat fluxes at the verge of changing boiling regime (see figure 25)) in such 

a way that the discrepancy between experimental and simulated data is <5%. 
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 For each case the flow field is solved initially only for the liquid phase, and then the 

surface heat flux is applied. 

 Once the above mentioned process is applied completely to a case, then similar grid size 

and free parameters obtained from the case are used for all the other cases to run the 

simulations. 

 Table 8:  Summary of Hypervapotron validation cases [19] 

 

 

Fig 39: Hypervapotron cross-sections for a) Boxscraper, b) Div 4×3, c) Div6×6 and d) 

MkI respectively [19]. 
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4.2.2.1 Rohsenow model 

In this section the simulated results obtained by using the Rohsenow model as in 

STARCCM+ for the 4 Hypervapotron geometries shown in table 6 are presented starting with 

DIV 4×3, then Boxscraper, then Div 6×6 and finishing with  MkI Hypervapotron. Before 

presenting anything the strategy followed for selecting the grid and fine tuning of the parameters 

is explained.  

4.2.2.1.1. Grid selection 

For selecting the proper grid a systematic grid convergence analysis is performed, using a 

grid refinement ratio of 1.2. For doing this analysis Div4×3 geometry is used, figure 40 shows 

geometry along with an example mesh used. 

In figure 40 the bottom part is the front surface which receives the heat flux, and nothing 

much happens at the back surface (the top part) where the number of cells is kept as low as 

possible to reduce the computational time. Initially the number of cells is increased in both the 

solid and fluid parts; later the number of cells is only increased in the fluid, using the refinement 

ratio 1.2.  

The convergence analysis is done for two heat fluxes at the verge of changing boiling 

physics (first one between no boiling to nucleate boiling and the second between nucleate boiling 

to hard boiling) as explained in chapter 2. The cases chosen were 5.8 MW/m
2
, 18.7 MW/m

2
, and 

inlet velocity of 11 m/s.  

 

Fig 40: Div 4×3- Mesh used for most of the computations, non uniform unstructured polyhedral 

mesh. 
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41 (a) 

 

41 (b) 

Fig 41 : Grid convergence analysis on Div 4×3 for inlet velocity 11 m/s case (a) variation of 

temperature at thermocouple location with number of cells in fluid, (b) variation of relative error 

with number of cells in fluid 
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Figure 41 shows the grid convergence analysis performed for two cases mentioned 

before, where the variation of the surface temperature at the thermocouple location is shown and 

also the relative error (which is calculated as the ratio of, the difference between the data at 

thermocouple location with the extrapolated solution calculated using Richardson extrapolation 

to the extrapolated solution [68- 70]). It is estimated from the grid convergence analysis that the 

number of cells required in the fluid is in between 0.8-1.35 million. The grid size corresponding 

to 1 million cells in fluid for Div 4×3 case is assumed to give reasonably grid independent results 

for all other cases. 

4.2.2.1.2.   Calibration of the model parameters  

As discussed in the previous section, once the final grid size is decided the next step is to 

calibrate the model free parameters. There can be several ways for doing this analysis, but for 

this thesis the following steps are followed 

1. First of all for a selected geometry and inlet conditions (Div 4×3 and 11 m/s inlet 

velocity) the two heat fluxes are chosen which are used for the convergence analysis (i.e. 

5.8 and 18.7 MW/m2 heat flux). As these two heat fluxes stand at the verge of changing 

boiling regimes, they will allow us to vary the parameters depending on the boiling 

physics independently for each one. 

2. The 5.8 MW/m
2
 heat flux is considered first, for this case the parameters are changed by 

doing educated guess based on physical considerations (e.g. the parameters that have a 

major effect on the solution for this heat flux level are Cqw, np, Sct while these parameters 

are little or not affected by the vapor formation, so mostly these three parameters are 

adjusted for this case), such that the discrepancy between the simulated and the 

experimental data is as low as possible. 

3. Once a first optimum set is obtained, repeat the procedure for the case 18 MW/m
2
 (in this 

case three parameters that are varied for 5 MW/m
2
 are kept fixed). 

4. The first proposed set of final parameters is then obtained by merging the two optima 

configuration obtained (this is relatively easy to do, because the global set of free 

parameters was effectively split in two decoupled subsets, each referring to a different 

boiling regime). 

5. A fine tuning of the parameter is done at this point, considering the Div 4×3 geometry, 11 

m/s inlet conditions, but varying the power over all the available levels.  

6. Once the first optimum set is obtained then these parameters are applied on to the other 

set of initial conditions for this same geometry i.e Div 4×3.  

7. Again the discrepancy was estimated for the new inlet conditions and then if necessary 

fine tuning of these parameters is done by varying the required parameter/s depending on 

the region where higher discrepancies are found (based on the tactics listed above). 
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8. Finally these new parameters and the old parameters (referring to parameters used in 

point 6) are averaged such that the obtained parameters give least error for all the inlet 

velocities and heat fluxes. 

9. Once the parameters for this geometry are finalized, these parameters are used to run 

simulations on the other cases (i.e. geometries) without further tuning. 

 Once the above process is completed, the next step is to do simulations on all the cases reported. 

In the following sections we give the results obtained for each case using the Rohsenow model. 

4.2.2.1.3. Div 4×3 

The geometry and the mesh used for Div 4×3 are shown in figure 40. In figure 42 the 

performance curves obtained from the experiments carried out are shown, which are used for 

comparison with simulated results. Each curve follows different boiling regimes, as we briefly 

pointed out in chapter 2. The parameters used for running the simulations after fine tuning are 

shown in the table 9, and  the settings used for performing the simulations are reported next to 

the free parameters used in the model. 

Table 9.  Free parameters used in the Rohsenow model for Hypervapotron. 

Parameter Value 

Cqw  0.01  

Cew  0.0125  

HTCxArea  1e6  

alpha  0.1  

np  0.85 

Sct  1  

 

The other key settings used to perform the simulation 
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Table 10: Settings used to perform simulations using Rohsenow model for Hypervapotron 

geometry 

Setting Modeling choice 

Inlet velocity profile Uniform  

Inlet temperature profile Uniform  

Solver  Pressure based 

Gravity  Included  

Surface tension Included  

Turbulence model  Realizable k-ε,  

Wall boiling model Rohsenow model 

Wall heat flux  Constant  

Inlet volume fraction 1e-15 

Inlet boundary condition Velocity inlet 

Outlet boundary condition  Pressure outlet 

Boundary condition for turbulent 

kinetic energy (inlet & outlet) 

Constant  

Boundary condition for turbulent 

dissipation rate (inlet & outlet) 

Constant  

 

Results obtained after running the simulations are shown in figure 43, which shows the 

comparison of experimental data with the simulation results for different inlet velocity and heat 

fluxes. 
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Fig 42: Div 4×3mm experimental data used in the CFD validation exercise [19] 

The Rohsenow model shows very good agreement with the experimental data for all 

given inlet conditions and heat fluxes. However, this model is able to show the change in slope 

only while going from no boiling to nucleate boiling conditions but not the second change in 

slope as explained in chapter 2 at the end of section 2.2.3. Quantitatively this boiling model 

shows very good agreement in all regimes but qualitatively (in terms of following the 

characteristic nature of the experimental data) it doesn’t follow the slope changes as we go from 

one boiling regime to the other (look for circles in figure 43 for 7.89 m/s inlet velocity case). 

Figure 44 (a) shows the temperature contours in the Div 4×3 system and 44 (b) shows the 

vapor volume fraction in the fluid domain. The inlet conditions used are 11 m/s and 18.7 MW/m
2
 

heat flux. From figure 44 it can be observed that the majority of vapor is generated at the center 

of the channel (near the symmetry), while most of the vapor is driven away in the side channel. 

The maximum temperature observed at the front face is around 480 C.  
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Fig 43: Div 4×3, Comparison of temperatures computed with Rohsenow model (solid line) with 

the experimental data (symbols) for different heat fluxes and inlet velocities. 
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44 (b) 

Fig 44: Div 4×3 (a) Temperature contours in the solid and fluid domain, (b) vapor volume 

fraction, for inlet velocity of 11 m/s and surface heat flux of 18.7 MW/m
2
. 

4.2.2.1.4. Boxscraper 

The details of the experimental data for this geometry are given in chapter 2, where it is 

also mentioned that the data for this case are comprehensive and cover the 3 regimes of interest 

(no boiling, nucleate and hard boiling regimes). The main drawback of the data comes from the 

lack of information about the inlet conditions such as inlet temperature, and operating pressure. 

As suggested in the thesis of J.Milnes [19], the inlet temperature is assumed to be 50 C and the 

inlet pressure to be 6 bar for the computations. Finally to reduce the number of runs to a 

reasonable level, it was decided to select only 2 of the 4 curves, specifically those corresponding 

to inlet flow velocities of 4 and 8.55m/s respectively,. Figure 45 shows the performance curves 

obtained from the available experimental data, which are used for comparison with simulated 

results. 

The grid size used for this case is similar to the grid size used for the DIV 4x3 case, 

figure 46 shows the mesh used to perform the simulations. The free parameters used are same as 

that used for Div 4×3 geometry, which are shown in table 9. The same settings and strategy are 

used for running the simulations as used for DIV 4×3 case. Figure 47 shows the comparison of 

simulated with experimental data for different velocities. 
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Fig 45: Boxscraper experimental data [19] 

 

Fig 46: Boxscraper- Mesh used for most of the computations, non uniform unstructured 

polyhedral mesh. 
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Fig 47: Boxscraper, Comparison of temperatures computed with Rohsenow model (solid line) 

with the experimental data (symbols) for different heat fluxes and inlet velocities. 

As can be observed from figure 47, the results are in good agreement with the 

experimental data over all the regimes, which indicated that the free parameters set are having 

good applicability when we change the cavity shape from square to circular. But it has the same 

problem as listed for the Div 4×3 case: this model is able to show the change in slope only while 

going from no boiling to nucleate boiling conditions. 

4.2.2.1.5. Div 6×6 

The details of the experimental data for this geometry are given in chapter 2, where it is 

also said that the main drawback of the data comes from the lack of information about the inlet 

conditions such as inlet temperature, operating pressure. As suggested in the thesis of J.Milnes 

[19], the inlet temperature is assumed to be 50 C and the inlet pressure to be 6 bar for the 

computations. Figure 48 shows the performance curves obtained from the experiments carried 

out, which are used for comparison with simulated results. 

The grid size used for this case is similar to the grid size used for the Div 4×3 case, figure 

49 shows the mesh used to perform the simulations. Also the model free parameters and running 

strategy already successful for the Div 4×3 geometry are reproduced here. Figure 50 shows the 

comparison of simulated data with experimental data for different velocities. 
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Fig 48: Div 6×6 experimental data [19] 

 

Fig 49: Div 6×6- Mesh used for most of the computations, non uniform unstructured polyhedral 

mesh. 
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Fig 50: Div 6×6, Comparison of temperatures computed with Rohsenow model (solid line) with 

the experimental data (symbols) for different heat fluxes and inlet velocities. 

4.2.2.1.6. MkI 

The details of the experimental data for this geometry are given in chapter 2. In the 

original paper [38] the error bars are not given: the error bars are taken from the data points 

which indicate significant errors in the measurement of temperature. In the paper, the plotted 

data between temperature and heat flux does not mention that the temperature is surface 

temperature rise (i.e. the difference between absolute thermocouple temperature and the initial 

temperature of the surface) or the absolute temperature of the thermocouple. The inlet 

temperature of the fluid entering the channel is assumed to be 50 C [19]. 

According to J.Milnes thesis, it was mentioned that the resultant data with error bars is 

derived such that, if the original data was surface temperature rise with an inlet temperature of 

~50 C, then it would yield the data at the lower bound of the error bars. If, however, the original 

data was indeed a measure of the absolute temperature, this would yield the values at the upper 

bound of the error bars.  Figure 51 shows the performance curves obtained from the experiments 

carried out together with the error bars, which are used for comparison with simulated results. 

Figure 52 shows the grid used for performing the simulations 
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Fig 51: Mk1 experimental data [19] 

 
Fig 52: Mk1- Mesh used for most of the computations, non uniform unstructured polyhedral 

mesh. 
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Fig 53: Mk1, Comparison of temperatures computed with Rohsenow model (solid line) with the 

experimental data (symbols) for different heat fluxes and inlet velocities. 

The results shown above are in good agreement with the experimental data; the model 

proves that it is capable of predicting the performance of Hypervapotron very well quantitatively 

for a given set of free parameters derived using one particular case. 

4.2.2.2. Transition boiling model 

As explained in chapter 3 this boiling model is coupled with the Eulerian approach to 

solve the fluid flow with volume of fluid method to track fluid-fluid interface, see also section 

3.2.2.2 for a more detailed discussion. In section 3.3.4 the details of the boiling models along 

with the information to find out the key terms are presented, it is also discussed that there are 9 

free parameters in the model which have to be tuned for a particular application. Since there are 

some similarities between this and the Rohsenow model some of the free parameters such as Cew, 

Sct and CHTCxArea are kept frozen [see section 3.3.4]. 

The grid size, which was estimated as explained in 4.2.2.1.1, is found sufficient for 

running simulations using this model. The next step after deciding the grid size is to tune the free 

parameters in the model. A strategy similar to that explained in 4.2.2.1.2 is followed using Div 

4×3 geometry and the final parameters are reported in table 11 
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Table 11:  Free parameters used in the Transition boiling model for Hypervapotron. 

Parameter   Value 

Cew  0.0125  

HTCxArea  1e6  

maxq  
9e6  

ΔT1 55 

ΔT2 140 

  0.75 

K1 1.2 

K2 1.25 

Sct  1  

The following table shows the other key settings used to perform the simulation 

Table 12: Settings used to perform simulations using Transition boiling model 

Setting Modeling choice 

Inlet velocity profile Uniform  

Inlet temperature profile Uniform  

Solver  Pressure based 

Gravity  Included  

Surface tension Included  

Turbulence model  Realizable k-ε,  

Wall boiling model Transition boiling 

model 
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Wall heat flux  Constant  

Inlet volume fraction 1e-15 

Inlet boundary condition Velocity inlet 

Outlet boundary condition  Pressure outlet 

Boundary condition for turbulent 

kinetic energy (inlet & outlet) 

Constant  

Boundary condition for turbulent 

dissipation rate (inlet & outlet) 

Constant  

In the following sections the key results obtained by our modeling campaign are 

presented.  

4.2.2.2.1. Div 4×3 

The details about the experimental data and other key points are explained in section 

4.2.2.1.3, the free parameters used are shown in table 11 followed by the key settings in the 

model in table 12. Figure 54 shows the comparison of the simulated with the experimental data 

for the given heat flux and inlet velocities 

The Transition boiling model shows very good agreement with the experimental data for 

all given inlet conditions and heat fluxes. This model is able to show the change in slope while 

going from no boiling to nucleate and hard boiling conditions. The results obtained from this 

model are in good agreement with the experimental data qualitatively and quantitatively, almost 

covering all the boiling regimes, showing its superiority over the Rohsenow boiling model, for 

more details see section 4.2.2.2.3.  

Figure 55 shows the contours of temperatures and vapor volume fraction using transition 

boiling model, the maximum surface temperature reached using this model is 474 C, and the 

maximum vapor volume fraction in the fluid is 0.47. More vapor is generated at the center of the 

channel (near the symmetry), and most of the vapor is driven away in the side channel.   
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Fig 54: Div 4×3, comparison of temperatures computed with Transition boiling model (solid 

line) with the experimental data (symbols) for different heat fluxes and inlet velocities. 
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55 (b) 

Fig 55: Div 4×3 (a) Temperature contours in the solid and fluid domain, (b) vapor volume 

fraction, for inlet velocity of 11 m/s and surface heat flux of 18.7 MW/m
2
. 

4.2.2.2.2. Boxscraper, Div 6×6 and Mk1 

In this section the results obtained using the transition boiling model with the geometries 

of all the other Hypervapotron configurations i.e. Boxscraper, Div 6×6 and MkI are given. The 

details about the experimental data and some other key points (including the inlet conditions) are 

explained for the three geometries in sections 4.2.2.1.4-4.2.2.1.6. The free parameters used are 

shown in table 11 followed by the key settings in the model. Figures 56-58 show the comparison 

of the simulated with the experimental data for the given heat flux and inlet velocities. It can be 

observed that the free parameter set derived using Div 4×3 geometry is able to reproduce the 

thermal performance in terms of thermocouple temperature measurement even if the cavity 

shapes are changed.  

 The results obtained with this model in most cases are better than or at least similar to 

those obtained with the Rohsenow model. The main advantage of this model is the freedom 

given in terms of the free parameters which allows us to simulate the three boiling regimes by 

properly adjusting them. This model gives us confidence about using commercial CFD codes for 

predicting the thermal performance of the Hypervapotron as these results follow the qualitative 

shape of the experimental data allowing us to get much closer to what is happening in the 

physics of the Hypervapotron. 
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Fig 56: Boxscraper, comparison of temperatures computed with Transition boiling model (solid 

line) with the experimental data (symbols) for different heat fluxes and inlet velocities. 

 

Fig 57: Div 6×6, comparison of temperatures computed with Transition boiling model (solid 

line) with the experimental data (symbols) for different heat fluxes and inlet velocities. 
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Fig 58: Mk1, comparison of temperatures computed with Transition boiling model (solid line) 

with the experimental data (symbols) for different heat fluxes and inlet velocities. 

In the next section a comparison of the Rohsenow with the Transition boiling model is 

made, which will help us seeing the advantages of using transition boiling model, and also a 

comparison is made with the results that are obtained by J. Milnes [19].  

4.2.2.2.3. Comparison of results 

Figure 59 shows a comparison of results between the Rohsenow and the Transition 

boiling model with respect to the experimental data 

From figure 59 it can be observed that the experimental data have two different slope 

changes as explained in chapter 2. This qualitative shape is followed by the Transition but not 

the Rohsenow boiling model. Though quantitatively the errors obtained in the two models can be 

similar, we believe that the model to be selected to explain the nature of a process should be able 

to give the performance of the system quantitatively and also qualitatively. The superior qualities 

of the transition boiling model for predicting the thermal performance of the Hypervapotron 

comes as the model follows different correlations for each boiling regime, covering a range 

much larger than the Rohsenow one. The results obtained using Transition boiling model follows 

the general behavior of the performance curves predicted by the experiments, so it can be 

assumed that the boiling physics described by this model is much closer to the experiments. 
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Fig 59: Comparison of results between Rohsenow model, Transition boiling model with 

experimental data, for Div 4×3 geometry and 11 m/s inlet velocity. 

 

Fig 60: Performance of boiling model against Div 4×3mm HV [19] 
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Figure 60 shows for the above case simulations performed by J.Milnes, which was 

reported in his thesis [19]. For the 11 m/s inlet velocity case he only compares the data till the 

nucleate boiling regime as his model is only capable of doing the analysis until that regime. We 

believe that the results obtained from the above analysis are superior in two senses, the first is 

that the regime of applicability of the results is extended to hard boiling regime and second that 

the qualitative features of the experimental data are preserved. This is quite interesting as it gives 

an indication about the reliability for the modeling of sub cooled boiling and the application of 

CFD using a commercial tool. 
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5. Conclusions 

This section presents our conclusions drawn from the analysis performed on the 

Hypervapotron, and also proposes some areas of future study. 

5.1. Summary and Conclusions  

The study conducted in this thesis deals with the estimation of the thermal performance 

of Hypervapotron device, which is a heat sink heated from one side for handling very high heat 

fluxes to cool a number of fusion reactor components. Very high heat transfer coefficients are 

achieved by using water as a coolant in forced convection subcooled boiling regime. Moreover, 

the Hypervapotron device has fins and cavities that are placed transverse to the direction of the 

fluid flow to maximize the heat transfer capability.  

To assess the thermal performance of the Hypervapotron two commercial CFD codes are 

used to test four boiling models. The commercial CFD codes used are ANSYS FLUENT 13 and 

STAR-CCM+ 7.02 and the four boiling models tested are  

1. Rensselaer Polytechnic institute model (RPI model) as in ANSYS FLUENT 

2. Bergles and Rohsenow model (BR model), developed as an UDF in ANSYS FLUENT 

3. Rohsenow boiling model as in STARCCM+ 

4. Transition boiling model as in STARCCM+ 

Among these models 1, 3 and 4 does complete 2 phase flow analysis, which means they 

account for both liquid and vapor, whereas 2 adopts an ad-hoc prescription for the increase in 

Heat Transfer Coefficient in the subcooled boiling region, and it only solves single phase flow 

equations. Thus the computational cost of simulations done by the BR model will be less 

compared to that of the other models. 

Before using these models on the complex Hypervapotron geometry, they have been 

tested on the simpler Flat channel geometry. The key results obtained from these tests are 

reported below 

 All the tests conducted using RPI model and FLUENT using the data from Efremov 

institute for Flat channel never converged whenever there is a formation of vapor. The 

issue of robustness of the RPI model for one-side heated square ducts is now under 

investigation at ANSYS. So it was decided not to use this model for further simulations. 
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 The tests conducted using BR model as an UDF in FLUENT and data from Efremov 

institute for Flat channel show some promising results for low to moderate heat fluxes 

where the discrepancies reported are <8 %, but the model performance worsens for high 

heat fluxes, and for large vapor formations the discrepancies reported are about 15 %. 

This behavior is due to the fact that this model only accounts for the increase in heat 

transfer coefficient due to subcooled boiling and solves single phase flow equations but 

does not account for the vapor formation, while for higher heat fluxes vapor has an 

important role in determining the flow characteristics and thermal behavior.  

 The tests conducted using the Rohsenow model and STAR-CCM+ using the data from 

Efremov institute for Flat channel are very promising both qualitatively and 

quantitatively for all the heat fluxes and inlet velocities, with discrepancy <8 %. And this 

model for very high heat fluxes follows the qualitative shape of the experimental data 

towards the end of the heated region as it also accounts for the formation of vapor.  

 The comparison made between the Rohsenow and the BR model shows that, 

notwithstanding its less detailed physics, the BR model may be a good engineering 

choice for first approximation analysis up to medium heat fluxes. In cases where more 

accurate information on the thermal behavior is required for all range of heat fluxes, or if 

the details of the flow field are considered a valuable output of the analysis, the 

Rohsenow model with transition to film boiling for high heat fluxes should be preferred. 

But looking at the range of heat fluxes that are in the experimental data base for the 

Hypervapotron and considering also that the physics of Hypervapotron itself relies 

mostly on vapor formation and condensation effects [20], it was decided to use 

Rohsenow model for doing simulations and if necessary to use the Transition boiling 

model, which itself is an extension of Rohsenow boiling model.  

As a next step the tests were conducted on Hypervapotron using Efremov data and the results are 

summarized below 

 The grid independence was not achieved even with number of cells in fluid around 10 

million, and a further increase in number of cells made us to hit the RAM limits of the 

machine so it was decided not to run the simulations using these data and use the data 

from JET where the geometry used smaller by a factor 20. 

Using the data from JET several simulations were conducted. The conclusions from the analysis 

are summarized below 

 The tests conducted using Rohsenow model and STAR-CCM+ and data from JET for 

Hypervapotron are very promising. Quantitatively, the discrepancies reported for all the 

test cases are about 10%, for a given set of free parameters derived using one particular 
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case. Qualitative features using this boiling model are good till the nucleate boiling 

regime only. 

 The tests conducted using Transition boiling model and STAR-CCM+ with experimental 

data from JET for Hypervapotron are very promising, both quantitatively and 

qualitatively. The discrepancies reported for all the test cases are either better or equal to 

the Rohsenow boiling model. This model gives us confidence on using commercial CFD 

codes for predicting the thermal performance of the Hypervapotron as these results 

follow the qualitative shape of the experimental data of the Hypervapotron. 

Finally from the analysis conducted on Hypervapotron, it is concluded that the simulations 

performed using the boiling models can predict the performance in nucleate as well as hard 

boiling regions, which is very important as this type of CFD analysis provides a designer with 

important information about the flow distribution and heat transfer in two-phase flow problems 

including boiling, accounting cooling in between various boiling regimes. 

 5.2. Future work 

As a future further work on Hypervaporon geometry several things may be done such as, 

doing the optimization of geometry in terms of teeth height, spacing and channel width. Also 

several other designs such as screw tubes and holotrons can be tested and their performance can 

be evaluated with respect to Hypervapotron geometry.  

A detailed physics of Hypervapotron using simulations can be studied (which allows us 

to get deeper understanding regarding the core physics, and allows us to optimize the geometry) 

to see the condensation and evaporation phenomenon occurring in the slots, but it requires very 

small time steps and lot of computational time. 
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Appendix A 

Computation of JT-60SA TF coil 

temperature margin using the 4C code 
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Appendix B 

CFD analysis of flow boiling in the 

ITER first wall 
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