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PHYSICAL REVIEW B VOLUME 46, NUMBER 12 15 SEPTEMBER 1992-II

Monte Carlo simulation of ultrafast processes in photoexcited semiconductors:
Coherent and incoherent dynamics

Tilmann Kuhn* and Fausto Rossi
Dipartimento di Fisica, Universita di Modena, Via Campi 213/A, 41100Modena, Italy

(Received 25 February 1992)

The ultrafast dynamics of photoexcited carriers in a semiconductor is investigated by using a Monte
Carlo simulation. In addition to a "conventional" Monte Carlo simulation, the coherence of the exter-
nal light field and the resulting coherence in the carrier system are fully taken into account. This allows

us to treat the correct time dependence of the generation process showing a time-dependent linewidth as-

sociated with a recombination from states off resonance due to stimulated emission. The subsequent de-

phasing of the carriers due to scattering processes is analyzed. In addition, the simulation contains the
carrier-carrier interaction in Hartree-Fock approximation giving rise to a band-gap renormalization and
excitonic effects which cannot be treated in a conventional Monte Carlo simulation where polarization
effects are neglected. Thus the approach presents a unified numerical method for the investigation of
phenomena occurring close to the band gap and those typical for the energy relaxation of hot carriers.

I. INTRODUCTION

The technological progress in the generation of ul-

trashort laser pulses, together with the possibility of
detecting processes on this time scale, has led to a series
of experiments that gave new insight into the microscopic
carrier dynamics in a semiconductor. A phenomenon
that has been widely investigated in recent years is the
energy relaxation of photoexcited carriers. ' ' This pro-
cess typically occurs on a picosecond or femtosecond
time scale. Different experimental techniques have been
used: luminescence experiments —either band to
band, ' where the product of the distribution functions
in the valence and conduction bands are monitored, or
band to acceptor, ' which is sensitive only to the electron
distribution —as well as pump-and-probe experiments, '

which yield information on the sum of the distribution
functions. In addition, theoretical analysis has been per-
formed using different techniques: analytical or numeri-
cal solutions of model equations starting from
parametrized distribution functions, " ' a direct integra-
tion of the Boltzmann equation, ' ' and Monte Carlo
simulations. ' Most quantitative investigations have
used the latter method because it seems best suited to in-
clude on a microscopic level a variety of scattering pro-
cesses (carrier-phonon, carrier-carrier, carrier plasmon,
inter-valence-band, intervalley, etc). The role of these
scattering processes, in turn, is influenced by the choice
of experimental conditions: carrier-carrier scattering and
hot-phonon effects strongly depend on the density, and
intervalley transitions are suppressed if the excitation is
below the threshold for this process. Thus, the combina-
tion of experimental results and theoretical calculations
give detailed information on the relevant scattering rates
and coupling constants.

However, there is another class of experiments that
have attracted much interest in the last years and which
cannot be included simply in these simulations. These
are experiments investigating coherent phenomena like
the dephasing of an electron-hole plasma or of exci-

tons, or the dynamical Stark effect. ' The reason
is that for these phenomena the distribution functions,
which are the basic quantities for semiclassical transport
theory and which are calculated within a Monte Carlo
simulation, do not provide sufhcient information to de-
scribe the physical situation. In addition, information
concerning the interband polarization is needed. This po-
larization is created due to the coherence of the external
light 6eld interacting with the semiconductor, as well as
to the Coulomb interaction between electrons and holes.
This latter effect is of particular importance in energy re-
gions close to the band gap. For the theoretical analysis
of coherent phenomena, a fully quantum-mechanical
treatment is required. Various methods have been used
in the literature: Bogoliubov transformation, ' band-
edge equations, Green's-function techniques,
and density-matrix theory. ' Due to the increased
diSculty in obtaining numerical solutions when com-
pared with the semiclassical case, however, the
incoherent-scattering mechanisms here are often treated
either in relaxation time approximation, or only few in-
teraction mechanisms are taken into account.

In particular, on short time scales the two classes of
phenomena cannot be separated. The light of an ul-

trashort laser pulse in general has a strong degree of
coherence and therefore introduces coherence in the car-
rier system. If the physical phenomena under investiga-
tion occur on a time scale shorter than the dephasing
time, i.e., the time after which coherence effects are
damped out, they should be taken into account in a
theoretical analysis even if the measured quantities, e.g.,
energy relaxation rates, are variables which are purely
determined by distribution functions.

The aim of this work is to present a method which re-
tains the advantages of the Monte Carlo method in treat-
ing scattering processes and at the same time to general-
ize it in order to take into account coherent effects. This
requires in addition to a simulation of the distribution
functions of the various carrier types, as is done in the
semiclassical case, a calculation of the polarizations in-
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troduced by the coherent light field. The use of the po-
larizations as dynamic variables then enables us to take
into account also intraband and interband effects of the
carrier-carrier interaction which lead in Hartree-Fock
approximation to an internal field and a renormalization
of the energies. Furthermore, the generation process is
treated in a self-consistent way, where the broadening
due to the finite pulse duration does not have to be intro-
duced as a phenomenological parameter, but comes out
automatically with its full time dependence. At the be-
ginning of the pulse, the linewidth is much larger than at
later times due to energy-time uncertainty. Since the nar-
rowing with increasing time is related to a stimulated
recombination from the states off resonance, this process
has to be included in the simulation. In a "particle pic-
ture, " as is used typically in a Monte Carlo simulation,
this creates some problems, which will be resolved by us-
ing an "occupation number picture. " This representation
also eliminates the conceptual problem in the semiclassi-
cal modelization where carriers are treated as distinguish-
able particles and thus more information than possible is
known. It is analogous to the method of cellular automa-
ta recently introduced to solve the semiclassical
Boltzmann equation for space-dependent problems.

The physical model used in the present paper is still
strongly simplified with respect to a real semiconductor.
In particular, only one valence band and the central val-
ley of the conduction band are taken into account, and
the second-order contribution of the carrier-carrier in-
teraction, which would give rise to real scattering pro-
cesses, is neglected. Therefore, we do not want to com-
pare our results quantitatively with existing experiments.
Rather, the aim is to present the method for the simula-
tion and discuss the effects which usually are not taken
into account in a Monte Carlo simulation. However, the
method described here is open to be extended, e.g., to
more bands and other types of interactions. The results
will be presented in a future work.

The paper is organized as follows: In Sec. II we
present the physical model and derive the relevant equa-
tions of motion. In Sec. III the method used for the nu-
merical simulation is presented, emphasizing in particu-
lar the differences with respect to a "conventional" en-
semble Monte Carlo simulation. Section IV then shows
results of the simulations which are divided into the two
classes: (a) excitation far from the gap and (b) excitation
close to the gap. Finally, in Sec. V we draw some con-
clusions.

II. THEORETICAL APPROACH

We consider a bulk semiconductor with two parabolic
bands, the conduction band and the heavy-hole band.
The system is described by a Hamiltonian which, as usu-
al, can be decomposed into a part Ho, which is treated
exactly, and a part H& describing interactions, which is
treated within some approximation scheme. In a semi-
classical kinetic picture only the free carriers as well as
the various types of free quasiparticles (phonons, pho-
tons, etc.) are included in Ho. All interactions between
carriers and other types of quasiparticles, and in particu-

lar also the interaction of the carriers with the external
light field, gives contributions to H, . They are treated as
scattering processes between the different states described
by Ho and the corresponding rates are obtained by using
Fermi's golden rule. These approximations lead to the
Boltzmann transport equation (BTE) for the distribution
functions of the carriers, which is the basis for the
theoretical investigation of the carrier kinetics.

On this semiclassical level all coherence or correlation
effects are neglected. However, there are two main
features where such effects can become important: One is
due to the external light field. The light emitted by a
laser is at least partially coherent and thus also intro-
duces coherence in the carrier system. This is of particu-
lar importance in ultrashort processes since the pulses
created, e.g., by mode coupling in the laser resonator,
have a high degree of coherence and, on the other hand,
scattering processes which destroy the coherence in the
carrier system are not yet very effective. The second
feature is excitonic effects introduced by the electron-hole
interaction. They result in strong electron-hole correla-
tions and largely infiuence the absorption and emission
spectra in a region close to the band gap. As a conse-
quence, the carrier kinetics in this energy range will be
different from that obtained from the BTE.

Both phenomena require a treatment that takes not
only the distribution functions of electrons and holes as
kinetic variables but also the interband polarizations.
Then, the interaction with the external light field due to
the laser pulse has to be included in Ho, since it is this in-
teraction which creates a coherent polarization.
Electron-hole interaction cannot be included in Ho be-
cause it is a two-particle process. However, the explicit
knowledge of the polarization enables us to treat it within
Hartree-Fock approximation which gives terms linear in
the interaction matrix element. Thus, it is one order
lower than the carrier-carrier scattering processes in the
BTE obtained from Fermi's golden rule.

A. Unperturbed Hamiltonian

The unperturbed Hamiltonian Ho for the system under
investigation is given by

Ho=Ho+ +Ho

where Ho is the part of the carriers and the Ho are the
contributions of the various quasiparticles (phonons, pho-
tons, etc.) which are considered for interactions. The car-
rier part in an electron-hole picture is given by

Ho = g Egcgcg+ g 6tdgdg
k k

+ g [M&A'+'(t}czd z+Mz A' '(t}d zcz] . (2}

Here, cz (c&) denote the creation (annihilation) operators
of an electron in state k, dz (dz) the corresponding
operators for holes, e&=EG+fi k /2m, and @&=A' k /
2mI, the energies of electron and hole states, EG the ener-

gy gap, and m, (mI, ) the electron (hole) effective mass.
The external light field is treated on a semiclassical level
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It is centered at the frequency coL, and the pulse shape is
given by Ao(t).

The physics of the system can be described within
different approaches. One is the method of nonequilibri-
um Green's functions. It has advantages of a formal
treatment due to the possibility of a diagrammatic repre-
sentation, and it is particularly well suited for stationary
processes where the Dyson equation can be simplified by
means of a Fourier transformation. For time-dependent
processes, such as are the subject of this work, the
density-matrix method ' provides a more transpar-
ent approach, since the quantities are more directly relat-
ed to physical observables. Both methods are strongly re-
lated: The density matrix coincides with the equal-time
Green's function G (in the Kadanoff-Baym notation
or G + (in the Keldysh notation ). Here, we adopt the
density-matrix method.

To describe the kinetics of the system, we first need the
distribution functions (intraband density matrices} of
electrons and holes, defined as

fk &ckck~ and fk &dkdk) (4)

In order to describe the coherence phenomena, we need
additionally the two contributions to the interband polar-
ization (interband density matrix), given by

pk=&d kck& and pk =&~kd k} . (5)

Using the Heisenberg equations of motion for the elec-
tron and hole operators, we obtain a closed set of equa-
tions of motion for the distribution functions and the po-
larization:

and within the rotating-wave approximation. Mk is the
dipole matrix element and A'+' (A' ') the positive (neg-
ative} frequency part of the light field given by

A(+)=A (t) L A( =A(+)ee

fk =gk(r)+—g fk— (9)

6 function is recovered. For ultrashort pulses, however,
this approximation is not valid and the energy-time un-
certainty relation leads to a broadening of the generation
rate. In a semiclassical treatment, this broadening has to
be taken into account in a phenomenological way. In the
present treatment it comes out automatically with its full
time dependence. In addition, it turns out that the gen-
eration rate is not strictly positive definite even if the
phase-space filling factor (1 fk

—f" k
—) does not play a

role. Thus, a simulation also has to include the process of
recombination stimulated by the external field. The
consequences for the simulation as well as the results and
differences with respect to a semiclassical treatment will
be discussed in Secs. III and IV.

Without interactions, Eqs. (6) and (7) describe a set of
independent two-level systems driven by an external field
with a variable detuning 5k=ek+e" k A'coL b—etween the
transition energy and the light frequency. The dynamics
is fully coherent. It is equivalent to a set of atoms in a
strong light field, and the equations of motion are the
well-known optical Bloch equations in the absence of
damping. These equations are modified by the various in-
teraction mechanisms. The common feature of all contri-
butions due to the interaction Hamiltonian is the fact
that creation and annihilation operators of the carriers
and the corresponding quasiparticles appear at least in
third order. Thus, in general we cannot obtain closed
equations of motion for a finite set of expectation values
as was the case for the distribution functions and the po-
larizations when considering only H0. Instead, we obtain
a hierarchy of equations which has to be truncated within
some approximation scheme.

These interaction mechanisms lead to additional con-
tributions in the equations of motion:

d d A 0f = f
d 1

Pk ~ I. (~k+ ~—k }Pkdt iR

(6) fk=g' k(t)—+ g d
f-k

1

d 1
Pk . [(Sk+ S—k)Pkdt i%

+Mk Ao(r)e (1 fk f" k)] (7)—
and the complex-conjugate equation for pk. The genera-
tion rate gz is given by

gk= [MkAO(r)e pk —MkAO(r)e pk] .i' (8)

The main difference between the generation rate (8) and
the results obtained from Fermi's golden rule is the fact
that in the present approach, the generation process,
when considering only the distribution functions as
relevant variables, is retarded, as can be seen by formally
integrating Eq. (7) and eliminating the polarization in Eq.
(8). The generation rate at time r depends not only on the
light field and the distribution functions at time t but also
on earlier times. If the amplitude Ao(t) is sufficiently
slowly varying, a Markov approximation is possible and
the semiclassical result containing the energy-conserving

+Mk Ao(t)e (1 fk f"
k )]——

+g —
Pk

l

where the summation is over the various types of interac-
tions. In the following the interaction mechanisms taken
into account and the respective approximations per-
formed will be discussed, and the corresponding contri-
butions entering Eqs. (9)—(11)will be derived.

B. Carrier-carrier interaction

The carriers that are created by the laser field are
charged particles and thus interact via the Coulomb po-
tential Vq. In a two-band model the total interaction
(H ) can be separated into three parts: electron-electron
interaction (H'; }, hole-hole interaction (H, "

), and
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electron-hole interaction (H;"). They are given, respec-
tively, by pk ~ g Vk —k'[( 1 —ff

—f—k )pk
l

ee 1H]: g VqC k+qCk' qCk'Ck
k, k', q

hhH] g Vqdk+qdk qdk dk
k, k', q

H]: Q Vqck+qdk qdk ck ~
eh

k, k', q

(12} +«f +f'-] )pk]

ih [Xkpk+6k(1 ff—, f"—k )],
where we have introduced the self-energy

&k= —X Vk-k«f +f"-k }

(20)

(21)

ff,
= . g Vq[ (Ck qck~+qck Ck)

dt iA „,,q

+&Ckek+ Ckek+ &

+ &c„„d„.,d„,c„&

—&c„d„. ,d„.c„,&], (15)

ff,
= . g—Vq[

—(d„d„+c„d„)
l

,q

We have neglected terms that do not conserve the num-
ber of each carrier type, i.e., impact ionization and Auger
recombination, as well as the interband exchange interac-
tion, which is justified if the excitation binding energy is
small compared to the band gap. Using the Heisenberg
equations of motion, the resulting carrier-carrier contri-
butions to the equations of motion for the distribution
functions and the polarization are given by

due to electron-electron and hole-hole interaction, and
the internal field

~k X Vk —k'pk'
Qt

(22)

due to electron-hole interaction. Comparing with Eqs.
(6}—(8), we see that carrier-carrier interaction in
Hartree-Fock approximation leads to a renormalization
of the carrier energies by the self-energy Xk and the re-
normalization of the external field by an internal field 5k.
The self-energy is a real quantity; thus there is no in-
coherent scattering. First-order contributions are still
fully coherent. The effect of the internal field on the dy-
namics of the distribution functions can be included in
the generation rate

0

gk= . [[Mk A]](t)e +6k]pkiR

+(dkdk+qdk dk+q

+ ( Ck ~qd k qdkck~ )

&Ck+ dkdk+ ck'&] (16)

—[Mk A]] (t)e +b,k]pk], (23)

now calculated with the external and the internal fields.
The contribution due to the internal field satisfies the sum
rule

d 1= .z X V [ &d-kck+ ckck+
X (~kP k

—~kPk) =o (24)

+ (dk~ qdk d k qCk )

—kdk' —qdk' k —q &

—
& ck.+,c„.d k~, ck & ] . (17)

d, 1fk .
g X Vk —k'(pk'pk pkpk')

l

(18)

d h 1f—k g X k —k'(pk'pk pkpk' }t ihk,

The lowest-order approximation is obtained by factoriz-
ing the expectation values into distribution functions and
polarizations. This constitutes the Hartree-Fock approx-
imation, and the results are

which demonstrates that it does not really generate car-
riers. The total number of each carrier type remains con-
stant. Rather, it changes the distribution of carriers in-
side one band as if it were a scattering process. But, in
contrast to a usual scattering process, it is a coherent pro-
cess which cannot be simply described by a rate equation
like the BTE and which does not contribute to a finite
lifetime (imaginary part of Xk).

The equations of motion still have the form of optical
Bloch equations without damping. Due to the presence
of renormalized energies and fields, however, they now
are nonlinear equations. These nonlinearities lead to a
variety of new phenomena not present in the case of
atoms.

The presence of free carriers leads to a screening of the
bare Coulomb potential. The detailed calculation of the
screening is a problem by itself and approximations on
various levels can be performed (see, e.g. , the discussion
in Ref. 47}. Here we use the screened Hartree-Fock ap-
proximation with a Lindhard-like static screening, where

(19)
e 1

V =
4irepE' q

(25}
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and the RPA screening wave vector is calculated self-
consistently according to'

IG =
S

2

@Pe, V k

Be
ak

(26)

The next step in treating carrier-carrier interaction
would be a calculation of the second-order contributions,
which introduces incoherent-scattering processes.
However, in this paper we shall limit ourselves to the first
order in carrier-carrier interaction and leave the exten-
sion to second order to a future work.

specified by the dispersion relation co, and the latter by
the interaction matrix element y'". In the numerical
analysis discussed in Sec. III, we take into account the in-
teraction with optical phonons via Frohlich interaction,
and with acoustic phonons via deformation-potential
coupling. Because the theoretical derivation in this sec-
tion depends only on the structure of the Hamiltonian, it
is the same for both types.

Using the Heisenberg equations of motion, we obtain
CP

ff,—= g [yq((CkbqCk q) (Ck+qbqCk) )
dt ski

C. Carrier-phonon interaction

HP = g (yqc„+qbqck+yq" c„bqck+q ) .
q, k

(27)

Hole-phonon interaction is described by the analogous
Hamiltonian

H", = g (yqdk+qbqdk+yq'dkbqdk+q),
q, k

(28)

and the contribution of the free phonons to Hp is given
by

Ho g Acoqbqbq (29)

The structure of the Hamiltonian is independent of the
specific type of phonon (acoustic or optical) and of the in-
teraction (polar or deformation potential). The former is

I

Besides the interaction with other carriers, a carrier in-
teracts also with perturbations of the periodicity of the
ideal lattice. These interactions can be separated into in-
teractions with static lattice irregularities (impurities,
dislocations, alloy disorder, etc.) and those with dynamic
degrees of freedom (optical and acoustic phonons). The
former ones lead to elastic-scattering processes, which,
for the present case of a spatially homogeneous problem
without external field, do not contribute to the relaxation
process. Thus we have to deal only with carrier-phonon
interaction. Introducing the creation (annihilation)
operators bq (bq) of a phonon with wave vector q, the
Hamiltonian describing electron-phonon interaction is
given by

CP

+ yq ( & ckbqck+q & & ck —qbqck & )]

(30)

d fk =
~ g [yq((dkbqdk q) —(dk+qbqdk))dt iA

+y"*((dkb dk ) —(dk qb dk))],
(31)

CP

d pk = .~ g(yq(d kbqck q)+yq'(d kbqck+q)dt

+yq&bq"-k —qck &

+yq'& b,'d-k+qck &) (32)

Again, as in the case of carrier-carrier interaction, the
first-order contributions are obtained by factorizing the
expectation values on the right-hand side (rhs) of Eqs.
(30)—(32). These expectation values, however, always
contain a single-phonon creation or annihilation opera-
tor. If we neglect the possible existence of coherent pho-
non states, only operators corresponding to a well-defined
phonon occupation number have nonvanishing expecta-
tion values. Thus, the first-order terms vanish. In order
to obtain the second-order contribution, we first have to
derive the equation of motion for the terms on the rhs of
Eqs. (30)—(32). Neglecting the coupling to the light field
(which would correspond to coupled phonon-photon pro-
cesses and include the light-induced energy shifts), the re-
sult for the first term is given by

1(c„b c„—) = . ( ef, +ef, +Pm —)(c„b c„)+. Q[yq((ckbqbqck q q &
—&ck+qbqbqck q&)

+y ((ckb bqck —q+q'& & k —q'bq'"q k —q&)]

+ . g(yq (ckckck+qck q)+yq (ckdkd„. +qck q) )
iA k,

(33)

d—x (t) = icox (t)+y (t),—
dt

(34)

where y (t) contains expectation values of four operators.

and analogous equations for the other terms. They all
have the form

The second-order contribution is now obtained by factor-
izing y(t) into distribution functions and polarizations.
Then we have a closed set of equations of motion —not
only for the distribution functions and polarizations,
however, but also for expectation values of three opera-
tors. These can be eliminated by formally integrating Eq.
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(34) according to
f —to

x(t)=x(to)e ' +f e '"'y(t t'—)dt' . (35)

1x(t)= . y(t)= i —+m—.5(co) y(t),
l CO+ 'g N

(36)

where P denotes the principal value. It should be noted
I

The result is a set of integro-differential equations for ff;"
and p&. The dynamics contains memory effects, and
therefore it is non-Markovian. ' ' This retardation can
be eliminated by performing two additional approxima-
tions: the adiabatic and Markov approximations. The
adiabatic approximation consists in adding a negative
infinitesimal imaginary part g to co and letting tp~
This means that the influence of any initial correlation
has died out. For the Markov approximation we assume
that y(t) is slowly varying on the time scale relevant for
the oscillation of the exponential function and thus can
be taken in front of the integral. Performing the Markov
approximation corresponds to a neglect of energy-
nonconserving transitions involving phonons at short
times. ' ' The result of both approximations is

that the polarizations by themselves are not slowly vary-
ing functions of time because even without external field,
they are oscillating with a frequency given by the sum of
electron and hole energy. This oscillation has to be taken
into account in the exponential function, and only the
remaining part can be taken as slowly varying.

The results finally obtained for carrier-phonon interac-
tion within these approximations can be separated into
two classes: the contributions corresponding to real
scattering processes and those which are related to the
presence of a polarization and vanish in the Boltzmann
limit. The former ones involve interactions of a phonon
with one type of carrier —the contributions contain the
absolute square of the interaction matrix elements
~yq'"~ —while the latter ones involve the simultaneous
interactions with electrons and holes —they contain the
product y'y"' and its complex conjugate. In this work
we will neglect this type of "polarization scattering"
and limit ourselves to scattering processes present in the
Boltzmann limit.

The carrier-phonon contributions to the equations of
motion for the distribution functions then turn out to be
the standard Boltzmann scattering terms

cp

d
ff;" =

~ & Irq'"I' [5«f,'"—&f;"q—&~)[Nqff;"q(i —ff,'")—(Nq+1)ff;"(I —ff;"q)]

+5(«'„'"—ef+q+Rcoq}[(Nq+1)ff+q(1 ff;") N—qf f;"(1—f f+q )]]— (37)

The contribution to the polarization can be expressed in terms of the self-energy X&p =X&+X& according to
CP

1 cp~@PE ~

l fi
(38)

in this case, however, with a complex self-energy. The real and imaginary parts [with Xf,'"=Pi(Qf;" iI'f;")—] are given
by

&f,' =
~ g lyq'"I', „,„[Nqff;"q+(Nq+1)(1 —ff;" )]

q
'

Ek' Ek q'-A~q

+,„,„[(N+1)f„'" +N (1—y„'" )]
E'g'+ +%co

(39)

f;
=

~ g lyq' I [5(&f,' &f;"q—Acoq)[Nqf f;"q+(Nq+1)(1 —ff;" )]

+5(&f;" «f+q+ficoq—)[(Nq+1)ff'i +N (1 fbi )]] . — (40)

The real part of the self-energy has contributions depend-
ing on ff,

'" as well as contributions independent of these
quantities. When measuring the band structure of a ma-
terial, the latter part is always present. It gives rise to the
temperature dependence of the band gap and of the car-
rier effective mass. Thus, when specifying these quanti-
ties at a certain temperature, it is already included in Ho,
and only the terms depending on fz'" should be taken
into account for calculating energy shifts.

By performing the same type of calculation, a
Boltzmann equation for the distribution function of pho-

I

nons Nq=(bqbq) can be obtained. The resulting com-
piete set of equations allows one also to take into account
hot-phonon effects. "' In the present contribution, we
will neglect this phenomenon and assume that the pho-
nons always remain in equilibrium.

D. Carrier-photon interaction

The interaction with the coherent laser modes has al-
ready been taken into account in Ho. In addition, there
is the interaction with the background photon field which
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H$= QRco aq ~q „,
q, v

(42)

with co =cq and c being the light velocity.
Spontaneous recombination processes typically occur

on much longer times than other scattering processes.
Thus, for the ultrafast dynamics of the carrier system,
they are of minor importance. However, in luminescence
experiments the photon spectrum is the directly mea-
sured quantity. The recombination processes act as a
detector of the state of the system and create the link be-
tween the theoretical calculation and the experimental
output. Consequently, we will neglect the inhuence of
carrier-photon interaction on the carrier dynamics and
use this mechanism only to calculate the spectrum of the
emitted photons.

The rate of emitted photons Rq „with wave vector q
and polarization v is given by

g X ( pk&ckd —kuq )+uk &uq A-kck ) )
)fi

(43)

%e now have to distinguish two cases: In the presence of
an interband polarization there is coherent emission of
photons. This is obtained by factorizing the products on
the rhs of Eq. (43). We obtain

g( pkpk (a, .)+p—k(u,'„)pk),q' lA'
k

together with

d 1—„&a „)=iCOq(a „)+ . +Pk'Pk .

(44)

(45)

If the polarization is created by the external field, the
coherently emitted photons have the same direction as
the incident field. Equations (44) and (45) are the basis
for the analysis of four-wave-mixing and photon-echo ex-
periments. When observing the luminescence in a direc-
tion different from that of the generating beam, this con-
tribution vanishes. If the polarization is created by the
internal field, the photons are emitted in all direction and

gives rise to the spontaneous emission and thus to the
luminescence spectrum. Since the band gap is of the or-
der of 1 eV, stimulated processes due to thermal photons
are negligible at all relevant temperatures. The structure
of the Hamiltonian is similar to that for carrier-phonon
interaction; however, it connects electron and hole states.
It is given in dipole and rotating-wave approximation by

H&r = g (pkckaq „d k+pkd kaq „ck), (41)
q, k, v

where a t.„(aq, ) denote the creation (annihilation) opera-
tors of a photon with wave vector q and polarization in-
dex v, and p& represents the coupling matrix element
which, except for a normalization constant, coincides
with Mk, introduced in Eq. (2}. The contribution to Ho is
given by

This is the emission spectrum of a free electron-hole gas.
It does not contain renormalization and correlation
effects which are of particular importance in regions close
to the band gap. They can be included by taking into ac-
count in the equations of motion for the terms on the rhs
of Eq. (43) the other types of interaction within the ap-
proximations discussed, i.e., carrier-carrier interaction in
first order and carrier-phonon interaction in second or-
der. We obtain for the first term in Eq. (43),

kuq „)
1 g 't e h

g X akk'(~q}(ck'd —k'
l

(47)

with

kk' CO =}(E +e k' flCO+RQk lAI k)5kk'

—(l —fk —f"-k)l'k-k (4g)

and the complex-conjugate equation for the second term.
In this case, Eq. (47) cannot be simply integrated due to
the nondiagonal character of the matrix a(co ). Howev-

er, in adiabatic and Markov approximation the .pectrum
is given by

I, (co )=R'";

X IVu k la '(~q) j~

Skulk'~a

(~q) )kk Ifk f—k ~ (49)

which requires for each frequency the inversion of the
matrix a(coq). This inversion can be performed numeri-
cally 4361

Equation (49) connects the results of the carrier dy-
namics with the spectrum of emitted photons as observed
in luminescence experiments. Another important experi-
mental technique is given by excite and probe measure-
ments. In this case, the absorption of a weak probe beam
with amplitude A~ and frequency co is analyzed. The
light is absorbed due to the generation of carriers; thus
the calculation of the absorption spectrum proceeds
along the same lines as the calculation of the generation
rate in Eqs. (8) and (23). Since the test beam is assumed
to be weak, coherence effects associated with this light
field do not play a role, and the adiabatic and Markov ap-
proximation can be applied. Neglecting the inhuence of
the other types of interactions on the absorption process-

Eqs. (44) and (45) describe exciton luminescence.
If there is no coherent interband polarization, this

first-order contribution to the luminescence spectrum
vanishes. Then, the right-hand side can be treated in
analogy with carrier-phonon interaction, and the in-
coherent emission spectrum I, (co } in second-order and
Markov approximation is given by the golden-rule for-
mula

-=2~I, (coq)=Rq'„= IPkl 5(ok+a" k fico—q)fkf" k .
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es, the spectrum is given by

1
I~b(co&)—,

2 ggk(co&)

g lhftl 5(~f, +e"
g

f—i~ )

X(1 f[—f"—~). (50}

Eq. (7) within the adiabatic and Markov approximations,
as has been described for the case of carrier-phonon in-
teraction. The result, however, does not include the
broadening due to the energy-time uncertainty relation.
It can be included by keeping the full time dependence of
the light field and performing the Markov approximation
only for the distribution functions and, if taken into ac-
count, the self-energies. For a Gaussian pulse

However, as in the case of the luminescence spectrum, at
least close to the band gap the interaction effects cannot
be neglected. They can be taken into account on the
same level as in Eq. (47), leading to

1I„(~,)=,gg„(~ )
A 2

g IMAM f,.[a '(cop }]~le
—M~M~ [a' '(cop )]~ ]

X(1 fe fh )

The solution requires the inversion of the same matrix as
for the case of emission. While the luminescence spec-
trum monitors the product of electron and hole distribu-
tion functions, the absorption spectrum gives information
about their sum.

III. NUMERICAL METHOD

As discussed above, the aim of this paper is to extend
the traditional Monte Carlo method for the solution of
the Boltzmann equation ' ' to the analysis of coherent
phenomena, which are found to play a dominant role in
the dynamic evolution of photoexcited semiconductors
on short time scales. The main features which are not in-
cluded in the traditional Monte Carlo method and that
we want to take into account are the phase relations be-
tween different types of carriers (polarization phenome-
na), their interaction with an external coherent elec-
tromagnetic field (generation-recombination processes),
and the correlation and renormalization effects associated
with carrier-carrier interaction (Hartree-Fock terms). As
shown in Sec. II, the task is therefore to solve numerical-
ly the system of equations of motion (9)—(11) for the dis-
tribution functions and the polarization, together with
the generation rate, scattering terms, self-energies, and
internal fields according to the interactions taken into ac-
count.

A. Semiclassical transport

In order to see the limitations of a "conventional"
Monte Carlo simulation and to discuss the problems aris-
ing when trying to generalize it, let us briefly recall the
basic ideas of the traditional approach to semiclassical
transport.

The semiclassical limit in our case is obtained by elim-
inating the polarizations as independent variables. Since
the internal field is directly related to the polarization, it
has to be neglected. Excitonic effects cannot be described
in this limit. The polarization is eliminated by solving

A o(t) = AL exp
(t t, —)'

(52)

we obtain for the generation rate [Eq. (8)] in Markov ap-
proximation,

2
(t —t, }'

7L exp —2
~L

Xexp[ —
—,'(~t hcoz) ][1—f f, (t)—f" I,(t)],

1/2 ~k AL
gq(t) = (2m )'~

(53)

where

1
b,co~=coL ——(ef, +e" q) —Q~

is the detuning of a transition from resonance. In the
derivation it has been assumed that the imaginary part of
the self-energy is much smaller than the inverse of the
pulse width. In the opposite limit the result would be a
Lorentzian broadening due to lifetime effects instead of
the Gaussian broadening due to the finite pulse width.

With the Markovian generation rate (53), the
Boltzmann equations (9) and (10) represent a set of rate
equations. They are the basis for the traditional ensemble
Monte Carlo (EMC) technique, which simply provides a
Monte Carlo solution of the above system of rate equa-
tions. Since all quantities which describe coherent prop-
erties are eliminated, this approach is obviously limited
to the study of incoherent phenomena. Within the
Monte Carlo method, an ensemble of N carriers is simu-
lated (the total number N not necessarily being constant),
each carrier i having its wave vector k; (in space-
dependent problems, its position vector r; also). The
solution of the equations can then be simply mapped onto
a sequence of random "free flights, " interrupted by ran-
dom "scattering events. "

For a linear Boltzmann equation, the scattering rates
are fixed quantities and the individual carriers can evolve
asynchronously. The situation becomes more complicat-
ed already in the semiclassical case, when the Boltzmann
equations become nonlinear. This can have different ori-
gins: carrier-carrier scattering, the Pauli exclusion prin-
ciple, hot phonons, or the presence of an electric field
which has to be calculated self-consistently according to
the Poisson equation. Now, the scattering rates or ac-
celerating forces become time dependent via the time
dependence of the distribution functions and the field.
To treat these nonlinearities, a fixed time step has to be
introduced, at the end of which the distribution functions
are evaluated so that the new free flights and scattering
rates can be determined.
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Now let us look at the problems that we encounter
when trying to treat coherent phenomena. First, of
course, we have to solve also, in addition to the
Boltzmann equations, the equation of motion for the po-
larization. Second, we have to deal with recombination
processes due to the negative parts of the full generation
rate (23). This is quite complicated within a "convention-
al" EMC. For the recombination process we need simul-
taneously an electron with wave vector k and a hole with
wave vector —k. Thus, in general, for each recombina-
tion process we have to check the states of all carriers to
see if there is a pair with the desired wave vector (within
a certain range in A: space), and this pair can recombine.
The origin of this problem is related to the fact that we
have specified much more information than is necessary,
and also, from a fundamental point of view, much more
information than is possible. Implicitly, we have treated
the carriers as distinguishable particles. However, the
only relevant information would be to say, e.g., there is
one carrier with k„and not to say carrier 1 is in the state
k, , etc., as is done in the simulation.

In what follows we propose a generalization of this
traditional approach, which treats at the same time both
coherent and incoherent phenomena. The generalized
Monte Carlo method is derived starting directly from the
original system of equations (9)—(11). The scope of the
proposed approach is to combine the advantage of the
stochastic simulation with the advantages of the direct
technique for the solution of differential equations.

8. Numerical procedure for the quantum-kinetic model

The system of quantum-kinetic equations (9)—(11) is a

system of nonlinear equations. The nonlinearities are
present even in absence of carrier-carrier interaction due
to the Pauli exclusion principle. The basic idea of the
present approach is to perform a Monte Carlo simulation
for the evaluation of the various distribution functions
and a direct integration for the evaluation of the polariza-
tions.

Due to the reasons discussed above, the usual represen-
tation of the carrier system is not appropriate for our
problem. This "particle representation" (which corre-
sponds to a classical picture) does not reflect the particle
indistinguishability and, besides being redundant, intro-
duces problems —in particular for the recombination
processes. For these reasons we describe the state of the
ensemble of carriers in the simulation by means of a
"number representation" (which corresponds more
directly to a "second-quantization" picture). It is ob-
tained by introducing a phase-space discretization. For
each cell characterized by a given wave vector k and a
given band index v, we specify the number n & of carriers
in the cell. This representation, if compared with the
"particle representation, " has the advantage of providing
a clear and simple description of generation-
recombination processes: Without checking all carriers,
we immediately know if a recombination process with a
given k is possible. This is due to the nature of this
many-body approach which, by itself, strongly simplifies
the treatment of physical systems characterized by a vari-

able number of particles.
Besides the possibility of treating recombination pro-

cesses in a simple way, this number representation has
further advantages: From a fundamental point of view
the indistinguishability is taken into account, and from a
numerical point of view we can simulate a much larger
number of carriers. In a particle representation, increas-
ing the number of carriers means increasing the size of
the vectors where the momentum is stored. In the num-
ber representation, the size of the vector is only deter-
mined by the number of cells and is independent of the
number of carriers. Such a representation has recently
been used in cellular-automata-type calculations for semi-
classical transport in space-dependent problems.

Given the set of "occupation numbers" I n z I at time t,
the distribution function fz is obtained according to

(&4)

for each cell of the phase space, where X& is the total
number of available states in the cell. Thus, we can easily
check the Pauli exclusion term (1 f t", ) in the —scattering
rates.

The basic lines of the simulation now proceed as fol-
lows: The total time is divided into time steps b, t. The
simulation starts at the initial time t =0 before the laser
has been switched on. The system is chosen to be in its
fundamental state, that is, the vacuum of electron-hole
pairs. This choice corresponds to initial distribution
functions and polarizations equal to zero all over the
phase space, and, therefore, the total number of simulat-
ed carriers is initially equal to zero.

The simulation then results in a loop over the sequence
of time steps from the initial time up to the desired final
time. At the beginning of each time step t =t, , the sys-

tem is completely specified by the distribution functions

fz and polarizations pz. From these quantities we calcu-
late the self-energy X&, the field renormalization 6&, and
the generation rate g~. Equation (11) for the polarization
is then directly integrated from t; to t,. +bt. In this in-

tegration, the above-mentioned variables are approximat-
ed by their values at the beginning of the time step; the
exponential functions occurring in the formal solution
[which has the same structure as Eq. (35)], however, are
integrated analytically.

The transport equations describing the distribution
functions are solved by means of the standard Monte
Carlo technique, that is, a stochastic estimate of the dis-
tribution function fz at the time t, +Et is pe.rformed us-

ing, as polarization and distribution functions for the
nonlinear terms, the corresponding values at the initial
time t, . First, new electron-hole pairs are generated in
the regions where gz )0, and electron-hole pairs are re-
moved where g& (0. By integrating the rates, the total
number of pairs to be generated and/or removed is ealeu-
lated. Then, the wave vectors of the generated carriers
are chosen at random according to the generation rate
g&. In the number representation these processes are
very simple; we just have to increase or decrease the
number in the corresponding cell by 1.
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Then, for each carrier an initial wave vector is deter-
mined at random with a constant probability distribution
inside the cell. This is equivalent to the assumption of a
constant distribution function in the cell and introduces
no additional approximation than is already done when
discretizing. A sequence of random free flights and ran-
dom scattering events is generated in the standard way,
until the carrier reaches the end of the time step. After
each scattering event, in an intermediate counter the
number in the initial cell is reduced by 1 and in the final
one it is increased by 1. The choice of the scattering
mechanism is first performed according to the rate
without taking into account the Fermi factor 1 fz. —
Then, a rejection technique is applied where the inter-
mediate counter is taken for the determination of the ac-
tual occupation of the final state. Due to this method,
the occupation number never exceeds the limit given by
the number of states in a cell, as can happen if the distri-
bution functions at the initial time are taken for the cal-
culation of the Fermi factor.

For the case of isotropic systems, all the functions of k
introduced before (i.e., occupation numbers, distribution
functions, polarizations, total scattering rates, etc.} de-
pend only on the absolute value of the wave vector k.
Therefore, the phase-space discretization reduces to a
discretization of k from k=0 up to a suitable k =k,„.
A cell at k; is then given by the spherical shell in k space
with

k, —
—,'hk &k &k, +-,'b, k .

The total number of states in a cell Nk increases quadrati-
cally with k;. This may lead to small numbers of states in
the cells with small k; and thus to increasing fluctuations
of the distribution functions in this region. Due to their
small statistical weight, however, these fluctuations are
irrelevant for observable quantities. These quantities al-
ways contain the density of states which decreases for
small k values and therefore compensates the increase in
the fluctuations. This holds also for the excitonic proper-
ties, e.g. , in the absorption spectrum [Eq. (51)], as be-
comes obvious when converting the double sums over the
three-dimensional vectors k, k' into integrals and per-
forming the angular integrations.

TABLE I. Material parameters used in the simulations. The
parameters refer to a simplified GaAs model with two parabolic
bands: the central valley of the conduction band and the
heavy-hole band.

Band gap Eg
Electron effective
mass m,
Hole effective mass

1.519 eV
0.063m p

0.450m p

finally, carrier-phonon interaction is introduced within
the Markov approximation for both polar optical and
acoustic deformation-potential coupling. Terms that in-
volve simultaneously interactions with electrons and
holes ("polarization scattering"), however, have been
neglected as discussed in Sec. II. In this first step we are
mainly interested in the differences with respect to a
"conventional" Monte Carlo simulation. Therefore, we
have also neglected the real part of the self-energy due to
electron-phonon interaction as given by Eq. (38) because
the real part of the full self-energy is mainly determined
by carrier-carrier interaction. The values of the semicon-
ductor parameters used in the simulations are summa-
rized in Table I.

The external laser field is introduced in terms of the
vector potential A (t) whose explicit form is given by Eq.
(3) with a Gaussian pulse shape according to Eq. (52) for
all simulations. For convenience, the amplitude AL is
given in terms of a Rabi frequency Qz =2M& AL /R. The
k dependence of the dipole matrix element has been
neglected, and the central frequency aoL is given in terms
of an excess energy E,„,=PAL —EG. The central time t,
of the laser pulse has been taken as twice the pulse width
~L. The parameters chosen for the simulations are sum-
marized in Table II. Here, the full GR model refers to a
simulation where distribution functions and polarizations
are calculated self-consistently according to Eq. (23}, if
Hartree-Fock terms are included, and to Eq. (8), if they
are not included. The Markov model refers to a semiclas-
sical simulation with the generation rate given by Eq.
(53), where the polarization is not an independent vari-
able. Thus, in the latter case no Hartree-Fock contribu-
tions can be included. The simulations can be divided

IV. APPLICATIONS

In this section we present and discuss the results of
several "simulated experiments" performed with the gen-
eralized Monte Carlo procedure described in Sec. III.
Different physical conditions have been investigated:
Section IVA is concerned with applications character-
ized by a central laser energy RcuL far from the band gap,
while Sec. IV B describes some '"simulated experiments"
characterized by a laser energy close to or within the
band gap.

For all these applications, a simplified GaAs semicon-
ductor model has been employed: The band structure is
given by a spherical and parabolic band for electrons and
holes, respectively; carrier-carrier interaction has been in-
troduced up to the first order in perturbation theory
within the screened Hartree-Fock approximation, ' and,

mp

Crystal density p
Optical-phonon
energy Ace,~
Relative static
dielectric constant
6p

Relative optical
dielectric constant
t-s

Longitudinal sound
velocity s
Acoustic deforma-
tion potential (elec-
trons) E,
Acoustic deforma-
tion potential
(holes) EI,

5.37 g/cm
36.4 meV

12.9

10.92

5.33 X 10 cm/s

5 eV

5 eV
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TABLE II. Parameters chosen for the different simulations. Here, To denotes the lattice tempera-
ture, E,„, the excess energy of the laser, ~L the laser pulse width, 0& the Rabi frequency, and HF the
inclusion of Hartree-Fock terms. The full GR model refers to Eqs. (8) and (23), the Markov model to
Eq. {53).

Simulation
number

10
10
10
10
10
10

E,„, (meV)

180
180
180
180
—4.52
—4.52

(ps)

0.1

0.1

0.1

0.1

I
1

5

5

5

500
0.02
1

HF

Yes
No
No
Yes
Yes
Yes

GR model

F011
Fu11

Markov
Full
Fu11
Fu11

into two classes: Excitations far from the gap, where en-
ergy relaxation and dephasing due to the coupling with
phonons is important, and excitation close to or below
the gap, where excitonic effects are important. It should
be mentioned, however, that all the simulations are per-
formed with the same program, varying only the input
parameters and, of course, adjusting the time step to the
physical relevant time scale.

A. Excitation far from gap

1.5
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FIG. 1. Generation rate as a function of the wave vector k
for different times: (a) taking into account the retardation and
Hartree-Fock effects [Eq. (23)] and (b) in the Markovian limit
without Hartree-Fock [Eq. (53)]. Case (a) shows the narrowing
due to a recombination off resonance.

In this section we will examine the numerical results
concerning simulations characterized by a laser energy
far from the band gap. This is the typical situation for
energy-relaxation experiments. First we want to investi-
gate the case of a moderate final carrier density at low
temperature such that the effects of degeneracy are not
yet very important.

In Fig. 1 the self-consistent generation rates obtained
from the Monte Carlo simulation are shown as a function

of the wave vector k for different times during the laser
pulse. The plotted rate G, is obtained by integrating the
generation rate over the angular variables:

G, (k, t)=(2~) fgk(t)k sin&d&dg (55)

and is proportional to the number of carriers generated in
a spherical shell of the k space. Figure 1(a) shows the
generation rates for the full generation model (simulation
1), while in Fig. 1(b) the corresponding rates for the Mar-
kovian model (simulation 3) are plotted. The latter ones
are the rates used in a conventional Monte Carlo simula-
tion. Due to the Markovian limit, they do not contain re-
gions with negative values. On the contrary, the rates in
Fig. 1(a) (which reflect the effects of the retardation in the
generation-recombination process) also exhibit a strong
time dependence in the shape. In particular, at short
times (less than or of the order of the pulse width rL ), the
shape of the generation rate is found to be much broader
than estimated from the uncertainty principle using the
pulse width as uncertainty of time. The reason is that we
have to use the "observation time" (i.e., the time since
the start of the pulse) to estimate the linewidth. For
longer times we note a narrowing of the generation rates;
this narrowing, however, is accompanied by the buildup
of negative regions off resonance which can be interpret-
ed as a stimulated emission process. Thus, the distribu-
tion of the generated carriers not only becomes narrower
with increasing time due to a generation mainly in reso-
nance, but also due to a recombination of those carriers
which have been generated performing energy-
nonconserving transitions at short times. The final
spreading in energy of the generated carriers then agrees
with the value obtained from the uncertainty principle
using the temporal spreading of the pulse.

These results show that a self-consistent treatment of
the generation process can be important if either the evo-
lution is already analyzed during the pulse or if some
scattering mechanism is so strong that it can remove
those carriers generated with the "wrong" energy before
they can recombine. They also show that for this self-
consistent model it is essential to treat recombination
processes within the simulation.

In order to investigate the total effect of the recom-
bination processes, we have plotted in Fig. 2(a) the in-
tegrated generation and recombination rates for the two
simulations discussed above. We call a process genera-
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FIG. 2. (a) Total generation and recombination rate and (b)
carrier concentration as functions of time for the Markovian
limit and for the full generation model. The retardation and
Hartree-Fock terms lead to a final density about 30% higher
than in the Markovian limit. The effect is mainly due to
Hartree-Fock terms, as can be seen from the dash-dotted line in
(b), where the full GR model has been taken neglecting
Hartree-Fock terms. The numbers refer to the simulation pa-
rameters in Table II.

FIG. 3. (a) Kinetic energies of electrons and holes and (b) po-
larizations as functions of time for the retarded generation mod-
el with and without Hartree-Fock terms and for the Markovian
model. In contrast to the density, here the full treatment of GR
terms dominates over the Hartree-Fock efFects. The energies of
the holes do not exhibit significant differences in the various
models. The energies of the electrons, however, are significantly
larger at short times in the full model. The coherent polariza-
tion decays rapidly due to an inhomogeneous broadening in k
space. The dephasing of the incoherently summed polarization
is related to scattering processes, Inainly with optical phonons.

(57)

tion if the rate at a given value of k is positive and recom-
bination otherwise. Thus, the generation (recombination}
rates are defined according to

G(t)= f G, (k, t}8(G,)dk, (56)
0

8 (t) = —f 6 i(k, t)8( —Gi )dk,
0

where 8(x) is the unit step function. We notice that the
generation rate in the full model extends to substantially
longer times due to retardation effects than in the Marko-
vian limit. During the second half of the pulse, it is par-
tially compensated by the recombination which reaches
up to 15% of the maximum generation rate.

Figure 2(b) shows the carrier density as a function of
time for simulations 1, 2, and 3. Comparing the dotted
and dash-dotted curves, we find that the inhuence of the
retardation in the generation process on the final density
is not very important; the density is increased by less
than 10%%uo. Introducing Hartree-Fock, however, in-
creases the density by about 30%%uo. But this increase is
relevant for the analysis of experiments only if the abso-
lute laser intensity is known and if the light is absorbed
only by the electronic system. Since this is not known
quantitatively in many experiments, the laser intensity is
calibrated with respect to the final carrier density gen-
erated, which means that we would have to take different
laser intensities for the different models, and the experi-
ments are not very sensitive to these differences.

In Fig. 3 the mean kinetic energies of electrons and
holes (a) and the polarizations (b) are shown as functions
of time for the different models. The energy of the holes

p cob-
e

(58}

It decays due to the inhomogeneous broadening in k
space since each contribution p& in the sum rotates with a
different frequency. The dotted and dashed curves refer
to the incoherently summed polarization P'" ",given by

pincoh —y ~p
k

(59)

It is a measure of the degree of coherence still present in
the system, and it decays due to incoherent-scattering

is practically independent of the model, while the elec-
tron energy, in particular during the pulse, is increased in
the retarded models. This can be understood from the
energy uncertainty in the generation rate. The broaden-
ing at short times is symmetric in energy with respect to
the laser frequency. The density of states, however, in-
creases with increasing energy; thus it is more likely to
generate carriers above resonance than below. In addi-
tion, of course, the stimulated emission then preferably
removes these carriers [see Fig. 1(a},dotted line]. There-
fore, after the end of the pulse, the difference is quite
small. The Hartree-Fock terms lead to an additional
slight increase in the electron energy. It can be partially
attributed to the band-gap renormalization which shifts
the position of the resonance to higher kinetic energies.

In Fig. 3(b) the solid and the dash-dotted curves refer
to the absolute value of the total polarization, P"",
defined as
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processes. The relaxation times are of the order of 0.5 ps.
In fact, this is the typical time related to the total scatter-
ing rate of the incoherent processes, which, at low tern-
peratures, is mainly due to the optical-phonon emission.
From an experimental point of view, the decay of the in-
coherently summed polarization can be directly measured
by performing photon-echo experiments, which, by per-
forming a time reversal, tend to restore the initial
coherent polarization according to the degree of coher-
ence that has not yet been destroyed by scattering pro-
cesses.

On the contrary, the coherent polarizations (solid and
dash-dotted curves) decay with typical times that depend
on the carrier distribution and, therefore, on the proper-
ties of the laser pulse. They re6ect the coherent nature of
both the carrier-carrier and the carrier-light interaction,
and their time scale is typically much shorter than that
related to incoherent phenomena.

Figure 4 shows the distribution functions of (a) elec-
trons and (b) holes as a functions of the wave vector at
different times obtained within the full model including
Hartree-Fock terms. Since the holes are generated with a
mean kinetic energy below the threshold for optical-
phonon emission, the hole distribution practically
remains constant after the end of the pulse. We notice a
slight decrease of the maximum and an associated in-
crease at the low-energy tail due to the interaction with
acoustic phonons, which, however, is a much slower pro-

cess than the interaction with optical phonons. On the
contrary, the electron distribution shows the various re-
plicas at multiples of the optical-phonon energy below
the generation peak. At the latest time most of the car-
riers are already in the lowest replica. This explains why
in Fig. 3(a) the electron energy has a nearly horizontal
slope at the end. Relaxation due to emission of optical
phonons has practically finished, and the subsequent re-
laxation due to emission of acoustic phonons is much
slower.

Figure 5 shows the generation rate as a function of the
wave vector k at the end of the simulation. In the semi-
classical limit there would be no generation or stimulated
recombination of carriers after the end of the laser pulse.
The internal field 5k due to electron-hole interaction,
however, is still present and gives rise to generation-
recombination processes according to Eq. (23). As dis-
cussed in Sec. II, this contribution does not affect the to-
tal number of generated electron-hole pairs (it vanishes
when integrated with respect to k), but it acts on the cor-
responding carrier distribution in k space. We notice
that the absolute value is much smaller than during the
pulse [see Fig. 1(a)]; however, it is still detectable. The
two distinct regions were 6

&
has nonzero values are relat-

ed to the regions in k space where the carriers are con-
centrated after the end of the relaxation process (see Fig.
4): The electrons have relaxed to low energies, and the
holes are still in the region where they have been generat-
ed.

Now let us examine the self-energy. In Fig. 6(a) the
real part (i.e., the band renormalization) is shown as a
function of the wave vector at different times. With in-
creasing time, due to the relaxation of the electrons, the
region close to the band gap, in particular, shows a
significant energy reduction. Figure 6(b) shows the imag-
inary part (divided by R), the total incoherent-scattering
rate. At time t=0 we have only the out-scattering contri-
butions due to carrier-phonon interaction which is in-
dependent of the distribution functions. We see the two
steps related to the threshold for optical-phonon emission
of electrons and holes, and below the first step the much
smaller scattering rate due to acoustic phonons. At later

0 0
0 1 2 3 4 5 6 7

Wave vect. or (10 cm )

t =-2 ps

FIG. 4. Distribution functions of (a) electrons and (b) holes
as functions of the carrier energy at different times. Since the
holes are generated below the threshold for optical-phonon
emission, the distribution practically remains constant after the
end of the pulse. On the low-energy tail of the peak, the small
relaxation due to emission of acoustic phonons is visible. The
nonzero values at small wave vectors are associated with holes
that have been generated at very short times above the thresh-
old and then have emitted a phonon before performing a recom-
bination. They are not significant due to their small statistical
weight. The distribution of electrons shows the various replicas
at multiples of the optical-phonon energy below the generation
peak.

0 1 2 3 4 5 6 7
Wavevect. or (10 cm ')

FIG. 5. Generation rate as a function of the wave vector for
the simulation with Hartree-Fock terms as in Fig. 1(a). The
effect of the internal field due to electron-hole interaction is not
very large in this case far from gap; it is five orders of magnitude
smaller than during the pulse [see Fig. 1(ai]; however, it is clear-

ly visible in a generation rate which otherwise would be zero
after the end of the light pulse.
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FIG. 6. (a) Real and (b) imaginary parts of the self-energy as
functions of the wave vector at different times. The imaginary
part is plotted in terms of the corresponding scattering rate I
obtained according to Eq. (40). As explained in the text, for the
real part only the contributions depending on the carrier distri-
bution have been taken. Thus it is zero at time zero. When car-
riers are generated, initially this energy shift is concentrated
around the generation region. At later times, due to the relaxa-
tion process, mainly the region close to the gap exhibits a lower-
ing. The scattering rate at time zero contains only the out-
scattering contributions. It shows the two steps related to the
threshold for the emission of optical phonons by electrons and

by holes and below the first threshold the small contribution of
the acoustic phonons. At later times, the rate at small wave
vectors is strongly increased due to in-scattering terms, while

slightly above the first threshold, it is reduced due to phase-
space filling.

times, the rates below the first threshold are strongly in-
creased due to in-scattering contributions by emission of
optical phonons. The region slightly above this threshold
shows a significant reduction due to phase-space filling
effects. The out-scattering process is reduced by the oc-
cupation of the final state which reaches values of about
0.6 [see Fig. 4(a)].

All the quantities discussed above help in understand-
ing the physics of the carrier dynamics in a photoexcited
semiconductor. However, they are not directly accessible
by experiments. Therefore, in Fig. 7 the luminescence
spectrum at different times is plotted as a function of the
photon energy. Since we are far from the gap, the effect
of electron-hole interaction for the spectrum is not very
large, and we have neglected the off-diagonal terms in Eq.
(48). The real and imaginary parts of the self-energy,
however, have been taken into account. The calculated
spectra refer to the luminescence not measured in the
direction of the incident laser beam; thus only the in-
coherent part is shown.

We have shown the very early stage of the process,
when the laser is still active, since at these times the
differences between the models are most pronounced.
Furthermore, all spectra are normalized with respect to
their maxima in order to emphasize the line shape. In a

FIG. 7. Luminescence spectra (a) with and (b) without
Hartree-Fock terms at different times during the presence of the
laser pulse (the center of the pulse is at 0.2 ps). The spectra are
normalized to their maxima in order to emphasize the changes
in their shapes. Using the semiclassical Markov model, the
shape does not depend on time and is given by the solid lines.
Within the full GR model, the spectra reflect the time depen-
dence of the broadening of the generation rate [Fig. 1(a)]. While
this broadening is approximately symmetric without Hartree-
Fock terms, their inclusion leads to a significant increase on the
high-energy side of the spectrum.

semiclassical treatment, the generation rate is given by
Eq. (53) and has a constant linewidth. Thus, the
linewidth of the luminescence spectrum is also indepen-
dent of time [solid lines in Figs. 7(a) and 7(b)]. Using the
full generation model, on the other hand, we observe a
strong time dependence of the luminescence line shape
both with [Fig. 7(a)] and without [Fig. 7(b)] Hartree-Fock
terms. During the pulse, the spectrum is remarkably
broader, and it approaches the semiclassical result to-
wards the end of the pulse. We do not see any effects of
relaxation in the shape of the spectra because the holes
practially do not relax. Thus, electrons that have emitted
an optical phonon cannot contribute to the spectrum,
which is sensitive only to the product of the distribution
functions. Luminescence experiments are already per-
formed in this very early stage, when the laser is still ac-
tive; therefore, coherent effects in the generation process
should not be neglected in a theoretical analysis. In a
real semiconductor the anisotropy, in particular, of the
hole bands leads to an additional broadening in the car-
rier distributions. ' ' This broadening, however, is in-
dependent of time and does not affect the discussion con-
cerning the time-dependent broadening due to coherent
effects.

All the above simulations have been performed in the
regime where the effects of degeneracy are not yet very
important (except in the low-energy part at the latest
times, as discussed above). To check the method, we
have performed a simulation where the laser amplitude
has been increased by a factor of 100 so that we enter the
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strongly degenerate regime (simulation 4 in Table II). In
particular, the inverse of the Rabi frequency is now
smaller than the pulse width and the typical relaxation
times, which means that Rabi oscillations should be visi-
ble. Within the semiclassical generation rate [Eq. (53)],
no strongly degenerate system can be generated. We can
reach at most a half-filling of the bands. Then, the ab-
sorption changes into a stimulated emission process.
Onl a coherent light field can produce a complete inver-
sion. We want to remark that this simulation is not in-
tended to represent a realistic situation (in particular due
to the absence of carrier-carrier scattering processes);
rather, it demonstrates that the present approach, used
for the solution of the set of kinetic equations, works un-
der even these extreme conditions.

In Fig. 8 the generation-recombination rates (a) and
the carrier density (b) are plotted as functions of time or
this simu1ation. The rates now exhibit a strong modula-
tion with recombination maxima between the generation
maxima. This modulation leads to Rabi oscillations of
the density. The oscillations do not return to zero as is
the case in a two-level model in resonance, since in a
semiconductor with a continuous energy spectrum, we al-

ways have ofF-resonance contributions.
The kinetic energies and polarizations as functions of

time are plotted in Fig. 9. The Rabi oscillations during
the presence of the pulse are visible in both quantities.
The energy relaxation is reduced with respect to the non-
degenerate case due to the occupation of the final states.
In contrast to the nondegenerate case [Fig. 3(a)], the en-

ergy of the holes now exhibits an "overshoot" during th

Figure 10 shows the distribution functions of (a) elec-
trons an d (b) holes for this strongly degenerate case.

fFi . 4When compared with the corresponding results o ig.
here the distribution functions exhibit a generation
broadening over a large energy range. Taking into ac-
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FIG. 9. (a) Kinetic energies of electrons and holes and (b) po-
larizations as functions of time for the strongly degenerate case.
They also exhibit Rabi oscillations. The energy relaxation is re-
duced due to phase-space filling effects.

(a)

count that the laser pulse duration is the same as cn the
previous simulations, it follows that this broadening is
mainly a result of the phase-space filling, which cuts the
generation rate in the regions of k space, where carriers
already exist. The subsequent relaxation processes then
lead to a practically complete filling of the low-energy
states. The distribution functions tend towards Fermi-
Dirac distributions. In the case of holes, however, t e
peak at the laser energy remains visible due to the act
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FIG. 8. (a) Generation and recombination rate and (b) earner
density for a strongly degenerate case. We observe stro gtron Rabi
oscillations in the density which are a purely coherent effect.

FIG. 10. Distribution functions of (a) electrons andnd b) holes
for the strongly degenerate case. The generation now is

broadened over a large energy range. a g.a in into account that
for the pulse duration the same value as o 'g.. r Fi . 5 hasbeen tak-
en, one can see that this broadening is mainly a result of the
phase-space filling. The relaxation processes lead to a practical-
ly complete filling of the low-energy states.
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creased by a factor of 50 (simulation 6). For the weak ex-
citation we observe a monotonic increase of the density.
The inverse of the Rabi frequency is larger than the pulse
duration and during the pulse there is practically no
recombination. The maximum of the generation rate is
slightly shifted in time with respect to the maximum of
the laser pulse (r, =2 ps). This is a result of the retarda-
tion discussed in Sec. II. At the end of the pulse, the
internal field due to electron-hole interaction leads to a
recombination contribution that exactly cancels the gen-
eration rate. In the case of the strong excitation, on the
other hand, the inverse of the Rabi frequency coincides
with the pulse width. Thus, we enter the field of Rabi os-
cillations. In fact, close to the center of the pulse, the
generation rate strongly decreases and about 85% of the
carriers already generated recombine. Even if the laser
power is increased by a factor of 2500, the final density is
increased only by a factor of less than 100. After the end
of the pulse, we again observe the role of the internal field
leading to compensating generation and recombination
rates.

Finally, let us return to the analysis of the spectrum.
Figure 14 shows the absorption spectrum after the end of
the laser pulse for simulations 5 and 6. The spectra have
been calculated according to Eq. (51) using the numerical
method described in Refs. 43 and 61. An additional life-
time broadening of 0.02 excitonic Ry has been included.
In the case of weak excitation (solid line), we recover the
equilibrium absorption spectrum, and the lowest three ex-
citon lines are resolved. For high excitation the intensity
of the ground-state absorption is slightly reduced; the
effect, however, is quite weak since we are still below the
Mott transition. As expected, ' the position of the exci-
ton ground state is unchanged. The first excited state is
shifted by about 0.5 meV to lower energies as a result of
the renormalization of the carrier energies as well as the
renormalization of the interaction.

Figures 12 and 14 confirm the treatment of Hartree-
Fock terms within our numerical simulation. From Fig.
12 it turns out that the calculation of the internal field ac-
cording to Eq. (22) works very well. It reproduces a
strong maximum in the density of generated carriers ex-
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Photon energy (ev)
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FIG. 14. Absorption spectra of the two simulations per-
formed in resonance with the exciton ground state. In the case
of a weak excitation, we recover the free spectrum, and the
three lowest states are resolved. For high excitation the absorp-
tion at the ground state is slightly reduced, but the position is

unchanged. The first excited state, ho~ever, exhibits a shift of
about 0.5 meV.

actly at the expected energy of the exciton ground state.
Figure 14 also confirms the calculation of the Hartree-
Fock self-energy. The fact that the exciton ground state
is not shifted when increasing the carrier density is a re-
sult of two compensating effects: The band gap is
lowered due to the renormalization of the carrier ener-
gies, and the exciton binding energy is reduced due to a
weakening of the interaction potential by the factor
(1 ff,

—f"—
z ), as can be seen most clearly in Eq. (48).

V. CONCLUSIONS

We have presented a numerical method that enabled us
to include coherent phenomena in a Monte Carlo simula-
tion. The theory is based on the generalized optical
Bloch equations for the distribution functions of elec-
trons and holes, as well as for the interband polarization.
The equation of motion for the polarization has been in-
tegrated directly, while the equations for the distribution
functions have been solved by means of a Monte Carlo
simulation. This method allowed us to simulate the gen-
eration process in a self-consistent way with its full time
dependence. The generation rate contains retardation
effects if compared with the standard Markov result used
in semiclassical transport theory. With increasing time,
this rate exhibits a narrowing in k space related to the
energy-time uncertainty relation. In addition, it becomes
partially negative, which can be interpreted as stimulated
emission from the states off resonance and which contrib-
utes to the narrowing of the distribution of the generated
carriers.

We have obtained the time dependence of the total po-
larization as well as of the incoherently summed polariza-
tion, which describes the degree of coherence still present
in the system. Thus we can analyze the various times
relevant for the dephasing process: the fast decay of the
total polarization due to inhomogeneous broadening in k
space and the decay of the incoherently summed polar-
ization due to incoherent-scattering processes.

Since the light-matter interaction has been treated ex-
actly, we were able to investigate the case of very intense
pulses where we enter the strongly degenerate regime.
An incoherent treatment of the generation process can
never produce an inversion in the carrier system which is
possible due to coherent effects. We have observed Rabi
oscillations in the carrier density and related oscillations
in other variables like carrier energy and polarizations.
Since we have a continuum of states, the density never re-
turns to zero, as would be the case for a coherently driven
two-level atom in resonance.

The method further allowed us to introduce carrier-
carrier interaction in Hartree-Fock approximation. Since
this requires explicit knowledge of the polarization, it is
not possible in a "conventional" Monte Carlo simulation.
In general, the effects related to Hartree-Fock terms are
not very important in regions far from the gap. Howev-
er, due to the inclusion of these terms, we are also able to
investigate phenomena close to the gap, where they
strongly inhuence the dynamics as well as the lumines-
cence and absorption spectra. We have found that the
simulations recover the excitonic features well. We have
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observed a strong resonance in the density of generated
carriers when the laser is centered at the n=1 exciton
line and a pronounced minimum between the n=1 and
n=2 exciton. The higher excited states of the exciton
were not resolved due to the linewidth of the laser pulse
related to its finite pulse duration chosen in the simula-
tions.

The presence of Rabi oscillations has also been found
in the case of excitation at the exciton ground state.
With increasing laser power, we observe the onset of
stimulated recombination processes leading to a non-
monotonous temporal behavior of the carrier density.
The treatment of Hartree-Fock terms within the simula-
tions has been confirmed by the fact that exciton ground
state is not shifted with increasing carrier density, in can-
trast to the excited states. The simulations with excita-
tions close to the band gap have been performed without
any changes in the program, which thus demonstrates
that it allows us to investigate phenomena in the whole
energy range.

Most results obtained in the present paper, however,
cannot yet be compared directly with experiments. At
least in the case of excitation far from gap and for not too
small densities, carrier-carrier scattering processes play a
dominant role in the dephasing process and also, even if
they do not contribute directly, in the energy-relaxation
process. They lead to a broad distribution of the carriers
and therefore remove the strong threshold effects associ-

ated with the emission of optical phonons. Therefore, in
a future work these scattering processes have to be taken
into account. From the theoretical point of view, this
means calculating the second-order contribution of
carrier-carrier interaction within the adiabatic and Mar-
kov approximations. ' For the numerical simulation
these processes then have to be included in the Monte
Carlo procedure for the distribution functions, as well as
in the integration of the polarization. Furthermore, the
existence of additional hole bands and valleys in the con-
duction band should be included, depending on the ex-
periment to be described. Within the present approach,
this does not represent a difBculty; we just have to use a
distribution function for each band or valley, and a polar-
ization for each pair of bands connected by the coherent
light field. The present investigations, however, have
shown that coherent phenomena in the theoretical
analysis of ultrafast processes in semiconductors should
not be neglected, even if only "incoherent" properties like
carrier thermalization are studied.
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