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#### Abstract

We introduce an operational approach to the use of pulsating sources, located at spatial infinity, for defining a relativistic positioning and navigation system, based on the use of null four-vectors in a flat Minkowskian spacetime. We describe our approach and discuss the validity of it and of the other approximations we have considered in actual physical situations. As a prototypical case, we show how pulsars can be used to define such a positioning system: the reception of the pulses for a set of different sources whose positions in the sky and periods are assumed to be known allows the determination of the user's coordinates and spacetime trajectory, in the reference frame where the sources are at rest. In order to confirm the viability of the method, we consider an application example reconstructing the world-line of an idealized Earth in the reference frame of distant pulsars: in particular we have simulated the arrival times of the signals from four pulsars at the location of the Parkes radiotelescope in Australia. After pointing out the simplifications we have made, we discuss the accuracy of the method. Eventually, we suggest that the method could actually be used for navigation across the Solar System and be based on artificial sources, rather than pulsars.


## 1. Introduction

The evocative and romantic image of an ancient carrack which, with a scanty crew and little else on board, approaches to cross an entire ocean, can indeed evoke, beyond the

[^0]greatness of the effort, the sense of confusion and littleness you feel when venturing into the exploration of the unknown. All along, man has been eager for knowledge and discovery, and all along he has tried hard to elaborate methods to design devices suited to facilitate his life and direct his steps. Imagine, for a moment, how vital it would be to know, in a hypothetical space travel, where you are and be able to locate yourself in a unique way in space and time. In this case, lost into the deep space, even more than on a fragile ship at the mercy of the waves, you would more dramatically feel the need for a positioning system that could guide you and light your way.

Actually, the problem of positioning on the Earth is today solved by systems like GPS and GLONASS (Ashby, 2003; Pascual-Sánchez, 2007); from a physical viewpoint, in these systems positioning takes place in a classical (Euclidean) space and absolute time, over which relativistic corrections are introduced (Ashby, 2003). Even in the space surrounding the Earth up to Low Earth Orbit (LEO) altitude, a complete navigation solution can be provided by the current GPS or, with better performance, by his Differential version DGPS (Parkinson et al., 1996; Kaplan et al., 2006).

For interplanetary and deep space missions, current navigation methods highly rely on Earth ground-based extensive operations for absolute/relative position determination (Emadzadeh et al., 2011; Jordan, 1987; Melbourne, 1976). Different approaches are used to this aim such as radar ranging, optical tracking and planet imaging (Wertz, 1978; Bate et al., 1971; Battin, 1999).

An important advantage of the radar ground-based system consists in the absence of active hardware on vehicles. By the way, many drawbacks hold: high costs in terms of ground operations; problematic reception of data corrupted by a strong, sometime critical, background noise; need for precise positional information about radar observation stations on the Earth and Solar System objects (Jordan, 1987); position estimation error increasing directly proportionally with respect to the distance from the Earth, with degrading factor given by the angular accuracy. Even if active transmitters were used on the space vehicles to send signals back to the Earth (Jordan, 1987), it would be possible to estimate the radial velocity by measuring the Doppler frequency of this received signals and to obtain some little improvements only, provided that errors always increase with distance; early experiments using these tracking systems on the Viking spacecraft showed accuracies up to about 50 km in position estimation error for missions to Mars and positional accuracies of the order of 100 km for the outer planets (Emadzadeh et al., 2011; Melbourne, 1976).

The optical tracking system is very similar in his basic principles to the radar tracking, except that it utilizes visible light reflected from a spacecraft (Bate et al., 1971). In some environmental conditions, where optical measurements are favored, this can be an appealing chance; the vehicle's position is calculated by the comparison of a taken photograph with respect to a fixed star background and, therefore, real-time measurements using such methods are typically not easily achieved.

For planetary observation missions in the neighborhood of the examined planet, it is possible to obtain the positioning of the vehicle relative to the planet itself by comparing video images of the planet, taken on board, to the known planetary parameters such as diameter and position relative to the other celestial objects (Battin, 1999).

In order to increase the performance of the navigation system, a combination of these techniques can be employed, still requiring tight human interaction and a not so easy inter-
pretation of the data. Furthermore, as radar-ranging errors increase as the vehicle distance from the Earth increases, accurate navigation becomes more complex because of the required more refined pointing accuracy of ground antennas. Moreover, the imaging process on vehicles, sufficiently close to the planets, implies complex and expensive on board systems.

Most of actual spacecrafts employ the NASA Deep Space Network (DSN, 2010). This system allows to reach accurate radial position but, as mentioned above, the angular uncertainty increases with distance, leading to low performance in long range navigation. Position accuracies in the order of 10 km per astronomical unit of distance from Earth are achievable using interferometric measurements of the Very Long Baseline Interferometer (VLBI) through the DSN (Emadzadeh et al., 2011).

The requirement of higher accuracy, as well as of reduction of costs associated with the ground system, and also the possibility to augment and improve the current available navigation systems push toward different and alternative methods and more autonomous solutions (Folta et al., 1999; Gounley et al., 1984) without human assistance and communication with the Earth. The ultimate goal would be a complete, accurate, absolute, autonomous navigation solution working throughout the Solar System and, eventually, at galactic/intergalactic scales.

In this chapter we discuss how it is possible to define a relativistic positioning system, effective for the navigation in the Solar System and beyond, by using electromagnetic signals coming from pulsating sources, located at spatial infinity. Actually, a fully relativistic positioning system can be built by exploiting the worldlines of electromagnetic signals to define the so called emission coordinates (Coll, 2006; Coll et al., 2006a,b; Rovelli, 2002; Blagojevic et al., 2002; Ruggiero \& Tartaglia, 2007; Bini et al., 2008). The simplest way of understanding what emission coordinates are is to consider four emitting clocks, in motion in spacetime, broadcasting their proper times: the intersection of the past lightcone of an event with the worldlines of the emitting clocks corresponds to the proper times of emission along the worldlines of the emitters; these proper times are the emission coordinates of the given event. A positioning system based on the use of emission coordinates can be effective for positioning on the Earth and, in this case, one may think of a set of satellites orbiting around the Earth and equipped with onboard clocks broadcasting their proper time. However, for positioning and navigation in the Solar System, a set of pulsars (or, more generally, suitable pulsating sources) could rather be used (Coll \& Tarantola, 2004, 2009). In fact, known pulsars emit their signals at a highly regular rate (this is the case, in particular, of the millisecond- pulsars, see e.g. Kramer et al. (2004)), which makes them natural beacons for building a relativistic positioning system. What can be measured with great accuracy is the arrival time of the N-th pulse, so that counting these pulses can in principle allow to define something similar to the emission coordinates, even though in this case the actual proper emission time is unknown and inaccessible.

The idea of using pulsars as stellar beacons has been considered since the early years of the discovery of pulsars (Downs, 1974), and also more recently (Sala et al., 2004; Sheikh et al., 2006, 2007): indeed, in these approaches, positioning is not autonomous, but can be referred to a reference frame centered at the Solar System barycenter (SSB), because pulses arrival times or their phases have to be related to their expected values in the SSB.

What we want to show here is that it is possible to operationally define an autonomous
positioning system, by building emission coordinates exploiting electromagnetic signals coming from periodic sources (assumed to be at rest at spatial infinity) such as pulsars (Tartaglia, 2009; Tartaglia et al., 2011; Ruggiero et al., 2011). In other words, we will show that, by counting pulses from a set of different (at least four) sources, whose positions in the sky and periods are assumed to be known, and measuring the proper time intervals between successive arrivals of the signals, it is possible to determine, in the reference frame where the sources are at rest, the user's coordinates and spacetime trajectory, within an accuracy controlled by the precision of the user clock. In doing so, the phases of the received pulses play the role of emission coordinates and we assume that the user worldline is a straight line during a proper time interval corresponding to the reception of a limited number of pulses, which means that the effects of the acceleration are negligibly small. This system can allow the autopositioning with respect to an arbitrary event in spacetime and three directions in space, so that it could be used for space navigation and positioning in the Solar System and even beyond. In practice, the initial event of the self-positioning process is used as the origin of the reference frame, and the axes are oriented according to the positions of the distant sources; all subsequent positions will be given in that precise frame. If one wants to further position the whole section of worldline of the receiver in some other external reference frame the location of the initial event in the external frame has to be known by other means. Our approach is based on the use of null frames in a flat Minkowskian spacetime, but we discuss the validity of this and other approximations we have considered for actual physical situations.

Moreover, we focus on a simple application of our method, in which we imagine that our sources are four millisecond pulsars and, simulating the arrival times of their signals, we show how the worldline of the receiver is reconstructed: in particular, we make use of the TEMPO2 software (Hobbs et al., 2006), a pulsar-timing package that simulates the times of arrival of pulses at a given location on the Earth, and we determine the trajectory of that location in spacetime, due to the combined motion of the Earth around the Sun and to its daily rotation.

The chapter is organized as follows: in Section 2. we show how to build the basic reference frame and describe the localization procedure; in Section 3. we discuss the sources of error; in Section 4. we present an application example to test our method, by using simulated data. Eventually, discussion and conclusion are in Section 5.

## 2. Definition of the Basic Null Frame Grid and corresponding Localization

In this Section we first focus on the theoretical framework which enables to define the basic (null) reference frame where positioning takes place and, then, we show how the localization procedure can be operationally implemented in this frame.

### 2.1. The Basic Null Frame

Let us consider a number of sources of periodic electromagnetic signals, at rest at spatial infinity, in a four-dimensional Minkowski spacetime. For our purposes, at least four sources
are needed. Each of these sources is characterized by the frequency of its periodic signals and by their directions in space; since the sources are supposed to be far away (i.e. at spatial infinity), their signals can be seen as corresponding to plane waves. In the inertial frame where the sources are at rest, once Cartesian coordinates are chosen, we associate to each source a null four-vector ${ }^{1} \boldsymbol{f}$ whose Cartesian contravariant components are given by

$$
\begin{equation*}
f^{\mu} \doteq \frac{1}{c T}(1, \overrightarrow{\mathbf{n}}) \tag{1}
\end{equation*}
$$

$T$ being the (proper) signal period, and $\overrightarrow{\mathbf{n}}$ the unit vector describing the direction of propagation in the given frame. If in the same reference frame we consider the position four-vector

$$
\begin{equation*}
\boldsymbol{r} \doteq(c t, \overrightarrow{\mathbf{x}}) \tag{2}
\end{equation*}
$$

with respect to an arbitrary and yet unspecified origin, then we can define the scalar function $X$ at the spacetime event identified by $\boldsymbol{r}$, the position four-vector

$$
\begin{equation*}
X(\boldsymbol{r}) \doteq \boldsymbol{f} \cdot \boldsymbol{r} \tag{3}
\end{equation*}
$$

where dot stands for Minkowski scalar product. The scalar $X$ might be thought of as the phase difference of the wave described by $f$ with respect to its value at the origin of the coordinates. Four linearly independent four-vectors constitute a basis, or a frame: we may think of choosing four null four-vectors to serve as a basis (see e.g. Blagojevic et al. (2002)), so that the four wave four-vectors $\left\{\boldsymbol{f}_{(a)}, \boldsymbol{f}_{(b)}, \boldsymbol{f}_{(c)}, \boldsymbol{f}_{(d)}\right\}$ in the form (1) constitute our null frame, or null tetrad. Then, according to the general approach to coordinate systems and frames developed by Coll et. al (2009) in connection with positioning systems, the four phase differences

$$
\begin{equation*}
X_{(N)} \doteq \boldsymbol{f}_{(N)} \cdot \boldsymbol{r}, \quad N=a, b, c, d \tag{4}
\end{equation*}
$$

obtained at any event $\boldsymbol{r}$ whose coordinates are defined by (2), with $a, b, c, d$ labeling the sources, are null coordinates: in other words, they are spacetime functions with null spacetime gradient and, hence, they define a null coordinate system. Furthermore, the $\left\{X_{(N)}\right\}$ are emission coordinates, since they are physically related to the reception of electromagnetic signals emitted by the sources.

The tetrad formalism (see e.g. Chandrasekhar (1983)) allows to define the symmetric matrix

$$
\begin{equation*}
\eta_{(M)(N)}=\boldsymbol{f}_{(M)} \cdot \boldsymbol{f}_{(N)} \tag{5}
\end{equation*}
$$

which, in this case, has constant components, and whose inverse is determined by the relation

$$
\begin{equation*}
\eta_{(M)(P)} \eta^{(P)(N)}=\delta_{(M)}^{(N)} \tag{6}
\end{equation*}
$$

Tetrad indices $N=a, b, c, d$ are lowered and raised by means of the matrices $\eta_{(M)(P)}$ and $\eta^{(M)(P)}$. We can write the position four-vector $\boldsymbol{r}$ in the form

$$
\begin{equation*}
\boldsymbol{r}=X^{(N)} \boldsymbol{f}_{(N)}=X_{(N)} \boldsymbol{f}^{(N)} \tag{7}
\end{equation*}
$$

[^1]and, as a consequence, we see that the phase differences $X_{(N)}$ are the components of the position four-vector with respect to the vectors
\[

$$
\begin{equation*}
\boldsymbol{f}^{(N)}=\eta^{(N)(M)} \boldsymbol{f}_{(M)}, \tag{8}
\end{equation*}
$$

\]

or, differently speaking, the functions

$$
\begin{equation*}
X^{(N)}=\eta^{(N)(M)} X_{(M)} \tag{9}
\end{equation*}
$$

are the components of the position four-vector with respect to the null tetrad vectors $\boldsymbol{f}_{(N)}$. It is useful to remark that while the frame $\left\{\boldsymbol{f}_{(a)}, \boldsymbol{f}_{(b)}, \boldsymbol{f}_{(c)}, \boldsymbol{f}_{(d)}\right\}$ is constituted by null vectors, the frame $\left\{\boldsymbol{f}^{(a)}, \boldsymbol{f}^{(b)}, \boldsymbol{f}^{(c)}, \boldsymbol{f}^{(d)}\right\}$ is constituted by space-like vectors.

In summary, if we consider the hyperplanes conjugated to the null frame $\left\{\boldsymbol{f}_{(a)}, \boldsymbol{f}_{(b)}, \boldsymbol{f}_{(c)}, \boldsymbol{f}_{(d)}\right\}$ vectors, we are able to define a spacetime grid (see Tartaglia (2009)), in which each event is identified by the relative phase of the electromagnetic signals with respect to an arbitrary origin and, in this frame, the coordinates of each event are given by the functions $\left\{X^{(N)}\right\}$; equivalently, the phases $\left\{X_{(N)}\right\}$ are the coordinates with respect to the space-like frame $\left\{\boldsymbol{f}^{(a)}, \boldsymbol{f}^{(b)}, \boldsymbol{f}^{(c)}, \boldsymbol{f}^{(d)}\right\}$.

### 2.2. Localization within the Grid

After having shown how to build a grid, we want to focus on how localization can be achieved within the grid. In particular, we suppose to deal with periodic signals in the form of electromagnetic pulses, such as those coming from pulsars, and that these signals can be thought of as plane waves locally. Furthermore, we suppose that the user is equipped with a receiver able to recognize and count the pulses coming from the various sources, and a clock, that can be used to measure the proper time span between the arrivals from each source.

Let us start with a toy model, where the emission from the sources is continuous and the phases of any signal can be determined with an arbitrary precision, at any event. We choose a starting event, from which the phases of each signal are measured, which is the origin of our coordinates (in other words, the event with $\boldsymbol{r}=\mathbf{0}$, according to what we have described above), and three directions in space, defining the Cartesian axes of the inertial frame of the sources. We point out that even though the starting event is arbitrary, in order to correctly define the null frame, the directions of the sources in the sky have to be known: in other words, we have to know the unit vectors $\overrightarrow{\mathbf{n}}$ for each source (and their proper frequency $\nu$ too), which also enable us to calculate the matrices $\eta_{(N)(M)}, \eta^{(N)(M)}$ of the given frame.

To a subsequent event $\boldsymbol{r}$, we associate the measured phases

$$
\begin{equation*}
X_{(N)}=\boldsymbol{f}_{(N)} \cdot \boldsymbol{r}, \tag{10}
\end{equation*}
$$

and, according to eq. (7), it is then possible to obtain the coordinates of the event $\boldsymbol{r}$, in terms of the measured phases:

$$
\begin{equation*}
\boldsymbol{r}=X_{(a)} \boldsymbol{f}^{(a)}+X_{(b)} \boldsymbol{f}^{(b)}+X_{(c)} \boldsymbol{f}^{(c)}+X_{(d)} \boldsymbol{f}^{(d)} . \tag{11}
\end{equation*}
$$

and to reconstruct the user's worldline.

Coming to a more realistic situation, such as the one in which the emitters are pulsars, we should consider that the received signals consist in a series of pulses and are not continuous. In this case, we may proceed as follows. First, we call "reception" the event corresponding to the arrival of a pulse from one of the sources. As a consequence, the position in spacetime of an arbitrary reception event can be written in the form

$$
\begin{equation*}
\boldsymbol{r}=X_{(a)} \boldsymbol{f}^{(a)}+X_{(b)} \boldsymbol{f}^{(b)}+X_{(c)} \boldsymbol{f}^{(c)}+X_{(d)} \boldsymbol{f}^{(d)} \tag{12}
\end{equation*}
$$

with

$$
\begin{align*}
X_{(a)} & =n_{(a)}+p,  \tag{13}\\
X_{(b)} & =n_{(b)}+q,  \tag{14}\\
X_{(c)} & =n_{(c)}+s,  \tag{15}\\
X_{(d)} & =n_{(d)}+w . \tag{16}
\end{align*}
$$

The $X_{(N)}$ 's in the case of a continuous signal would be phases. Here they are given by an integer $n_{(N)}$, numbering the order of the successive pulses from a given source, and a fractional value: e.g. $p$ means a fractional value of the cycle in $X^{(a)}$, and the same thing holds for $q, s, w$, where $0<p, q, s, w$. In eqs. (13)-(16), only one of the $p, q, s, w$ will in general be zero: when, for instance, a pulse from source "a"arrives, $p$ will be zero, while $q, s, w$ will not; when a pulse from source "b"comes, $q$ will be zero and the other three fractions will not; and so on. Once we choose an arbitrary origin, we may count the pulses in order to measure the $n_{(N)}$, but we have no direct means to measure the fractional values $p, q, s, w$. By the way, a procedure to determine these values can be obtained, based on geometric considerations: we suppose that the acceleration of the user is small during a limited series of reception events, so that we may identify the user's worldline with a straight line; furthermore, we also suppose that by means of his own clock the user can measure the proper time interval $\tau_{i j}$ between the i-th and j -th arrivals. With these assumptions we can proceed as follows to determine the fractional values $p, q, s, w$. Let us consider two sequences ${ }^{2}$ of arrival times from the sources; we have eight events, each of them in the form

$$
\begin{equation*}
\boldsymbol{r}_{j}=X_{(a) j} \boldsymbol{f}^{(a)}+X_{(b) j} \boldsymbol{f}^{(b)}+X_{(c) j} \boldsymbol{f}^{(c)}+X_{(d) j} \boldsymbol{f}^{(d)}, j=1, . ., 8 \tag{17}
\end{equation*}
$$

where $X_{(N) j}$ are expressions like (13-16). The events are arranged in such a way that $\boldsymbol{r}_{1}$ is the generic arrival of the signal from pulsar " a ", $\boldsymbol{r}_{2}$ is the arrival of the first signal of pulsar "b" after $\boldsymbol{r}_{1}, \boldsymbol{r}_{3}$ is the arrival of the first signal of pulsar "c" after $\boldsymbol{r}_{1}$, and $\boldsymbol{r}_{4}$ is the arrival of the first signal of pulsar "d" after $\boldsymbol{r}_{1}$ (the pulsars are ordered from largest ("a") to shortest ("d") period); $\boldsymbol{r}_{5}$ is the arrival of the next signal from pulsar "a", and so on. The flatness hypothesis allows us to write the displacement four-vector between two reception events in the form

$$
\begin{equation*}
\boldsymbol{r}_{i j} \doteq \boldsymbol{r}_{i}-\boldsymbol{r}_{j}=\left(X_{(N) i}-X_{(N) j}\right) \boldsymbol{f}^{(N)} \doteq \Delta X_{(N) i j} \boldsymbol{f}^{(N)} \tag{18}
\end{equation*}
$$

Indeed, the assumption that the worldline of the receiver is straight during a limited number of pitches of the signals can be used also to provide further information. In fact, let us

[^2]consider three successive reception events $i, j, k$; we have
\[

$$
\begin{equation*}
\boldsymbol{r}_{j i}=\Delta X_{(N) j i} \boldsymbol{f}^{(N)}, \quad \boldsymbol{r}_{k j}=\Delta X_{(N) k j} \boldsymbol{f}^{(N)} . \tag{19}
\end{equation*}
$$

\]

The straight line hypothesis allows us to write

$$
\begin{equation*}
\frac{\tau_{j i}}{\tau_{k j}}=\frac{\Delta X_{(a) j i}}{\Delta X_{(a) k j}}=\frac{\Delta X_{(b) j i}}{\Delta X_{(b) k j}}=\frac{\Delta X_{(c) j i}}{\Delta X_{(c) k j}}=\frac{\Delta X_{(d) j i}}{\Delta X_{(d) k j}}, \tag{20}
\end{equation*}
$$

where $\tau_{j i}, \tau_{k j}$ are the proper times elapsed between the $i$-th and $j$-th, and $j$-th and $k$ th reception events, respectively. These relations enable us to obtain the values we are interested in: in fact, we may arrange the coefficients of eqs. (17) in an $8 \times 4$ matrix ( 8 events, 4 sources):

$$
X_{(N) i}=\left(\begin{array}{c|c|c|c}
n_{1}^{(a)} & n_{1}^{(b)}+q_{1} & n_{1}^{(c)}+s_{1} & n_{1}^{(d)}+w_{1}  \tag{21}\\
\hline n_{2}^{(a)}+p_{2} & n_{2}^{(b)} & n_{2}^{(c)}+s_{2} & n_{2}^{(d)}+w_{2} \\
\hline n_{3}^{(a)}+p_{3} & n_{3}^{(b)}+q_{3} & n_{3}^{(c)} & n_{3}^{(d)}+w_{3} \\
\hline n_{4}^{(a)}+p_{4} & n_{4}^{(b)}+q_{4} & n_{4}^{(c)}+s_{4} & n_{4}^{(d)} \\
\hline n_{5}^{(a)} & n_{5}^{(b)}+q_{5} & n_{5}^{(c)}+s_{5} & n_{5}^{(d)}+w_{5} \\
\hline n_{6}^{(a)}+p_{6} & n_{6}^{(b)} & n_{6}^{(c)}+s_{6} & n_{6}^{(d)}+w_{6} \\
\hline n_{7}^{(a)}+p_{7} & n_{7}^{(b)}+q_{7} & n_{7}^{(c)} & n_{7}^{(d)}+w_{7} \\
\hline n_{8}^{(a)}+p_{8} & n_{8}^{(b)}+q_{8} & n_{8}^{(c)}+s_{8} & n_{8}^{(d)}
\end{array}\right)
$$

As it can be seen, the $p, q, s, w$ are zero along the main diagonals of the upper and lower square half matrices forming the whole matrix. This happens in correspondence of the arrivals of the pulses from the various sources: on the arrival of a pulse from "a" the corresponding $p$ is zero, from " b " $q$ is zero, and so on. Then, on using relations like (20) we obtain the fractional values in terms of observed quantities, i.e. proper time intervals
measured by the observer. For instance, we have

$$
\begin{align*}
& p_{1}=0, \quad q_{1}=n_{2}^{(b)}-n_{1}^{(b)}-\left(n_{6}^{(b)}-n_{2}^{(b)}\right) \frac{\tau_{21}}{\tau_{62}},  \tag{22}\\
& s_{1}=n_{3}^{(c)}-n_{1}^{(c)}-\left(n_{7}^{(c)}-n_{3}^{(c)}\right) \frac{\tau_{31}}{\tau_{73}},  \tag{23}\\
& w_{1}=n_{4}^{(d)}-n_{1}^{(d)}-\left(n_{8}^{(d)}-n_{4}^{(d)}\right) \frac{\tau_{41}}{\tau_{84}},  \tag{24}\\
& p_{2}=n_{1}^{(a)}-n_{2}^{(a)}+\left(n_{5}^{(a)}-n_{1}^{(a)}\right) \frac{\tau_{21}}{\tau_{51}}, \quad q_{2}=0,  \tag{25}\\
& s_{2}=n_{3}^{(c)}-n_{2}^{(c)}+\left(n_{7}^{(c)}-n_{3}^{(c)}\right) \frac{\tau_{23}}{\tau_{73}},  \tag{26}\\
& w_{2}=n_{4}^{(d)}-n_{2}^{(d)}+\left(n_{8}^{(d)}-n_{4}^{(d)}\right) \frac{\tau_{24}}{\tau_{84}},  \tag{27}\\
& p_{3}=n_{1}^{(a)}-n_{3}^{(a)}+\left(n_{5}^{(a)}-n_{1}^{(a)}\right) \frac{\tau_{31}}{\tau_{51}},  \tag{28}\\
& q_{3}=n_{2}^{(b)}-n_{3}^{(b)}-\left(n_{6}^{(b)}-n_{2}^{(b)}\right) \frac{\tau_{23}}{\tau_{62}},  \tag{29}\\
& s_{3}=0, \quad w_{3}=n_{4}^{(d)}-n_{3}^{(d)}+\left(n_{8}^{(d)}-n_{4}^{(d)}\right) \frac{\tau_{34}}{\tau_{84}},  \tag{30}\\
& p_{4}=n_{1}^{(a)}-n_{4}^{(a)}+\left(n_{5}^{(a)}-n_{1}^{(a)}\right) \frac{\tau_{41}}{\tau_{55}},  \tag{31}\\
& q_{4}=n_{2}^{(b)}-n_{4}^{(b)}-\left(n_{6}^{(b)}-n_{2}^{(b)}\right) \frac{\tau_{24}}{\tau_{62}},  \tag{32}\\
& s_{4}=n_{3}^{(c)}-n_{4}^{(c)}-\left(n_{7}^{(c)}-n_{3}^{(c)}\right) \frac{\tau_{34}}{\tau_{73}}, \quad w_{4}=0, \tag{33}
\end{align*}
$$

and so on. Moving the pair of sequences and repeating the elaboration step by step, we are able to reconstruct the whole worldline of the receiver, in terms of measured quantities, i.e. proper times.

## 3. Biases and uncertainties

In this Section we will discuss the sources of error and their importance in the positioning process that we have presented. Before going into details of our analysis, we would like to preliminarily discuss the nature of errors and inaccuracies that affect our positioning process, in order to clarify how they can be dealt with to improve accuracy.

Roughly speaking we can distinguish between systematic errors and uncertainties (or fluctuations). Systematic errors originate from mismodelling of the physical processes we are dealing with or from poor knowledge of the system parameters; they globally affect the positioning process and are either constant or time dependent. For instance, errors in the angular positions of the sources in the sky as well as in the periods of the pulses are systematic errors; furthermore, if we deal with pulsars, their angular positions may change because of their proper motion and their periods because of energy loss. As for the uncertainties, they are related to the stochastic variations of the quantities involved in the positioning process: for instance in the procedure of measuring the arrival times of the pulses, fluctuations are due to the detection device and to the user's clock as well as to the emission mechanism
at the surface of the star; in principle also the turbulence of the interstellar plasma could have a role. Systematic errors produce global consequences with an unknown distortion of the re-built spacetime trajectory of the user; the uncertainties transform the worldline in an uncertainty stripe across spacetime. Systematics can be reduced by improving our model and the knowledge of its parameters; a statistical analysis and the best technologies can help to reduce the impact of random disturbances.

### 3.1. Model Limitations

Let us begin by discussing the validity of our model, which is based on the propagation of electromagnetic signals originating from pulsating sources at rest in a given reference frame, in Minkowski spacetime. The question we would like to address is: how realistic is this model? Can it be used for positioning in actual physical situations? We start with some general observations.

We explicitly work in flat spacetime, thus eliminating the effects of the gravitational field. It is however obvious that, for positioning in the Solar System, the gravitational field of the Sun (and of the other major bodies) influences the propagation of electromagnetic signals ${ }^{3}$. The dimensionless magnitude of the static gravitational field of the Sun is of the order of $\delta_{\odot} \simeq \frac{G M_{\odot}}{c^{2} d} \simeq 10^{-8}\left(\frac{1 \text { A.U. }}{d}\right)$, and reaches its maximum value near the $\mathrm{Sun}^{4}$, where $\delta_{\odot} \simeq 10^{-6}$. This field produces effects on the times of arrival of the pulses which are relevant for our purposes only if they change in a time comparable with the integration times used for our algorithm; only the radial component (with respect to the Sun) is important. The effects due to the motion of a user who travels with speed $\overrightarrow{\mathbf{v}}$ in the radial direction $\hat{\mathbf{r}}$ (and thus experiences a time varying gravitational field) in a time span $\delta t$ are expressed in terms of apparent fractional change of the period of the sources ${ }^{5}$ as $\delta_{\odot, v} \simeq \frac{G M_{\odot}}{c^{2} d^{2}} \overrightarrow{\mathbf{v}} \cdot \hat{\mathbf{r}} \delta t \simeq 6 \times$ $10^{-8}\left(\frac{1 \mathrm{~A} . \mathrm{U}}{d^{2}}\right)\left(\frac{v}{30 \mathrm{~km} / \mathrm{s}}\right) \mathrm{y}^{-1} \delta t$. This fixes an upper limit to the acceptable $\delta t$ in order the effect to be compatible with the required tolerance. One more problem is that when the line of sight to a source grazes the Sun the time of flight of the signals depends on the geometric curvature of the rays and on the Shapiro time delay, which is indeed huge depending on the apparent impact parameter (Straumann, 2004). However these disturbances can be dealt with either choosing sources which are located in the sky so that their lines of sight are far away from the gravitating bodies; or having recourse, which is appropriate for many other reasons also, to a redundant number of sources, so that only the best are used each time.

Another systematic error comes from considering the sources as being at rest, at spatial infinity, in a given reference frame, which is a very idealized situation. In fact, actual sources, such as galactic pulsars, have both a proper motion and a finite distance from the observer. Taking into account estimates of the proper motion of real pulsars (Hobbs et al., 2005) it is possible to see that the rate of change of the angular position ${ }^{6}$ is of the order

[^3]$10^{-6}\left(\frac{100 \mathrm{pc}}{d}\right) \mathrm{rad}$ per year. In practice these figures tell us that we are allowed to keep the position nominally fixed for months before correcting the value of the direction cosines, which is possible because the behaviour of the sources is known. As for the radial proper motion of the pulsar, which is commonly far worse known than its transverse motion, it is indeed contained in the times of arrival of the pulses, but can reasonably be considered as fixed during very long times, practically not affecting the positioning process. Finally it is known that the periods of the pulses are generally increasing with time, due to rotation energy loss of the star. However the decay rate is in general known, so that we may deal with this kind of change in the same way as we do for the position in the sky: keep the period fixed for a time compatible with the required accuracy (which would in any case be rather long), then introduce a corrected new value (which is known once the pulsar is given). As for glitches (sudden and random jumps in the frequency) they can be cured thanks to the redundancy of the number of sources above the minimum of four, corresponding to the dimensions of spacetime.

In the case of pulsars there are many other effects that could affect the arrival times of the signal; a thorough analysis can be found in Kramer et al. (2004). Besides what we have already mentioned, we should, for instance, take into account the emission mechanism at the surface of the star and the propagation across the interstellar plasma: these effects are responsible for the fact that each single incoming pulse is in general different from any other. The method to deal with this is the same adopted at radiotelescopes: the acquisition of the data runs for a high number of pulses, then the signal is analyzed by folding, in order to extract the fiducial sequence with the desired accuracy. In the case of the positioning far shorter integration times are needed, because the pulsar is already known and the aim is simply to recognize it, rather than investigate on it. For completeness we should finally mention the problems related to the acquisition and elaboration chain in the receivers, however to discuss the technological aspects of the antenna and acquisition apparatus is beyond the scope of the present work.

Finally, we would like to focus on the approximation that is implicit in our method for the conversion of a sequence of times of arrival of discrete pulses into the coordinates of the receiver. We exposed the method in Section 2.2., where we limited the extension of the time series of the signals we used at each step of the process to an interval allowing to locally approximate the user's worldline with a straight line: how far is this hypothesis tenable? Given the user's clock accuracy ${ }^{7} \delta \tau$, we can define the maximum proper time interval $\Delta \tau_{\text {max }}$ that can be considered in order to be self-consistent with the straight line hypothesis. Developing the worldline of the receiver in powers of its proper time up to the second order we see that, if $a$ is the order of magnitude of the user's acceleration, and $v$ his velocity, the following condition should be satisfied:

$$
\begin{equation*}
\Delta \tau_{\max }=\sqrt{2 \frac{v}{a} \delta \tau} . \tag{34}
\end{equation*}
$$

Damour \& Taylor (1991), so that an estimate of the relative time variation of the period is of the order $10^{-10}\left(\frac{100 \mathrm{pc}}{d}\right) \mathrm{y}^{-1} \delta t$.
${ }^{7}$ Into this $\delta \tau$ we should actually include also the drifts due to the proper motion and the period decay of the pulsar, which we keep constant during one step of the process; the latter are however expectedly far smaller effects than those due to the acceleration of the receiver.

For instance, if the user is moving in flat spacetime with $\delta \tau \simeq 10^{-10} \mathrm{~s}, v=5 \times 10^{5} \mathrm{~m} / \mathrm{s}$ and an acceleration $a=1 \mathrm{~m} / \mathrm{s}^{2}$, we have $\Delta \tau_{\max }=10^{-2} \mathrm{~s}$, which corresponds to several periods of millisecond pulsars: enough both for the averaging away of the fluctuations of the single pulses, and for the piecewise reconstruction of the worldline. Actually, the deviation from the linearity of the user's worldline can also be due to the curvature of spacetime, i.e. to the presence of the gravitational field. We can give a similar estimate of the corresponding maximum proper time interval $\Delta \tau_{\max }$ by setting $a=|\nabla \Phi|$ in (34) where $\Phi$ is the gravitational potential. For instance, for $a=10^{-3} \mathrm{~m} / \mathrm{s}^{2}$, which is the order of magnitude of the gravitational field of the Sun at 1 A.U., we get for $v=10^{3} \mathrm{~m} / \mathrm{s}$, $\Delta \tau_{\max } \simeq 10^{-2}$ s. So, we see that there are actual physical situations where the hypothesis of linearity holds, and the procedure that we have described is meaningful.

### 3.2. Errors in the procedure of position determination

After having discussed the systematic errors related to the physical model underlying our procedure of position determination, we would like to turn to the analysis of the errors in the procedure itself which, as we are going to see, are connected both with our knowledge of the system parameters and with the measurement process.

Actually, the coordinates of an event $\boldsymbol{r}$ are determined by solving eq. (10). We notice that eq. (10) can be written in the form

$$
\begin{equation*}
A \bar{x}=\bar{y} \tag{35}
\end{equation*}
$$

where ${ }^{8}$

$$
A=\left(\begin{array}{cccc}
f_{(a)}^{0} & -f_{(a)}^{1} & -f_{(a)}^{2} & -f_{(a)}^{3}  \tag{36}\\
f_{(b)}^{0} & -f_{(b)}^{1} & -f_{(b)}^{2} & -f_{(b)}^{3} \\
f_{(c)}^{0} & -f_{(c)}^{1} & -f_{(c)}^{2} & -f_{(c)}^{3} \\
f_{(d)}^{0} & -f_{(d)}^{1} & -f_{(d)}^{2} & -f_{(d)}^{3}
\end{array}\right), \quad \bar{x}=\left(\begin{array}{c}
x^{0} \\
x^{1} \\
x^{2} \\
x^{3}
\end{array}\right), \quad \bar{y}=\left(\begin{array}{c}
X_{(a)} \\
X_{(b)} \\
X_{(c)} \\
X_{(d)}
\end{array}\right)
$$

with $x^{0}=c t, x^{1}=x, x^{2}=y, x^{3}=z$.
Eq. (35) is a linear system where the unknown vector $\bar{x}$ is obtained in terms of the matrix $A$ (which has to be non singular) and the vector $\bar{y}$ :

$$
\begin{equation*}
\bar{x}=A^{-1} \bar{y} . \tag{37}
\end{equation*}
$$

The entries of matrix $A$ are related to the signal periods $T_{(N)}=\left(c f_{(N)}^{0}\right)^{-1}$ and the direction cosines $n_{(N)}^{i}=c T_{(N)} f_{(N)}^{i}$ defining the angular positions of the sources; the fact that the $\overrightarrow{\mathbf{n}}_{(N)}$ 's, $N=a, b, c, d$ are different ensures that the matrix is not singular. As for the vector $\bar{y}$, its entries are the measured phases determined (at each event) by the procedure described in Section 2.2..

The entries of the matrix $A$ are affected by systematic errors, while phase measurements have random errors. It is then possible to evaluate the maximum relative error in the solutions $\bar{x}$ of the linear system (37) by estimating the maximum errors on the entries of $A$,

[^4]while a covariance analysis allows to quantify how random errors in phase measurements translate into errors in the determination of the coordinates of the spacetime event $\boldsymbol{r}$, on the basis of the geometric properties of matrix $A$.

In fact, after defining a suitable norm ${ }^{9}$, the following relation holds (see e.g. Demidovic \& Maron (1966))

$$
\begin{equation*}
\delta \bar{x} \leq k(A)^{2} \delta A \tag{38}
\end{equation*}
$$

where $\delta \bar{x}=\frac{\|\Delta \bar{x}\|}{\|\bar{x}\|}, \delta A=\frac{\|\Delta A\|}{\|A\|}$ and $k(A)=\|A\|\left\|A^{-1}\right\|$ is the condition number of the system (35). If we suppose that the relative errors in periods $\Delta T / T$, and direction cosines $\Delta n^{i}$ are roughly the same for all sources in all directions, then eq. (38) allows to conservatively estimate the relative error in the form

$$
\begin{equation*}
\delta \bar{x} \leq k(A)^{2}\left[\sqrt{\left(\frac{\Delta T}{T}\right)^{2}+\frac{3}{2}(\Delta n)^{2}}\right] \tag{39}
\end{equation*}
$$

We remember that it is always $k(A) \geq 1$; in our case, we may write

$$
\begin{equation*}
k(A) \propto \frac{1}{|\operatorname{det}(A)|^{2}} \sum_{N=a, b, c, d}^{4} \frac{1}{T_{(N)}^{2} c^{2}} \tag{40}
\end{equation*}
$$

As a consequence, we see that the relative error is minimized when: (i) the determinant is maximized and (ii) periods are minimized; since the spatial components of $A$ are the direction cosines, the determinant is maximized when the volume spanned by these directions is maximized. To fix ideas, for $\Delta T / T \simeq 10^{-4}, \Delta n \simeq 10^{-8}$, it is $\delta x \lesssim k(A)^{2} 10^{-4}$.

Further insight on the accuracy achievable by our positioning procedure can be obtained by discussing the geometric properties of the system (37), which ultimately depends on the actual angular positions of the sources in the sky: we refer to the Geometric Dilution Of Precision (GDOP), which is based on the covariance matrix of the errors in position determination, and provides a measure of how fit the set of sources is: indeed, it is related to the geometric properties of the matrix $A$ and a great accuracy can be obtained if sources are chosen that are sufficiently scattered in the sky (this is pretty much like what happens with GPS satellites, see e.g. Hofmann-Wellenhof et al. (2001)). The covariance matrix of the positioning errors, as determined by the phase measurements, can be expressed as

$$
\begin{equation*}
\operatorname{cov} \bar{x}=\left[A^{T}(\operatorname{cov} \bar{y}) A\right]^{-1} \tag{41}
\end{equation*}
$$

If the phase measurements errors from each source are uncorrelated and Gaussian distributed, with zero mean and variances $\sigma_{(N)}^{2}$, the position covariance matrix turns out to be

$$
\begin{equation*}
\operatorname{cov} \bar{x}=\left[A^{T} \operatorname{diag}\left(\sigma_{(a)}^{2}, \sigma_{(b)}^{2}, \sigma_{(c)}^{2}, \sigma_{(d)}^{2}\right) A\right]^{-1} \tag{42}
\end{equation*}
$$

The GDOP is defined by

$$
\begin{equation*}
\mathrm{GDOP}=\sqrt{\operatorname{Tr}(\operatorname{cov} \bar{x})} \tag{43}
\end{equation*}
$$

[^5]To understand the meaning of GDOP, let us consider the case when all phase measurements have the same variance $\sigma^{2}$, then $\operatorname{cov} \bar{y}=\operatorname{diag}\left(\sigma^{2}, \sigma^{2}, \sigma^{2}, \sigma^{2}\right)$; furthermore it is $\left(A^{T} A\right)^{-1}=\frac{1}{|\operatorname{det} A|^{2}}(\operatorname{cof} A)^{T}(\operatorname{cof} A)$ so that we can write

$$
\begin{equation*}
\mathrm{GDOP}=\frac{\sigma}{|\operatorname{det} A|} \sqrt{\operatorname{Tr}(\operatorname{cof} \mathrm{A})^{\mathrm{T}}(\operatorname{cof} \mathrm{~A})} \tag{44}
\end{equation*}
$$

Again, we see the role of $|\operatorname{det}(A)|$ in minimizing the errors: GDOP is minimized when the solid angle spanned by the directions of the sources is maximized.

The error in position determination can be minimized by using a number $n$ of sources greater than four, which will result in an over-determined linear system in the form (35), $B \bar{x}=\bar{y}$, provided that now $B$ is an $n \times 4$ matrix and $\bar{y}$ is a vector of $n$ measured phases. Redundant equations allow to improve the accuracy of the solutions via least squares estimation techniques (see e.g. Stark \& Woods (1986)), so that Eq. (41) is generalized to ${ }^{10}$

$$
\begin{equation*}
\operatorname{cov} \bar{x}=\left(B^{T} B\right)^{-1} B^{T}(\operatorname{cov} \bar{y}) B\left(B^{T} B\right)^{-1} \tag{45}
\end{equation*}
$$

If, as before, we consider the phase measurements errors to be identically Gaussian distributed with the same variance and independent, we obtain equation (41) back, also in the case $n>4$ : in summary, we may say that the components of $\left(B^{T} B\right)^{-1}$ determine how phase errors translate into errors of the computed spacetime position.

## 4. Numerical Simulation

In order to test the procedure described above, it is necessary to define the null frame, that is to say the basis four-vectors in the form (1) for each source. In other words, we need to know the positions of the sources and their periods. Then, in order to apply the procedure, we need the arrival times of the pulses, as measured by the receiver. Our purpose is to demonstrate how the system works in practice, but we have no actual device at hands so we may follow two strategies: a) simulate the sources, giving them an arbitrary position in the sky and an arbitrary periodicity, then somehow mimicking the uncertainties associated with real sources; b) choose, as an example, four real millisecond pulsars with the data we find in the literature. In practice the difference between the two approaches is not really important, since the second choice is only nominally different from the first, so we decided to use the parameters of four real pulsars as they are listed in Table 1.

Next we use a software which simulates the arrival times of the pulses received at a given terrestrial location, emitted by our set of pulsars; by this way we try and reconstruct the worldline of the receiver at the chosen position on Earth. The simulator generates sequences of arrival times as they would be obtained at an antenna and we use them, applying our algorithm in order to rebuild the motion of the Earth or, more correctly, the trajectory of a terrestrial location where the pulses would be received, which moves because of the daily rotation and the motion of the Earth around the Sun: this trajectory is then compared to the one obtained by the ephemerides. More precisely we reconstruct the motion of the receiver with respect to the "fixed" stars, assuming as the origin the event where the reception has started: in a sense we produce a self-positioning. The position of the initial event with respect to any given reference frame must be known by other means.

[^6]| Pulsar | T $(\mathrm{ms})$ | Elong $\left(^{\circ}\right)$ | Elat $\left(^{\circ}\right)$ |
| :---: | :---: | :---: | :---: |
| J1730-2304 | 8.123 | 263.19 | 0.19 |
| J2322+2057 | 4.808 | 0.14 | 22.88 |
| B0021-72N | 3.054 | 311.27 | -62.35 |
| B1937+21 | 1.558 | 301.97 | 42.30 |

Table 1. The parameters of the four pulsars we chose are listed as they were taken from the ATNF Pulsar Catalogue. The basis four-vectors are obtained after computing the direction cosines from the ecliptic coordinates; then use is made of the formula $\boldsymbol{f}_{(N)}=\frac{1}{c T_{(N)}}\left(1, \overrightarrow{\mathbf{n}}_{(N)}\right)$, for $N=a, b, c, d$. Both the periods and the direction cosines are assumed to be known with an accuracy limited by the numerical precision only.

For generating the sequence of arrival times we have used TEMPO2 (Hobbs et al., 2006), a specific software environment, widely used nowadays by the astronomers and astrophysicists studying pulsars. In particular, the TEMPO2 plug-in "fake" enables to simulate the time residuals expected from a given pulsar observation session. In fact, this code automatically generates a set of times of arrival for a specific pulsar at a predefined location on the Earth surface (corresponding, for instance, to a radiotelescope site), in a time window defined by the user, and starting from the transit time of the given pulsar through the local meridian (superior culmination point). It takes into account the contribution to timing of the gravitational field in the Solar System due to the Sun and the other bodies, and other kinematical effects (see e.g. (Straumann, 2004)). The possibility to add various types of error, in particular the Gaussian one or the red noise one (a timing noise that is actually negligible for most millisecond pulsars), to the times of arrival is also allowed. Hence, we have simulated the signals coming from the real pulsars described in Table 1 and we have introduced a Gaussian $1 \mu$ s uncertainty: this is a conservative estimate of the error in the timing procedure, due both to the detection process and to the fluctuations of the sources. Then TEMPO2 has been for us the equivalent of an antenna where the sequences of pulses from our quartet of sources are received. The arrival times have been simulated during a time interval of about three days, at a given position on the surface of the Earth, that is the one of the Parkes observatory in Australia. In particular, we considered for each pulsar a set of about 28000 pulses, sampled out of the continuous sequence each 10 seconds. The duration of the simulation allows to evidence the actual motion of the observatory, due to the combined motion of the Earth around the Sun and of its daily rotation. The chosen pulsars define the null frame, and they are supposed to be at rest in the International Celestial Reference System (ICRS) (where, in turn, the barycenter of the Solar System is at rest).

By applying the procedure described above, we have rebuilt the trajectory of the observatory. To make a comparison, we consider $\zeta$, that is the trajectory of the observatory, as determined by the ICRS ephemerides having components $t, x, y, z$, while, as before, the reconstructed trajectory $\bar{\zeta}$ has been obtained according to eq. (12):

$$
\begin{equation*}
\boldsymbol{r}[i]=X[i]_{(a)} \boldsymbol{f}^{(a)}+X[i]_{(b)} \boldsymbol{f}^{(b)}+X[i]_{(c)} \boldsymbol{f}^{(c)}+X[i]_{(d)} \boldsymbol{f}^{(d)} \tag{46}
\end{equation*}
$$

where $[i]$ is an index labeling the i-th reception event. In particular, from (46) we obtain the

Cartesian components $\bar{t}, \bar{x}, \bar{y}, \bar{z}$.
The results are shown in Figure 1 where the reconstructed spatial trajectory is compared with the one determined by the ICRS Ephemerides of the chosen observatory. The scale of the figure does not permit to appreciate the differences between the two trajectories. Actually this application of the method is purely indicative. TEMPO2 has of course not been designed for our purposes, so the sampling of the data each 10 seconds may introduce some additional uncertainty; moreover, as we stressed in Section 3. referring to the Geometric Dilution Of Precision (GDOP), a crucial role in minimizing the uncertainty is played by the geometry of the sources: the uncertainty is minimized when the volume spanned by the sources directions is maximized.

We stress the demonstrative purpose of our work, which has led us to disregard a series of aspects that should be taken into account for a real positioning system (see e.g. Ruggiero et al. (2011))

## 5. Discussion and Conclusion

We have described an operational approach to the use of pulsating signals for positioning purposes; in particular, pulsars signals can be used. Our procedure is based on the definition of a null frame in flat spacetime, by means of the four-vectors associated to the signals in the inertial reference frame where the sources are at rest (so that the emission directions and the frequencies of the pulsating signals have to be known) and far away (so that their signals can be dealt with as plane waves). The procedure is fully relativistic and allows position determination with respect to an arbitrary event in flat spacetime. Once a null frame has been defined, it turns out that the phases of the electromagnetic signals can be used to label an arbitrary event in spacetime. If the sources emit continuously and the phases can be determined with arbitrary precision at any event, it is straightforward to obtain the coordinates of the user and his worldline. However, actual sources emit signals which consist of a series of pulses: so, we have developed a simple method that can be used to determine the user's worldline by assuming that the worldline is a straight line during a proper time interval corresponding to the reception of a limited number of pulses, which means that the effects of the acceleration are negligibly small. This is indeed true for any solid system when the time span is only a fraction of a second, of the order of, say, one hundredth or less. We have discussed the source of errors which affect the positioning process, taking into account model limitations (including the hypothesis of dealing with a flat spacetime) and uncertainties, due to the stochastic changes of the quantities involved in the procedure.

Then, we have focused on an application of our approach, by which we have reconstructed the trajectory of a given terrestrial location, due to the combined motion of the Earth around the Sun and to its daily rotation: on using a simulating plug-in of the TEMPO2 software, we sampled the times of arrival of the signals from a given set of pulsars, expected from an observation session at a specific location on the Earth, which in our case is the Parkes observatory in Australia. By collecting data which simulate an observation of about three days, we determined the trajectory of the observatory due to the combined rotation and revolution motion of the Earth. Then, we compared the reconstructed world-line with the one obtained by the ephemerides. The comparison was only for qualitative purposes
since the use of TEMPO2 intermittently and for such a long (from the view point of our method) time may introduce some additional uncertainty; furthermore the choice and the use we made of pulsars corresponds to an idealized situation. However, the results seem promising for the testing of the reliability of our approach.

What we want to discuss, now, is the actual possibility of using our method for a positioning system effective for the navigation in the Solar System.

First, we focus on the use of pulsars, as basic "clocks" for the definition of the reference system: actually, we mostly refer to pulsars because they represent natural sources of regular pulses and they are suggestive of the old navigation at sea using the stars; an advantage of using pulsars is the fact that they can practically be considered as being at infinite distance and occupying fixed positions in the sky, however a major drawback is the weakness of their signals. Indeed, this is a severe limitation for the design of a positioning system, but we would like to point out that our method can perfectly work with any other artificial source of pulses provided that one knows the law of motion of the source in a given reference frame. As a consequence, for the use in the Solar System, one could for instance think to lay down regular pulse emitters on the surface of some celestial bodies: let us say the Earth, the Moon, Mars etc. The behaviour of the most relevant bodies is indeed pretty well known, so that we have at hands the time dependence of the direction cosines of the pulses: this is enough to apply the method and algorithm we have described and the final issue in this case would be the position within the Solar system. In principle the same can be done in the terrestrial environment: here the sources of pulses would be onboard satellites, just as it happens for GPS, but without the need of continuous intervention from the ground: again the key point is a very good knowledge of the motion of the sources in the reference frame one wants to use.

Another important issue for the practical implementation of our system, is the number of independent sources. In the previous sections we have many times mentioned the fact that the number of independent sources to be used is at least four. The reason for that number is that the spacetime coordinates needed to localize the user are of course four (three space components plus time). There are however many reasons for using a bigger number of emitters. If we have $n>4$ pulsars (or equivalent sources) we may apply our method to all possible quadruples contained in $n$ : the position will be determined as an average of the results obtained from all quadruples. This would be one more way to average the effect of random disturbances at the emission of the pulses out. Furthermore if one of the sources fails or disappears for any reason (e.g. because it is eclipsed) the localization process is not interrupted; if one new source comes in, provided that its position in the sky and proper recursion time are known, the sequence of its pulses is hooked to the main sequence of the arrival times and may be used for further positioning. What matters is that all arrival times from all visible sources are arranged in one single sequence identified by the onboard clock and that the main sequence is not interrupted. To say better, the maximum tolerable total blackout of the sequence should not last more than what can be reconstructed by extrapolation from the last portion of the world-line of the observer. With reasonable accelerations at the typical speeds of an interplanetary travel this may be as long as a few seconds.

Eventually, our procedure is based on the measurement of signals times of arrival, by means of the user's clock: it is then implicit that everything works if the clock used is a
good and reliable clock. We are considering atomic clocks fit for being carried on board a spacecraft. The problems with the clocks arise from both random and systematic instabilities. The former contribute to the general uncertainty in the positioning, whilst the latter introduce an apparent shortening of the period of the received pulses. A strategy to minimize the effects of the drift in the frequency of the clock is similar to the one adopted for GPS. It is redundancy: more than one atomic clocks, and of different types, should be carried by the observer (GPS satellites have four clocks on board): the arrival times would be given by an average of the different readings. The redundancy would partly reduce also the effect of the drift of the frequency of the clocks, but this would emerge in long time. The accuracy of portable present day atomic clocks is in the order of $1 \times 10^{-14}$ (see e.g. Ashby (2003)) which means that the measured repetition time of a millisecond pulsar would be significantly affected by the frequency drift of the clock over times of the order of months, if not years. It would in any case be advisable to periodically check the accuracy of the measurement from some reference station on the Earth, and the best strategy would be to check the position and compare with the one obtained by self-positioning, rather than to try to directly verify the clock, which would be possible but it is a very delicate task indeed and presupposes, any way, a good knowledge of the relative motion between the space observer and the ground station. A periodic check up (after weeks or months intervals) would in any case be cheaper than a continuous guidance from the ground.

In summary, the practical implementation of our method in the real world requires a careful analysis of these issues, together with several technological aspects pertaining to the signals detection and elaboration chain. However, our work suggests that investigation in this direction seems worthwhile, for the definition of a positioning system effective for the navigation across the Solar System and beyond.
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Figure 1. Space trajectory of the Parkes observatory on Earth with respect to the pulsars during three days. At this scale the ideal and the reconstructed curves are indistinguishable.


[^0]:    *E-mail address: matteo.ruggiero@polito.it

[^1]:    ${ }^{1}$ Arrowed boldface letters like $\overrightarrow{\mathrm{x}}$ refer to spatial vectors, while boldface letters like $\boldsymbol{f}$ refer to four-vectors; Greek indices refer to spacetime components, while Latin letters label the sources.

[^2]:    ${ }^{2}$ They may be subsequent or not, provided the total time span does not spoil the hypothesis of linearity of the worldline.

[^3]:    ${ }^{3}$ En passant, we notice that since in our procedure only ratios of proper times measured in practice at the same spatial position are involved, the effect of the gravitational field on the user's clock can be safely neglected.
    ${ }^{4}$ The distance $d$ is here expressed in astronomic units (A.U.) so that a distance equal to 1 corresponds to the position of the Earth.
    ${ }^{5}$ The velocity is in units of the average speed of the Earth along its orbit ( $30 \mathrm{~km} / \mathrm{s}$ ) and the rate of change is per year $\left(\mathrm{y}^{-1}\right)$.
    ${ }^{6}$ Actually, proper motion affects any observed change in periodicity, see e.g. Straumann (2004),

[^4]:    ${ }^{8}$ We use $\bar{x}$ to refer to generic vectors belonging to $\mathbb{R}^{4}$, not to be confused with the four-vectors.

[^5]:    ${ }^{9}$ For instance: $\|A\|=\sqrt{\sum_{i, j}\left|a_{i j}\right|^{2}}, \quad\|\bar{x}\|=\sqrt{\sum_{i}\left|x_{i}\right|^{2}}$.

[^6]:    ${ }^{10}$ Notice that if $n=4$ it reduces to Eq. (41).

