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The annual meeting Deduktionstreffen is the prime activity of the Special Interest Group on Deduction Systems (FG DedSys) of the AI Section of the German Society for Informatics (GI-FBKI). It is a meeting with a familiar, friendly atmosphere, where everyone interested in deduction can report on their work in an informal setting.

A special focus of the Deduktionstreffen is on young researchers and students, who are particularly encouraged to present their ongoing research projects to a wider audience. Another goal of the meeting is to stimulate networking effects and to foster collaborative research projects.

Deduktionstreffen 2019 is associated with the German KI 2019, which brings together academic and industrial researchers from all areas of AI, providing an ideal place for exchanging news and research results of intelligent system technology. The Deduktionstreffen also hosted the annual general meeting of the members of FG DedSys.
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In recent years, probabilistic programs have gained a lot of interest. They are used to describe randomized algorithms and probability distributions, with applications in computer vision, statistical modelling, and machine learning. However, when it comes to termination analysis, probabilistic programs are conceptually harder than their deterministic counterpart. Nevertheless, for deterministic programs, special classes have been determined where termination is decidable (cf., e.g., [4]). In this work, we focus on constant probability programs, a special class of probabilistic programs. By using results from random walk theory, we show that for these programs there is a very simple procedure to decide the termination behavior. Moreover, we also show that the expected runtimes of constant probability programs can be computed exactly and present an implementation in our tool KoAT [1].

As an example, consider the well-known program which models the race between a tortoise and a hare (see, e.g., [2]). As long as the tortoise (variable $t$) is not behind the hare (variable $h$), it does one step in each iteration. With probability $\frac{1}{2}$, the hare stays at its position and with probability $\frac{1}{2}$ it does a random number of steps uniformly chosen between 0 and 10.

\[
\text{while } (h \leq t) \{ \\
\text{ } t = t + 1; \\
\text{ } \{ h = h + \text{Unif}(0, 10) \} \oplus \frac{1}{2} \{ h = h \}; \\
\}
\]

The race ends when the hare is in front of the tortoise. Here, the hare wins with probability one and recent techniques infer the upper bound $\frac{2}{3} \cdot \max(t-h+9, 0)$ on the expected number of loop iterations. Thus, the program is positively almost surely terminating.

The idea of our decision procedure is the following: we first transform programs into a form with only one program variable, e.g., by only considering the distance $t - h + 1$ of the tortoise and the hare. Then our procedure finds out that it is expected to decrease by $\frac{3}{2}$ in each loop iteration. We say the drift of the program is $-\frac{3}{2}$. This can be deduced directly from the syntax of the program by considering the changes of the distance with the according probabilities. As already mentioned, results from random walk theory yield that the sign of the drift decides the termination behavior for such programs: a negative drift implies positive almost sure termination, a drift of zero implies almost sure termination with infinite expected runtime and a positive drift implies that the probability of
nontermination is strictly greater than zero. Furthermore, the drift can be used to compute upper and lower bounds on the expected runtime directly. In the case of the tortoise and the hare, the expected runtime is between \( \frac{2}{3} \cdot (t - h + 1) \) and \( \frac{2}{3} \cdot (t - h + 1) + \frac{4}{3} \), i.e., it is asymptotically linear.

However, our procedure can even compute the expected runtime of such programs exactly. To this end, we describe the expected runtime of a constant probability program as the least nonnegative solution of a linear recurrence equation. Linear recurrence equations are well studied in mathematics. The complex vector space of all solutions of such an equation can be computed by using the roots of the characteristic polynomial, and the degree of this polynomial is the dimension of the solution space. Modern computer algebra systems such as SymPy can easily compute a basis of this space. Nevertheless, determining the least nonnegative solution has not been considered so far and is more involved. But we have seen that the asymptotic expected runtime of a constant probability program is linear. Furthermore, in the case of the tortoise and the hare, if the distance between tortoise and hare is smaller or equal to zero, the race has finished, i.e., if this distance is smaller or equal to zero, then the expected runtime is zero. By combining these observations with the standard procedure for solving linear recurrence equations we can deduce the exact expected runtime in terms of algebraic numbers, i.e., it is possible to compute the exact expected runtime up to any chosen precision. For instance, for the race of tortoise and hare our algorithm computes

\[
\text{runtime}(t, h) = 0.49 \cdot 0.65^{(t-h+1)} \cdot \sin(2.8 \cdot (t - h + 1)) - 0.35 \cdot 0.65^{(t-h+1)} \cdot \cos(2.8 \cdot (t - h + 1)) + 0.15 \cdot 0.66^{(t-h+1)} \cdot \sin(2.2 \cdot (t - h + 1)) - 0.35 \cdot 0.66^{(t-h+1)} \cdot \cos(2.2 \cdot (t - h + 1))
\]

\[
+ 0.3 \cdot 0.7^{(t-h+1)} \cdot \sin(1.5 \cdot (t - h + 1)) - 0.39 \cdot 0.7^{(t-h+1)} \cdot \cos(1.5 \cdot (t - h + 1)) + 0.62 \cdot 0.75^{(t-h+1)} \cdot \sin(0.83 \cdot (t - h + 1)) - 0.49 \cdot 0.75^{(t-h+1)} \cdot \cos(0.83 \cdot (t - h + 1))
\]

\[+ \frac{1}{3} \cdot (t - h) + 2.3 \]

within 0.49 s. Here, the “sin” and “cos” appear when choosing a representation which does not involve any complex numbers. So, for example, if the tortoise starts 10 steps ahead of the hare we can expect the race to finish after 9 iterations.

The full version of this paper appears in [3].
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Automation of Higher-Order Modal Logic via Semantic Embedding

Tobias Gleißner
Freie Universität Berlin, Institute of Computer Science
tobias.gleissner@fu-berlin.de

Introduction. Computer-assisted reasoning in non-classical logics is of increasing interest as its potential applications grow in numbers: Epistemic, doxastic and alethic logics in philosophical disputes, input-output logics in legal reasoning, different temporal logics in verification processes and paraconsistent, public announcement, dynamic, deontic, multi-agent and description logics in AI contexts. All these examples employ non-classical logics that are tailored to a specific (part of a) domain. Unfortunately, with a few exceptions, most reasoning systems can process only classical logics or a (often propositional) fragment of one specific non-classical logic. As designing and implementing reasoning software is very costly, creating provers for special purpose logics usually is not a feasible course of action. The semantic embedding approach remedies this situation: By encoding the semantics of the logic of interest (source logic) in some other logic (target logic) and augmenting a hypothesis and its axioms accordingly, off-the-shelf reasoners for the target logic become applicable for solving a problem of the source logic. In this abstract higher-order modal logic [16, 10, 11] will be the source logic to exemplify the automation of a non-classical logic via the semantic embedding approach based on the work of Lewis [14] Benzmüller and Paulson [4, 6]. The target logic selected here is classical higher-order logic, which is automated by several mature reasoning systems such as Leo III [1], Satallax [8] and Nitpick [7]. Semantic embeddings for numerous other non-classical logics including conditional logics [2], hybrid logic [18], intuitionistic logics [3], free logics [5] and many-valued logics [17] have been proposed and partially implemented [15].

Automation of Higher-Order Modal Logic. The strongly simplified description of the semantics of modal logics for this showcase is as follows: There exists a set of possible worlds on which any proposition is evaluated individually. A so-called accessibility relation is defined that (partly) connects these world. A new operator □ which can be applied to propositions extends the signature of classical logics and is evaluated to true if and only if the proposition evaluates to true in all reachable worlds with respect to the accessibility relation. A proposition is a tautology if and only if it is true on every world.

For the semantic embedding the set of worlds is encoded as a new type µ and a relation _µ¬→_µ→_σ_ mimicking the accessibility relation is introduced. All operators are replaced by a world-dependant variant e.g. disjunction _µ∨→_µ→_σ_ in modal logic becomes λ_µ→_σ_, _B_ _µ→_σ_, _W_ _µ_. _A_ W \lor B W in the target logic. The operator □_µ→_σ_ is exchanged by λA_µ→_σ_, _W_ _µ_, \forall V. \forall W V \supset A V according to its semantics that demand the proposition A to hold on all reachable worlds V from world W. Finally a proposition A can be expected to be true on every world in order to become valid by quantifying over the set of worlds and applying the worlds to the proposition similar to \forall W_µ_. A W.

Evaluation. This approach has been implemented in the Modal Embedding Tool (MET) [10, 13, 12, 11] and shown to have competitive performance when paired with state-of-the-art higher-order reasoning systems and compared against the most advanced native reasoning system [10, 11]. Furthermore non-classical logics often yield a vast amount of semantic variations as it is the case with higher-order modal logic: The □-operator can impose certain properties like transitivity on the accessibility relation, constants may denote different objects on different worlds, domains might not be assumed identical when compared world-wise, multiple accessibility relations could be defined resulting in more than one □-operator and there is more than one form of logical consequence [9, 10, 11]. These semantic variants can be easily handled and combined in a semantic embedding implementation since the modifications sum up to providing alternative definitions and adding some axioms.

Summary. The semantic embedding approach is a successful way to automate logics that do lack sophisticated reasoning software. It is cheap to build, competitive against native reasoning systems and can be quickly adapted for a huge range of semantic alternatives.
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Automatic Modularization of Large Programs for Bounded Model Checking

Marko Kleine Büning
Karlsruhe Institute of Technology (KIT), Germany
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1 Extended Abstract

The verification of real-world applications is a continuous challenge which yielded numerous different methods and approaches. However, scalability of precise analysis methods on large programs is still limited. One of the reasons is the growth in size of embedded systems. Modern cars are currently at around 100 MLoC and are estimated to go up to a total of 300 MLoC in the next years.

Problem statement. For bounded model checking (BMC), a program under verification has to be encoded into a logical formula. Even when ignoring time constraints, the memory requirements to encode millions of lines of code is not attainable by state-of-the-art BMC systems. A well-known approach to increase scalability of software verification is to partition the program into smaller modules that can then be solved individually [2,5]. Such modularization typically requires formalization of interfaces and dependencies between modules. Current work generally does not cover the aspect of how to generate modules. There exist frameworks that automate part of the modularization task, e.g. by precondition learning or deduction of modules from program design [3,4]. However, these approaches do not provide a framework for fully automatic verification of large systems. Tools using separation logic for modularization are among others ETH’s Viper [7] and Facebook’s INFER [1], which are loosely related to our approach but concentrate either on manual specification or limited memory properties.

Proposed solution. The presented work is an extract of the content published in [6]. To automatically verify large projects, an automatic modularization is needed. Therefore, we first created formal definitions of program semantics and modularization. Based on these definitions, we developed four modularization approaches which are based on abstractions. Abstractions are an important technique to simplify verification tasks. Most often abstractions are over-approximations of variable values. The abstractions that we are interested in are different and of a “structural” kind. We abstract function calls and replace them by over-approximations of the function behavior, or we ignore the calling context of a function in a larger program.

We illustrate the modularization approaches in Fig. 1. Every node represents a function while the edges represent function calls. The triangles represent property checks that are inserted into a function. The green boxes designate the module and the green arrow marks the entry point for the analysis.
The first two approaches over-approximate the function behavior of called functions as e.g. shown in Fig. 1(a). The analysis starts at the main function to generate a precise calling context for the function to be analyzed. For the abstraction of the called functions, we have two possibilities:

1. **Havoc function call.** Without any further knowledge about the function behavior, we have to assume arbitrary values for the return value and all memory content.

2. **Postcondition generation.** We implement a prepossessing step that generates postconditions for the function behavior of havoced functions. In a first step that includes only a set of changed memory locations and is then extended to value calculations.

The third and the fourth approach abstract the calling context of a function as e.g. shown in Fig. 1(b). We abstract all prior function calls but therefore include all functions called, i.e. no havocing. There are again two possibilities to abstract the calling context of a function:

1. **"Library" abstraction.** Without any further knowledge, we set the memory and all input parameters to arbitrary values at the start of the function. This abstraction is particular useful when analyzing libraries or functions accessible throughout the system.

2. **Precondition generation.** We can generate preconditions for our function. To calculate exhaustive preconditions for large programs is currently not feasible. Thus, we generate them bottom up based on erroneous checks.

For evaluation, we compared a whole-program analysis approach to the library abstraction and showed that for industry sized projects with ca. 160KLoC, the modularization approach heavily outperforms the global analysis. To further improve automatic verification of large programs, current and future work includes the detailed development and implementation of the remaining modularization approaches. The automatic creation of pre- and postconditions will likely reduce the amount of potential false positives. Additionally, an customized alias analysis is developed to argue and refine data dependencies of programs. Automatic verification of industry sized applications is still a huge challenge that will accompany any sound verification approach. We see the automatic modularization as a promising concept to handle such programs. To fully utilize the advantages of modularization, systems can be adjusted such that every module analysis can be run in a parallel setting.
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Automated Machine Learning Based Software Quality Assurance

Safa Omri
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1 Introduction

Software quality assurance is overall the most expensive activity in safety-critical embedded software development. Increasing the effectiveness and efficiency of software quality assurance is more and more important given the size, complexity, time and cost pressures in automotive development projects. Therefore, in order to increase the effectiveness and efficiency of software quality assurance tasks, we need to identify problematic code areas most likely to contain program faults and focus the quality assurance tasks on such code areas. Obtaining early estimates of fault-proneness helps making decisions on testing, code inspections and design rework, to financially plan possible delayed releases, and affordably guide corrective actions to the quality of the software.

One source to identify fault-prone code components can be their failure history, which can be obtained from bug databases; a software component likely to fail in the past is likely to do so in the future. However, in order to get accurate predictions, a long failure history is required. Such a long failure history is usually not available, moreover maintaining long failure histories is usually avoided altogether. A second source to estimate fault-proneness of software components is the program code itself. Static code analysis and code complexity metrics have been shown to correlate with fault density in a number of case studies. Furthermore, faults are usually strongly related to changes made in the software systems and learning the changes which occur throughout software evolution by code churn is additionally essential. Different recent works have used past changes as indicators for faults.

Our major question is whether or not we can use code complexity metrics combined with static analysis fault density and with code churn metrics to predict pre-release fault density, that is: Is combining static analysis tools with code complexity metrics and with code churn metrics a leading indicator of faulty code?

We present an exploratory study investigating whether the faults detected by static analysis tools combined with code complexity metrics and with code churn metrics can be used as software quality indicators and to build pre-release fault prediction models. The combination of code complexity metrics with static analysis fault density and with code churn metrics was used to predict the pre-release fault density with an accuracy of 78.3\%. This combination can also be used to separate high and low quality components with a classification accuracy of 79%.

In order to enhance the prediction accuracy of our old prediction approach, we believe that the syntax and different levels of semantics of the studied source code have to be also considered as an independent variables of the prediction process.

2 Study Design

Our experiments were carried out using eight software projects of an automotive head unit control system (Audio, Navigation, Phone, etc.). Each project, in turn, is composed of a set of components. The total number of components is 54. These components have a collective size of 23.797 MLOC (million LOCs without comments and spaces). All components use the object oriented language C++. For each of the components, we compute a number of metrics, as described in Table 1.

3 Case Study

Our process can be summarized in the following three steps:
### Table 1. Metrics used for the study

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static Analysis Fault Density</td>
<td># faults found by static analysis tools per KLOC (thousand lines of code).</td>
</tr>
<tr>
<td>Code Churn Metrics</td>
<td></td>
</tr>
<tr>
<td>Relevant LOC</td>
<td># relevant LOCs without comments, blanks, expansions, etc.</td>
</tr>
<tr>
<td>Added LOC</td>
<td># lines of code added</td>
</tr>
<tr>
<td>Removed LOC</td>
<td># lines of code deleted</td>
</tr>
<tr>
<td>Modified Files</td>
<td># files modified</td>
</tr>
<tr>
<td>Developers</td>
<td># developers</td>
</tr>
<tr>
<td>Code Complexity Metrics</td>
<td></td>
</tr>
<tr>
<td>Complexity</td>
<td>cyclomatic complexity of a method</td>
</tr>
<tr>
<td>Nesting</td>
<td># nesting levels in a method</td>
</tr>
<tr>
<td>Statements</td>
<td># statements in a method</td>
</tr>
<tr>
<td>Paths</td>
<td># non-cyclic paths in a method</td>
</tr>
<tr>
<td>Parameters</td>
<td># function parameters in a method</td>
</tr>
</tbody>
</table>

#### 3.1 Data Preparation

The data required to build our fault predictors are the metrics described in Table 1, and the Pre-release faults where we mine the archives of several major software systems at Daimler and map their pre-release faults (faults detected during development) back to its individual components. We define the pre-release fault density of a software component as the number of faults per KLOC found by other methods (e.g. testing) before the release of the component.

#### 3.2 Model Training

We train statistical models to learn the pre-release fault densities based on a) static analysis faults densities, b) code complexity metrics, and c) code churn metrics.

#### 3.3 Model Prediction

The trained statistical models are used to

- a) predict pre-release fault densities of software components (Regression): we applied statistical regression techniques where the dependent variable is the pre-release fault density, and the independent variables are the code complexity metrics combined with the static analysis fault density. The models we tested include linear, exponential, polynomial regression models as well as support vector regressions and random forest.
- b) discriminate fault-prone software components from the not fault-prone software components (Classification): we applied several statistical classification techniques. The classification techniques include random forest classifiers, logistic regression, passive aggressive classifiers, gradient boosting classifiers, K-neighbors classifiers and support vector classifiers.

#### 4 Conclusion and Future Work

In this work, we verified the following hypotheses: (1) static analysis fault density combined with code complexity metrics are good predictor of pre-release fault density and a good discriminator between fault-prone and not fault-prone components; and (2) the history of code changes (code churn metrics) between different commits and releases when combined with (1) improves the prediction accuracy of the pre-release faults.

We plan to further validate our study by evaluating the semantic and syntax of the source code using the abstract syntax tree (AST) and control- and dataflow as source code representation. We also plan to train deep learning models to predict software faults not only on Component level but also on the method level.
Systematic Analysis of Experiments in Solving Boolean Satisfiability Problems

Markus Iser
Karlsruhe Institute of Technology (KIT)
markus.iser@kit.edu

Introduction. Aside from its theoretical weight, the SAT problem is of interest in numerous practical domains like software and hardware verification [7, 6], AI planning [12] and scheduling [1] or electronic design automation [10].

Successful recent SAT solvers (i.e. Conflict-Driven Clause-Learning (CDCL) solvers) exploit problem structure [2]. Structure features of SAT problems come in many forms and can be based on literal occurrences [13], problem partitions [5], graph representations [3] or combinatorial circuit encodings [8].

As some strategies and configurations work well on specific domains of problems but not so on others, portfolio approaches like SATzilla [14] or ISAC [3] use machine learning to estimate the best algorithm and configuration for a problem. Such approaches might work well in practice but come with a lack of scientific insight.

Systematic approaches that analyze why and when heuristics work and how much of an impact these heuristics have are rare [4]. In [9], Katebi et al. present an attempt to analyze the impact of several state-of-the-art strategies including an evaluation that distinguishes problems by family.

We present a systematic approach in order to answer to the following questions. Are there “lost” approaches in SAT solving (consider [11]) which are only successful on a specific problem domain but inferior in the overall picture? Why do some heuristics work best on certain domains? Why are certain configurations and combinations of heuristics more successful than others?

Approach. We are working on two software projects which allow us to systematically analyze competing strategies in SAT solving. This includes the development of the modular SAT solver Candy\(^1\) as well as the benchmark feature database Global Benchmark Database (GBD\(^2\)) which allows us to analyze the results of runtime experiments in combination with benchmark features.

Candy. Candy is a modular SAT solver consisting of a set of exchangeable solver systems, e.g. the propagation system, the restart system, the clause-learning or the branching system. Candy includes systems that implement the common CDCL algorithms and data-structures, but provides also e.g. alternative branching strategies [8]. All systems share common references to the objects managing the clause database and the current assignment, thus enabling cross-system communication. Lightweight system interfaces simplify the implementation of new strategies.

\(^1\) https://github.com/Udopia/candy-kingdom
\(^2\) https://github.com/Udopia/gbd
GBD. Our benchmark database tool allows to manage and distribute benchmark meta-data and comes with a command-line interface as well as a web-frontend. GBD allows to query for benchmark features and to download benchmark problems based on the selection of specific features. The command-line tool allows to store benchmark features as well as solver runtimes in the database.

**Conclusion.** Both systems in combination allow for a systematic analysis of old and new strategies which are used in SAT solvers. As runtime and feature data becomes archived, it can be revisited anytime. The development of new solver strategies for Candy or new machine learning approaches for GBD can now also be integrated into small scope student projects.

**References**

Automated Reasoning with Complex Ethical Theories
— A Case Study Towards Responsible AI —

David Fuenmayor\(^1\) and Christoph Benzmüller\(^1,2\)

\(^1\) Dep. of Mathematics and Computer Science, Freie Universität Berlin, Germany
\(^2\) Faculty of Science, Technology and Communication, University of Luxembourg, Luxembourg

The design of explicit ethical agents [8] is faced with tough philosophical and practical challenges. We address in this work one of its biggest ones: How to explicitly represent ethical knowledge and use it to carry out complex reasoning with incomplete and inconsistent information in a scrutable and auditable fashion, i.e. interpretable for both humans and machines. We present a case study illustrating the utilization of higher-order automated reasoning for the representation and evaluation of a complex ethical argument, using a Dyadic Deontic Logic (DDL) [3] enhanced with a 2D-Semantics [6]. This logic (DDL) is immune to known paradoxes in deontic logic, in particular “contrary-to-duty” scenarios. Moreover, conditional obligations in DDL are of a defeasible and paraconsistent nature and so lend themselves to reasoning with incomplete and inconsistent data.

Our case study consists of a rational argument originally presented by the philosopher Alan Gewirth [5], which aims at justifying an upper moral principle: the “Principle of Generic Consistency” (PGC). It states that any agent (by virtue of its self-understanding as an agent) is rationally committed to asserting that (i) it has rights to freedom and well-being, and that (ii) all other agents have those same rights. The argument used to derive the PGC is by no means trivial and has stirred much controversy in legal and moral philosophy during the last decades and has also been discussed as an argument for the a priori necessity of human rights. Most interestingly, the PGC has lately been proposed as a means to bound the impact of artificial general intelligence (AGI) by András Kornai [7]. Kornai’s proposal draws on the PGC as the upper ethical principle which, assuming it can be reliably represented in a machine, will guarantee that an AGI respects basic human rights (in particular to freedom and well-being), on the assumption that it is able to recognize itself, as well as humans, as agents capable of acting voluntarily on self-chosen purposes.

In the annexed Fig. 1 we show an extract of our work on the formal reconstruction of Gewirth’s argument for the PGC using the proof assistant Isabelle/HOL (a formally-verified, unabridged version is available in the Archive of Formal Proofs [4]). Independent of Kornai’s claim, our work exemplarily demonstrates that reasoning with ambitious ethical theories can meanwhile be successfully automated. In particular, we illustrate how it is possible to exploit the high expressiveness of classical higher-order logic as a metalanguage in order to embed the syntax and semantics of some object logics (e.g. DDL enhanced with quantification and contextual information) thus turning a higher-order prover into an universal reasoning engine [1] and allowing for seamlessly combining and reasoning about and within different logics (modal, deontic, epistemic, etc.).
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Fig. 1. Representation of a variant of Gewirth’s proof in Isabelle/HOL
A Parallel SAT Solver

In SAT solvers conflict clauses are generated through the Conflict Driven Clause Learning technique. When a clause could not be satisfied because of a conflicting assignment, a new clause, explicitly excluding the conflicting assignment, is added to the initial SAT instance [2]. In parallel SAT solvers, the conflict clauses are exchanged between the different instances. If all conflict clauses were exchanged between the instances, there would occur too much overhead. So, there are different possibilities to choose specific conflict clauses to exchange.

In this paper a new way of rating conflict clauses is established. At first, a Naive Bayes Classifier is trained by using different features. The trained Naive Bayes classifier estimates the clause quality and the "good" conflict clauses will be shared between the instances of the SAT solver. To the best of our knowledge, algorithms from the machine learning domain have not yet been used in this context.

The parallel SAT solver is based on an existing SAT solver and exchanges only specific clauses, called "good" clauses. To find out the "good" conflict clauses, the Naive Bayes classifier estimates every conflict clauses quality during run time. In general, Classification is a method for determining the class a object belongs to based on several independent variables. The idea of using machine learning is based on the hope that a classifier can better evaluate conflict clauses than algorithms written by hand.

Before the Naive Bayes Classifier can be used, it has to be trained. A classifier utilizes some training data to learn how given input data relate to a class. Both for training and for actually classifying the data, features are used. While training, the conflict clause must first be assigned to classes. For each clause, the values for each feature are collected. To determine, whether the clause is a "good" conflict clause or not, a heuristic is needed. Otherwise the classifier does not know, how to relative given input data to a class. In our approach, all conflict clauses are sorted by their activity, which is a value for each clause to record how often it was involved in a conflict. So, conflict clauses with a higher activity have lead to more conflicts. The top half of all conflict clauses are considered as "good" clauses. With these labeled conflict clauses, the Naive Bayes classifier creates a Naive Bayes Model. From this point the classifier can be used.

This parallel SAT solver executes formulas with the competitive approach. So, multiple instances of a sequential SAT solver are executed with different initial parameters. Each instance is working on the whole formula [1]. The parameters for different search strategies will be generated randomly within a specific range. Due to the different strategies, each instance of the parallel SAT solver is searching in different areas of the search space and will generate different conflict clauses.

The basis for evaluating conflict clauses are the features. There are only values between 0 and 1 possible. The mentioned features are characteristics of a clause and they are discussed in the following.

Horn: Determines whether the clause has at most one positive literal. Horn formulas can be solved in polynomial time and therefore it is beneficial to add horn clauses.

PosLits: Determines, whether a clause has positive literals.

NegLits: Determines, whether a clause has negative literals.

Size: The size of the clause. Small clauses are preferred, because they can be used more often during Unit Propagation. The best size of a clause is a unit clause, because we know, that this literal has to be true and other clauses which contain the unit clause can be simplified.

Distance: Determines the distance between literals indices. It is the distance between the indices of the variables in one clause. In practical encodings, variables have similar indices when they are closely related [4].

LBD: The literal block distance of a clause. Variables have a decision level and the LBD is the amount of different levels in a clause. All literals of the same level are blocks and are connected with immediate dependencies. When the solver stays in the same search space, such a clause helps to reduce the amount of decisions in the residual search. Unit Propagation of conflict clauses are based up to 40% of small LBD-values [5].

VRV: The variable rate value. It measures how often a variable gets a new assignment. Often selected variables have a higher activity and they seem to be important. Another reason for this metric is the fact that variables, assigned by the branching heuristic, should appear in more clauses, so they even can be sometimes assigned by Unit Propagation. For this feature higher values are better than lower values.

The Naive Bayes classifier is used to assign probabilities to classes given an input object described by its features. Learning the classifier is simplified by assuming that features are independent given class. The Naive Bayes Classifier calculates the probability of the class "good" for all features, that is

\[
P(C_1 | f_1, ..., f_7) = \frac{\prod_{i=1}^{7} P(f_i | C_1) \cdot P(C_1)}{\prod_{i=1}^{7} P(f_i)},
\]

where \(f_1, ..., f_7\) is a feature vector and \(C_1\) is the "good" class. The Bayes' Theorem allows to compute the probability of class \(C_1\) given \(f_1, ..., f_7\) [3]. The value below the fraction bar can be ignored, because it is a constant and scales both
posteriors equally. It has no effect to the classification. The other two values were learned by relative frequency. The probability $P(f_i|C_1)$ is modeled as a Gaussian distribution. The sum of the two resulting probabilities is 1. So, a clause could have the result of 0.4 for a "good" clause and 0.6 for a "bad" clause.

The features can be used to determine the likelihood of the conflict clause being a "good" conflict clause. The Naive Bayes classifier will return a likelihood and all clauses above a certain likelihood threshold are then passed to the other solvers. These clauses are "good" conflict clauses. It is important to choose a good threshold for a "good" conflict clause. If the likelihood is too high, only few clauses will be shared among the instances. In contrast to a too low threshold - there are too many conflict clauses and the search procedure will slowed down. Clauses which are classified as "bad", will not be forwarded, but the solver, which finds the clause still keeps them. The other instances will not interrupt their work if a thread shares a new conflict clause. They will request the "good" conflict clauses during backtracking. In consideration of the new conflict clauses, the instances try a new assignment.

The parallel SAT solver based on the existing SAT solver "MiniSat" and is written in C++. For the Naive Bayes Classifier the C++ machine learning library "mlpack" is used [6]. Ideally, there should be a correlation between the features and classes. The trained Naive Bayes model should show the same results as the statements in the literature. For example, a small conflict clause should ideally be classified as a "good" conflict clause. The features are dealing with continuous data, so the continuous values associated with each class are distributed according to a Gaussian distribution. So, the variance and the mean for each feature can be calculated. The Gaussian curve can be evaluated for the "good" conflict clauses and the "bad" conflict clauses for each feature. Unfortunately, the results do not match the findings of other researchers. For a small conflict clause there is a higher probability to be sorted into the "bad" class. The reason for this problem is probably the initial assignment of conflict clauses to "good" conflict clauses or "bad" ones based on the activity. So, another measurement is necessary here.

Nevertheless the first evaluation results are promising with the proposed approach scaling well and even outperforming the established ManySAT solver in many cases. Other benchmarks however resulted in high running times. This poses several open research questions:

- Which characteristics of the benchmarks influence the solvers running time? Is it possible to develop a perfectly trained Naive Bayes Classifier for not only a specific class of problems, but also multiple kinds of problems?
- How much overhead does the classifier generate? The classification of the conflict clauses should not take considerably more time in comparison to the rating of conflict clauses due to a specific algorithm or a heuristic.
- What is the best way to train the Naive Bayes classifier? Do we need all of the features and how can we rate them?
- Is there another good measure for the quality of a clause? There might be heuristics that describe a clauses influence on solving time better.
- How can we improve the approach?
- How can we evaluate features individually? Is it important to know positive or negative literals of a clause?
- How can we find specific problem classes, which this approach performs well on?
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Extended Abstract

A modeloid, formulated by Miroslav Benda [1], is an equivalence relation on the set of all words, which are sequences of non-repeating elements from a finite set, enriched with three additional axioms. The first axiom states that only words of the same length can be in the same equivalence class. The second says that if two words are equivalent, so are their sub-words of the same length and the final one requires that, given two equivalent words, the permuted words stay in relation as long as they were permuted in the same way. Furthermore, a modeloid features an operation called the derivative which is inspired by Ehrenfeucht-Fraïssé games\(^1\)[4][3].

It is shown that this formulation can be generalized to category theory. This is achieved by taking advantage of the fact that a modeloid can be represented as a set of partial bijections where two words in relation become domain and image of such a partial bijection. A generalization of this set can be axiomatized as a subset of an inverse semigroup with the help of the natural partial order because the nature of being a sub-word in the setting of partial bijections can be captured by it. The Wagner-Preston representation theorem [5] assures that this generalization is faithful.

The connection to category theory is made by the natural transition from an inverse semigroup to an inverse category[7]. Since the natural partial order can be reformulated, this allows a categorical description of a modeloid. Here the derivative is shown to be capable of producing an Ehrenfeucht-Fraïssé game on the category of a finite vocabulary.

\(^1\)See for example [6] for more information on Ehrenfeucht-Fraïssé games.
During the whole process computer-based theorem proving is employed. An inverse semigroup and an inverse category are being implemented in Isabelle/HOL. Almost all proofs of inverse semigroup theory needed for the Wagner-Preston representation theorem could be found by automated theorem proving, though sometimes needing more lemmas than the amount that would be found in a textbook (e.g. in [5]). During the research on how to formulate a modeloid in category theory (and here it should be noted that a rigorous axiomatization of a category was used [2]) interactive theorem proving has helped to find the correct formulations in this setting.

References


\footnote{Isabelle/HOL is a higher-order logic theorem proving environment. More information can be found at https://isabelle.in.tum.de/index.html}
A Generic Scheduler for Large Theories presented in Batches (LTB)

Marco Träger, marco.traeger@gmail.com, Freie Universität Berlin

Reasoning applications often rely on queries with a common large set of axioms such as Suggested Upper Merged Ontology (SUMO) or Mizar Problems for Theorem Proving (MPTP) [UV13, PSST10]. To benchmark ATP systems on such problems the Large Theories presented in Batches (LTB) division of the CADE ATP System Competition (CASC) was created in 2008 [Sut09]. Over the years the developer of ATP systems have tested various approaches to tackle TLB’s. For instance: iProver using an abstraction-refinement framework [HK17] and Vampire axiom selection [KV13]. In LTB one overall time for all problems are given and the axioms are often common to the set of conjectures. Hence, one may use the results of one prove-attempt to fine tune the timeout or axiom selection for the prove-attempt of the next problem.

A Generic Scheduler for LTB

I will present a ATP-agnostic Python implementation for parsing and executing LTB definitions using a modifiable scheduler approach. The implementation is not an ATP in itself, instead it is using other ATPs such as Leo III for HOL [SB18] (allowing to use specialized ATPs and a decoubling from the prove itself). The user only needs to implement a problem scheduler by implementing several callbacks which are called whenever an ATP is terminating or runs into a timeout. The user needs to provide:

- how many ATPs should be run in parallel
- which problem(s) the scheduler should start next and the time available for the attempt, proving which problem was started and ended to this time
- which ATP and ATP-specific parameter the scheduler should use for each prove attempt

Additionally, the implementation is

- designed using efficient multithreading to be able to use as many CPU time/processors as possible
- able to kill an ATP processes if the result is not longer needed
- efficiently synchronized s.t. the user only implements in the main thread allowing simple code but fast execution under the hood
- generating profiling data and plots of the scheduler run
- extensible by design, to allow later additions of axiom selections or other methods

Figure 1: Automatically generated scheduler time-profile-plot using 4 problems with 3 variants (HOL). A box represents a timeinterval of state of a problem during the run of the scheduler.

This removes the boilerplate to implement LTB strategies and allows the implementation, testing and benchmarking of different LTB strategies on a generalized foundation.

Results

A first implementation is hosted on github1. We will use this implementation at the next CASC at CADE-27 (Aug 25th-30th), first results of the competition should be available at Deduktionstreffen 2019.

1https://github.com/leoprover/ltb
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Computer-Assisted Reasoning about Norms and Obligations

Gavin Goerke

The American University of Paris

1 Introduction

NormativeAI is an open source web application with the purpose of providing an intuitive user interface for both the process of translating a natural language text into formal language and the process of writing queries over the user defined formalizations. NAI is freely available at the URL https://nai.uni.lu and the source code is found at the URL https://github.com/normativeai. The tool is currently being developed to provide the benefits of automated reasoning systems to domains which depend on normative reasoning, particularly the field of law. Such benefits include the added precision that formal logic provides to reasoning as well as the automation of deductions from premises. NAI is being developed to have a practical use case and high-quality user experience and therefore uses the software as a service model wherein no installation of any application is necessary and the tool is easily accessible on a number of devices.

To start using NAI the user logs into the website and pastes the text they wish to formalize into the legislation editor, at this point they can start highlighting text to define terms and relate them using logical connectives. Once this process is completed the user can take advantage of the back-end theorem prover and begin to write queries. The queries allow the user to check the logical consequences, consistency, and independence of the formalization and through this the consequences, consistency, and independence of their particular interpretation of the text. It is worth pausing here to note that the nature any natural language entails a certain amount of ambiguity and so the proofs resulting from the theorem prover are always in the context of the users formalization of their particular interpretation of the text. We can view this as a sort of threefold distinction between formalization, interpretation and the text itself where the user provides the relations between.

We believe that the benefit of NAI is not limited to the results of the queries but that the process of formalization itself provides additional value. In his paper [1], Allen shows how the use of symbolic logic in the process of legal drafting can reduce ambiguity. Similarly, the process of formalizing existing legal texts forces the user notice points of ambiguity and hence the user may be more conscious of the gap between possible interpretations and their own.

2 Logic

The Stanford Encyclopedia of Philosophy describes deontic logic as the branch of symbolic logic that has been most concerned with the contribution of the notions of the permissible, impermissible, obligatory, omissible and ought [3]. This type of logic then is especially well suited for our purposes of automated reasoning over normative concepts. The current iteration of the tool uses an extension of the deontic logic SDL (Standard Deontic Logic) called DL*. While SDL can be encoded in theorem provers without great difficulty it also suffers from a lack of expressivity and an inability to capture common scenarios that appear in legal text such as so-called contrary-to-duty scenarios in which a secondary obligation is only brought into effect if a primary obligation is violated [5]. As shown in [2] extensions such as DL* overcome several of these problems while still being able to be easily encoded in automated theorem provers.
3 Limitations and Planned Features

Currently NAI is in an early stage of development however its core functionality, that is the user interface for the formalization process, the ability to write queries, and the back-end automated theorem prover, are fully functional. In this section we describe some of the limitations as well as possible solutions along with some features with planned implementation in the future.

One limitation is the ability of the current logic to represent defeasible reasoning or reasoning in which the inferences become retractable when some new information is added. Because the current underlying logic is monotonic we do not have the capability to capture this concept and it has been argued (as in [4]) that defeasibility plays an important role in legal reasoning. A solution to this which is being currently investigated is the implementation of defeasible reasoning at the application level rather than the logical level, other solutions include using non-monotonic logics as a replacement for or in conjunction with the current logic.

A feature currently being considered is the ability for users to make their annotated texts public. NAI could then build a searchable database of users shared texts with the goal of facilitating discussion and experimentation with formalizations, this public use and discussion would in turn provide valuable feedback to inform the further development of the tool.

4 Using NAI

In this section we give a brief example of annotating a text in NAI. We first login at the home page and are then brought to the dashboard. Under the “Legislations” heading we click “Create new” and are then brought to the “Legislation editor.” Here we paste the text we wish to annotate. Once annotated (top left) we can then see the resulting formalization (top right). The bottom image shows the result of a query asking whether a man who let in water to the plantation but the water did not overflow into the plantation of his neighbor, is obliged to pay.
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Experiments in Deontic Logics using Isabelle/HOL

Ali Farjami
University of Luxembourg, Luxembourg
ali.farjami@uni.lu

Deontic logic is a reasoning framework about normative concepts such as obligation, permission, and prohibition. On one hand, we have the family of traditional deontic logics which includes Standard Deontic Logic (SDL), a modal logic of type KD, and Dyadic Deontic Logic (DDL) [5, 6]. On the other hand, we have the so called norm-based deontic logics. Here the frameworks do not evaluate the deontic operators with regard to a set of possible worlds but with reference to a set of norms. Such a framework investigates which norms apply for a given input set, referred to as facts, and a set of explicitly given conditional norms, referred to as normative system. A particular framework that falls within this category, is called Input/Output (I/O) logic. It gained high recognition in the AI community and is also addressed as a chapter in the handbook of deontic logic [6]. The framework is expressive enough for dealing with legal concepts such as constitutive, prescriptive and defensible rules [4].

Current research at the University of Luxembourg focuses on shallow semantical embeddings of a family of deontic logics in classical higher-order logic (HOL) [2, 3, 1]. The embeddings have been encoded in Isabelle/HOL, which turns this system into a proof assistant for deontic logic reasoning. The experiments with this environment provide evidence that the shallow semantical embedding methodology fruitfully enables interactive and automated deontic reasoning at the meta-level and the object-level in Isabelle/HOL.

We will present ongoing work on the study of these embeddings and their applications for legal and ethical computerized applications.
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