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Chapter 1. Introduction

Abstract
Diffusion MRI allows for in vivo investigation of the microstructural organiza-
tion of the human brain. Clinicians use this to diagnose certain brain pathologies,
while scientist use it to further a structural understanding of the human brain. In-
ferring the microstructure from a diffusion MRI acquisition requires modeling, as
the raw MRI images are not directly interpretable. There are multiple microstruc-
ture models available, each highlighting different characteristics of brain tissue.
To infer information from the diffusion MRI signals, most of these models de-
pend on various parameter estimation methods. In this thesis we analyze those
parameter estimation methods.
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1.1 The human brain

1.1 The human brain
The human brain is one of the most complex systems available for study. This
highly detailed assembly of about 100 billion neurons (Herculano-Houzel, 2009)
is what allows us to feel, think and act. The relationship between the brain’s func-
tioning and its structure is still unclear. On a high level, we can divide the brain
in gray matter and in white matter. The gray matter is where most of the infor-
mation processing occurs and has specialized regions for processes like sensory
perception, decision making and muscle control. White matter primarily acts as
a relay between gray matter regions, but has also been shown to play an active
role in memory and learning (Fields, 2008).

Besides blood vessels and cerebral spinal fluid, brain tissue consists of neurons
and glial cells (astrocytes, oligodendrocytes, and microglia), partly illustrated in
figure 1.1. Gray matter contains the cell bodies of the neurons and glial cells,
as well as neuronal dendrites, short-range intra-cortical axons and the origins of
long-range axons extending into the white matter (Alexander, Dyrby, et al., 2017).
White matter contains glial cell bodies but consists mostly of densely packed and
often myelinated axons which connect different regions of gray matter to each
other (Alexander, Dyrby, et al., 2017).

The human brain consists for approximately 73% of water (Mitchel et al., 1945).
Most of this water is compartmentalized by axons, glial cells and myelin, some-
times referred to as intra-cellular water. The remaining water, outside these com-
partments is often referred to as the extra-cellular water. The division of water
between the multiple different water pockets are typically referred to as the vol-
ume fractions. Using ex vivo brains it is estimated that the water volume fraction
of the extra-cellular space in white matter is between 15 and 35%, that of the water
inside the axons ∼30-40%, myelin contains ∼20-30% and glial cell bodies water
volume fraction is ∼15-20% (Syková and Nicholson, 2008; Perge et al., 2009).

The microstructural organization of white matter is unique to every person and
changes over time. Knowing how the brain is wired at any point in time could, in
the future, facilitate a synthesis of brain structure with brain functioning (Filley,
2005).
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Chapter 1. Introduction

Figure 1.1: Schematic representation of the major cellular elements of the white matter, modified from
(Nilsson et al., 2013). In A, the cell body of a neuron, the soma, is typically located in gray matter.
Several short dendrites and one long axon originate from the soma. Most of the axons in white matter
are wrapped by myelin sheats. These myelin sheaths are extensions of oligodendrocytes, which form
myelin sheats around several axons. In B, myelinated axon with oligodendrocyte. The small space
between the axolemma and the inner part of the myelin sheath is called the periaxonal space and is
approximately 15 nm wide and filled with extracellular fluid. The axon diameter is given by d and
the total axon diameter including the myelin is given by D = d/g with g the g-ratio.

1.2 Diffusion MRI
Diffusion Magnetic Resonance Imaging (dMRI) is one of the preferred
approaches for investigating the brain’s white matter microstructure in vivo.
Compared to other imaging modalities like Computerized Tomography (CT)
and conventional MRI, dMRI allows for far greater detail in the observation of
white matter microstructure. For instance, dMRI was the first non-invasive
imaging modality capable of determining fiber tract orientations in vivo
(Basser, Mattiello, and LeBihan, 1994). The importance of dMRI has also been
recognized in the clinical discipline where dMRI was the first neuroimaging
modality capable of detecting acute ischemia (lack of oxygen) in the human
brain (Gelderen et al., 1994).

Diffusion MRI measures the microscopic displacement of water molecules. All
particles in a fluid move randomly due to thermal energy, a property commonly
referred to as Brownian motion. In white matter brain tissue, this Brownian mo-
tion is hindered and restricted by the tissue’s microstructure. For instance, wa-
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1.2 Diffusion MRI

ter inside axons is restricted by the axolemma, while water outside the axons is
hindered by the various cellular structures. The MRI signal intensity is directly
influenced by the propagated distance of the water molecules, making diffusion
MRI sensitive to restrictions imposed by the microstructure.

A typical diffusion MRI records the brain in voxels of cubic millimeters. Since a
single axon has a diameter of about one micrometer, a single voxel typically rep-
resents multiple thousands of axons (Walhovd, Johansen-Berg, and Káradóttir,
2014). This makes the signal measured by a diffusion acquisition a statistical av-
erage of the signal emanating from at least multiple thousands of axons. In a
broader perspective, the signal intensity of a single diffusion measurement is a
statistical average over all the water molecules in that voxel, modulated by the
restrictions of the tissue microstructure.

Since a single diffusion MRI volume measures water displacement in only one
direction over a single time interval, a typical dMRI study consists of multiple
diffusion volumes, each sensitive to a different displacement orientation with, op-
tionally, varying diffusion times. Given a constant diffusion time, a series of dif-
fusion volumes with different displacement orientations allow us to construct a
three dimensional water displacement distribution, illustrated in figure 1.2. Since
this displacement distribution changes with respect to the diffusion time interval,
time is typically included in the mathematical description of diffusion. With time
included, the four dimensional diffusion displacement distribution is referred to
as the diffusion propagator P (r, t) which defines the probability of moving dis-
tance r over time t (Callaghan, 1993). Since the microstructure affects the signal,
this four dimensional distribution is an indirect representation of the microstruc-
ture in a voxel.
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Chapter 1. Introduction

Figure 1.2: From tissue organization to a displacement distribution, illustrated for three different vox-
els. Figure reproduced from (Hagmann et al., 2006) with permission from the Radiological Society of
North America. In each of the three cases (a, b and c) we have a hypothetical tissue organization on
the left and a diffusion probability density distribution in the middle. The displacement probabilities
are color coded from red (low probability) to blue (high probability). In (a), the 3d diffusion probabil-
ity density distribution for a voxel that contains either spherical cells (top left) or randomly oriented
tubular shapes which intersect, like axons (bottom left). The resulting probability density function is
approximately uniform in all directions as there is no preferential direction of diffusion. The center
of the image (at the origin of the r vector) indicate the proportion of water molecules for which the
net displacement is zero in the diffusion time interval. In (b), the diffusion probability distribution
for a voxel with all axons aligned in a single direction. The resulting probability distribution is cigar
shaped and aligned with the axons. In (c), the diffusion probability distribution for a voxel which
has two bundles of axons crossing each other. The resulting probability distribution is approximately
cross shaped.
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1.3 Microstructure modeling

1.3 Microstructure modeling
The signal obtained from diffusion MRI provides only an indirect view of the
underlying cellular structures. This makes modeling essential in order to extract
quantitative measures from diffusion MRI data. Microstructure modeling gener-
ally refers to the practice of estimating parameters from the data in order to derive
useful features about the tissue microstructure. Common features researchers are
interested in include fibre orientation vectors, axonal radii and intra-axonal water
volume estimates.

Two complementary modeling approaches have been proposed in the literature:
signal representations and biophysical models (Jelescu and Budde, 2017;
Novikov, Kiselev, and Jespersen, 2018). Both of these approaches are capable of
explaining the diffusion MRI signal, but each with their respective advantages
and disadvantages.

1.3.1 Signal representations

Signal representations aim to describe the diffusion MRI data without prior as-
sumptions on the underlying microstructure. They are often very sensitive to
small changes in the signal, but the estimated parameters typically lack speci-
ficity regarding the underlying microstructure (Jelescu and Budde, 2017). The
assumption free nature makes the signal representations broadly applicable as
no precautions have to be made to ensure the model suits the tissue type. Typ-
ical features include diffusion orientation estimates and diffusion isotropy and
anisotropy quantification.

One of the first diffusion MRI models, the diffusion Tensor (Basser, Mattiello, and
LeBihan, 1994), falls in this class of signal representations. The diffusion Tensor
is build around a first order Taylor expansion of the diffusion signal and models
the signal as if it were a three dimensional Gaussian distribution. That is, the
diffusion Tensor defines the diffusion propagator as:

P (r, t) =
1√

4πt3|D|
exp(

−r>D−1r

4t
) (1.1)

with r the measured water displacement vector, t the known diffusion time and
D a 3× 3 positive definite symmetric matrix called the diffusion Tensor. Whereas
the terms r and t are known, the diffusion Tensor D needs to be estimated. Often
derived features from the Tensor are the Mean Diffusivity (MD) and the Frac-
tional Anisotropy (FA) which are respectively the mean of the eigenvalues and
the normalized variance of the eigenvalues of the D matrix (Basser and Pierpaoli,
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Chapter 1. Introduction

1996). Since the diffusion Tensor is widely used, we included it in most of the
comparisons in this thesis.

The diffusion Tensor was later extended to the Kurtosis model (Jensen et al., 2005)
to include an estimate of the excess kurtosis in the diffusion displacement prob-
ability distribution. Other signal representation techniques include using cumu-
lant expansions (Yablonskiy, Bretthorst, and Ackerman, 2003), using stretched ex-
ponentials (Bennett et al., 2003), or techniques like Q-Ball imaging (Tuch, 2004),
spherical deconvolution (J.-D. Tournier et al., 2004) and diffusion spectrum imag-
ing (Wedeen et al., 2005). We do not use these signal representations in this thesis,
except for the Tensor model as it is a wide-spread measure. Instead, we focus on
the biophysical models as they promise a higher specificity than the signal rep-
resentations, and similar to (Novikov, Kiselev, and Jespersen, 2018), we consider
specificity a more promising goal of microstructure mapping.

1.3.2 Biophysical models
Biophysical models are based on prior assumptions about the expected
microstructure. That is, they provide an analytical expression based on a
geometrical view of the assumed tissue microstructure. By relating the model
parameters directly to relevant microstructural quantities, microstructure
models promise greater specificity over the signal representations in describing
the white matter tissue (Jelescu and Budde, 2017). However, this increased
specificity comes at the cost of applicability since the biophysical models are only
valid if the model can accurately describe the data. Typical features modeled by
biophysical models include axonal orientation estimates, intra-axonal diffusivity,
axonal radii, neurite dispersion estimates and volume fraction estimates.

Biophysical models typically follow the multi-compartment modeling paradigm.
In this paradigm, the signal response of a biophysical model is constructed as a
weighted sum of one or more compartment models (Behrens et al., 2003; Pana-
giotaki et al., 2012). These multi-compartment models typically have a single
compartment for the extra-axonal water volume (which here includes glial and
myelin cellular water as diffusion MRI is generally not sensitive enough to distin-
guish these), a single compartment for modeling the cerebral spinal fluid (CSF)
regions and one or more compartments for the intra-axonal water volume (de-
pending on how many fibre populations are assumed). The weights between the
different compartments are often interpreted as water volume fraction estimates.
See figure 1.3 for an illustration of a three compartment model.

The biophysical models selected in this thesis fall in the class of the
multi-compartment models, the Ball&Stick (Behrens et al., 2003), NODDI
(H. Zhang, Schneider, et al., 2012) and CHARMED (Assaf, Freidlin, et al.,
2004) models. The Ball&Stick model (Behrens et al., 2003) was the first
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1.3 Microstructure modeling

multi-compartment model and is often used as local estimator for tractography.
The intra-axonal compartment of the Ball&Stick model assumes that axons
can be represented as infinitely thin cylinders with fixed length, ”Sticks”.
The extra-axonal fluids are modeled as isotropic ”Ball” compartments. The
Ball&Stick model is suitable for finding the principle diffusion direction, which
is supposed to correlate with the underlying orientation of the axons. The
NODDI model extends the Ball&Stick model by assuming not a single axon,
but a multitude of axons which can be more or less dispersed. This dispersion
allows the NODDI model to capture not only the main axon orientation but
also the neurite orientation dispersion. The CHARMED model takes a slightly
different approach and models not orientation dispersion but assumes that the
cylinders have a radius instead of being infinitely thin.

Other biophysical multi-compartment models include Bingham-NODDI (Tariq et
al., 2016), NODDIDA (Jelescu, Veraart, Adisetiyo, et al., 2015), White Matter Tract
Integrity model (WMTI) (Fieremans et al., 2013), AxCaliber (Assaf, Blumenfeld-
Katzir, et al., 2008), the Minimal Model of White Matter Diffusion (MMWMD in
ActiveAx) (Alexander, Hubbard, et al., 2010; H. Zhang, Hubbard, et al., 2011) and
diffusion time dependent CHARMED (De Santis, D. K. Jones, and Roebroeck,
2016). Although all of these models are included in the software used in this
thesis, we considered our selection of Ball&Stick, NODDI and CHARMED a gen-
eralizable sample of microstructure models, sufficient for the comparisons in this
thesis.

1.3.3 Parameter estimation
Both the signal representations and the biophysical models have in common the
need to be fitted to the data. Considering modeling specificity a promising goal,
we decided to focus primarily on the biophysical models. These models typically
require non-linear optimization routines to fit the model parameters, which often
faces difficulties in robustness and efficiency. Although we focus primarily on the
non-linear analysis methods, we take no fundamental stance in the microstruc-
ture modeling debate. Rather, we hope to improve the analysis methods such
that the debate can be conducted with more accurate results.
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Chapter 1. Introduction

Figure 1.3: Illustration the correspondence between model compartments on the left and tissue com-
partments on the right. Figure reproduced from (Jelescu and Budde, 2017). Left, a schematic overview
of a typical three-compartment model with the relevant parameters De,‖ and De,⊥ for the local
extra-axonal diffusivities, D′

e,‖ and D′e,⊥ for the apparent extra-axonal diffusivities, Da,‖ for the
intra-axonal diffusivity and Diso for the isotropic water diffusivity. Right, a cross-sectional electron
microscopy image of a white matter bundle. In microstructure modeling, the diffusivities and the
intra-axonal orientation direction ψ are free parameters which are typically optimized to best match
the diffusion signal. Although myelin is present in white matter, it is often not included in a mi-
crostructure model since it is difficult to measure in current diffusion MRI acquisitions.

1.4 This thesis
The primary aim of this thesis is to improve the robustness and efficiency of the
methods used in diffusion MRI microstructure modeling. A secondary aim is to
provide the community with software to utilize the findings of this research.

This thesis is structured as follows. Chapter 2 discusses two major aspects of
microstructure model fitting using maximum likelihood estimation, the choice of
optimization routine and the choice of initialization strategy. Several optimiza-
tion routines are compared to each other based on computation run time and
their quality of fit, using multiple microstructure models and multiple datasets.
Next, multiple initialization strategies are compared to each other based on their
effect on the optimization results. The aim of this chapter is to identify a generally
applicable optimization strategy with a low run time and a high quality of fit.

As an alternative to maximum likelihood estimation, Chapter 3 discusses the use
of Markov Chain Monte Carlo (MCMC) in microstructure modeling. Similar to
the previous chapter, the first part of this chapter compares several MCMC rou-
tines, aiming to identify an optimal and generally applicable MCMC method.
The second part discusses several MCMC related methodological settings like
burn-in, thinning and the number of samples. For the latter we use the concept
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1.4 This thesis

of effective sample size to quantify the number of MCMC samples required for
the estimate of the posterior to reach a predetermined precision.

Chapter 4 proposes the Fisher Information Matrix (FIM) as an alternative
to MCMC for computing the uncertainties in parameter estimates. After
comparing the FIM and MCMC on applicability and processing speed, this
chapter investigates several data and model characteristics that can influence
the parameter uncertainties. Chapter 4 concludes with potential uses of the
uncertainties for artifact detection and increasing the statistical power of group
studies.

For our secondary research aim we developed the Microstructure Diffusion Tool-
box (MDT). This software package is dedicated to MRI microstructure modeling
and includes all models and methods described in this thesis. All routines in
MDT have been implemented to run on graphical processors, thereby aiming to
reduce the computational run time. Chapter 5 contains an overview of the design
concepts, user interfaces and usage examples of MDT.

This thesis concludes in Chapter 6 with a discussion of the main contributions,
the limitations of this work and an outlook for future research.

13
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broeck (July 2017). “Robust and fast nonlinear optimization of diffusion MRI
microstructure models”. In: NeuroImage 155.October 2016, pp. 82–96. DOI: 10.
1016/j.neuroimage.2017.04.064.

15

https://doi.org/10.1016/j.neuroimage.2017.04.064
https://doi.org/10.1016/j.neuroimage.2017.04.064


Chapter 2. Robust and fast nonlinear optimization of diffusion MRI
microstructure models

Abstract
Advances in biophysical multi-compartment modeling for diffusion MRI (dMRI)
have gained popularity because of greater specificity than DTI in relating the
dMRI signal to underlying cellular microstructure. A large range of these diffu-
sion microstructure models have been developed and each of the popular models
comes with its own, often different, optimization algorithm, noise model and ini-
tialization strategy to estimate its parameter maps. Since data fit, accuracy and
precision is hard to verify, this creates additional challenges to comparability and
generalization of results from diffusion microstructure models. In addition, non-
linear optimization is computationally expensive leading to very long run times,
which can be prohibitive in large group or population studies. In this techni-
cal note we investigate the performance of several optimization algorithms and
initialization strategies over a few of the most popular diffusion microstructure
models, including NODDI and CHARMED. We evaluate whether a single well
performing optimization approach exists that could be applied to many mod-
els and would equate both run time and fit aspects. All models, algorithms
and strategies were implemented on the Graphics Processing Unit (GPU) to re-
move run time constraints, with which we achieve whole brain dataset fits in
seconds to minutes. We then evaluated fit, accuracy, precision and run time for
different models of differing complexity against three common optimization al-
gorithms and three parameter initialization strategies. Variability of the achieved
quality of fit in actual data was evaluated on ten subjects of each of two pop-
ulation studies with a different acquisition protocol. We find that optimization
algorithms and multi-step optimization approaches have a considerable influ-
ence on performance and stability over subjects and over acquisition protocols.
The gradient-free Powell conjugate-direction algorithm was found to outperform
other common algorithms in terms of run time, fit, accuracy and precision. Pa-
rameter initialization approaches were found to be relevant especially for more
complex models, such as those involving several fiber orientations per voxel. For
these, a fitting cascade initializing or fixing parameter values in a later optimiza-
tion step from simpler models in an earlier optimization step further improved
run time, fit, accuracy and precision compared to a single step fit. This estab-
lishes and makes available standards by which robust fit and accuracy can be
achieved in shorter run times. This is especially relevant for the use of diffusion
microstructure modeling in large group or population studies and in combining
microstructure parameter maps with tractography results.
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2.1 Introduction

2.1 Introduction
Diffusion MRI (dMRI) is a tool for investigating the microstructure of biological
tissue by probing the self-diffusion of water (Le Bihan et al., 1986). The con-
ventional method for the analysis of white matter in dMRI imaging is the tensor
model in Diffusion Tensor Imaging (DTI) (Basser, Mattiello, and LeBihan, 1994).
DTI has shown to be sensitive to microstructural changes due to, for example, de-
velopment (Pfefferbaum et al., 2000; Neil et al., 2002; Assaf and Pasternak, 2008;
Lebel, Caverhill-Godkewitsch, and Beaulieu, 2010) and pathology (Werring et al.,
1999; Horsfield and D. K. Jones, 2002; Sotak, 2002; Sundgren et al., 2004). Al-
though sensitive, DTI indices such as Fractional Anisotropy (FA) are also unspe-
cific, since differences in FA can reflect different axonal properties such as axon
density, diameter distribution and myelination (Beaulieu, 2002; Assaf, Freidlin, et
al., 2004; Assaf, Blumenfeld-Katzir, et al., 2008; D. K. Jones, Knösche, and Turner,
2013; De Santis, Assaf, et al., 2014).

Recently, advances in biophysical multi-compartment modeling have gained
popularity because they possess greater specificity than DTI in relating the
dMRI signal to the underlying cellular microstructure (Assaf, Freidlin, et al.,
2004; Assaf and Basser, 2005; Assaf, Blumenfeld-Katzir, et al., 2008; Alexander,
Hubbard, et al., 2010; Panagiotaki et al., 2012; H. Zhang, Schneider, et al., 2012;
Assaf, Alexander, et al., 2013; Fieremans et al., 2013; De Santis, Drakesmith, et al.,
2014; De Santis, Assaf, et al., 2014; Jelescu, Veraart, Fieremans, et al., 2015). In
these diffusion microstructure models the diffusion weighted signal is expressed
as a combination of one or more biophysically inspired compartments. Although
the compartment models are based on simple geometric shapes, and a strong
assumption of no inter-compartment exchange is made (Nilsson et al., 2013; Li
et al., 2017), these models can provide specific measures such as fiber density,
orientation dispersion, and axonal diameter distributions and have been shown
to be sensitive to specific white matter alterations due to development e.g. (Kunz
et al., 2014; Jelescu, Veraart, Fieremans, et al., 2015) and pathology (Bergers et al.,
2002; Fieremans et al., 2013; Benitez et al., 2014; Timmers et al., 2015; Wen et al.,
2015; Kamagata et al., 2016).

There is a large range of diffusion microstructure models, including popular
models such as Neurite Orientation Dispersion and Density Imaging model
(NODDI) (H. Zhang, Schneider, et al., 2012), the Combined Hindered And
Restricted Model of Diffusion (CHARMED) (Assaf and Basser, 2005), the White
Matter Tract Integrity model (WMTI) (Fieremans et al., 2013), AxCaliber (Assaf,
Blumenfeld-Katzir, et al., 2008), the Minimal Model of White Matter Diffusion
(MMWMD in ActiveAx) (Alexander, Hubbard, et al., 2010; H. Zhang, Hubbard,
et al., 2011), including further developments of these models like NODDIDA
(Jelescu, Veraart, Adisetiyo, et al., 2015), Bingham NODDI (Tariq et al., 2016),
diffusion time dependent CHARMED (De Santis, D. K. Jones, and Roebroeck,
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Chapter 2. Robust and fast nonlinear optimization of diffusion MRI
microstructure models

2016) and fiber-specific T1 CHARMED (Santis, Assaf, Jeurissen, et al., 2016).
Each of these models needs to be fitted to the dMRI data to estimate parameter
maps, which is commonly accomplished using non-linear optimization. This
has two major challenges. First, it is computationally expensive, quickly leading
to very long run times. Second, the quality, accuracy and precision of the data
fit is often uncertain. To tackle these challenges, each of the popular models
comes with its own, mostly different, optimization algorithm, noise model and
initialization strategy to estimate its parameter maps. This creates challenges
to comparability and generalization of results from diffusion microstructure
models, additional to the model formulation itself.

In this technical note we investigate the performance of several optimization al-
gorithms and initialization strategies over a few of the more popular diffusion mi-
crostructure models. We investigate whether a single well performing approach
exists that could be applied to many models and that equates both run time and
fit aspects. To this end, we evaluate the fit, accuracy, precision and run time for
different models of differing complexity against three common optimization al-
gorithms and three parameter initialization strategies.

All models, algorithms and strategies were implemented on the GPU to remove
run time constraints. Variability of the achieved quality of fit in actual data is
evaluated on ten subjects of each of two large group studies with a different ac-
quisition protocol, the MGH-USC part of the Human Connectome Project (Fan
et al., 2016) and the Rhineland Study (www.rheinland-studie.de).

2.2 Methods
All biophysical compartment models, noise models / likelihood functions, as
well as optimization algorithms were implemented in a python based GPU accel-
erated toolbox (Maastricht Diffusion Toolbox or MDT, freely available under an
open source L-GPL license at https://github.com/cbclab/MDT). Its object oriented
modular design allows arbitrary combinations of individual single compartment
models into composite compartment models, which can then be combined with a
chosen likelihood function and optimization algorithm by Python scripting. The
complete multi-compartment model, likelihood function and optimization algo-
rithm is automatically compiled into OpenCL code executable on both CPUs and
GPUs (or combinations thereof).

2.2.1 Single compartment models

Table 2.1 defines the individual compartment models which are combined to
construct the multi-compartment models c.f. (Panagiotaki et al., 2012; Ferizi,
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Schneider, Tariq, et al., 2013) valid for (singly refocused) Pulsed Gradient Spin
Echo (PGSE) (Stepišnik, 1993) acquisitions. The Tensor model was first described
in (Basser, Mattiello, and LeBihan, 1994), the Ball and Stick models are defined
in (Behrens et al., 2003), NODDI in and NODDI ex are respectively the intra
cellular and extra cellular models in (H. Zhang, Schneider, et al., 2012) and the
CHARMED in compartment is the restricted compartment defined in (Assaf,
Freidlin, et al., 2004).

Each compartment has a signal function modeling the signal S depending on the
unit norm gradient direction vector g with scalar b = (∆ − δ/3)(γδG)2 and the
vector q = γδgG/2π. Here G is the gradient amplitude, ∆ the time between
the start of the two gradient pulses, δ the duration of the gradient pulse and γ
the gyromagnetic ratio for 1H in rad s−1 T−1. Additionally, the CHARMED in
compartments depend on the echo time TE.

Disregarding fixing of parameter values discussed below, the modelled fiber ori-
entations n are optimized as spherical coordinates using the free parameters θ
and φ with scalar d for the diffusivity. Some models have more than one diffu-
sivity, these are all optimized separately unless specified otherwise in the multi-
compartment model. In the Tensor compartment the rotate function first rotates
the fiber directions n by 90 degrees in the (x, z) plane to make it perpendicular
to the principal direction. The Tensor is then rotated around n by the angle ψ
resulting in n⊥1 , and, after a cross product n⊥2 . In the NODDI in and NODDI -
ex models, the function f(n, κ)dn gives the probability of finding fiber bundles
along orientation n using a Watson distribution integrated over the unit sphere
S2. In the NODDI ex model, the diffusion tensor D(n) is defined as a cylindri-
cally symmetric tensor. For more details on NODDI see (H. Zhang, Schneider, et
al., 2012). The CHARMED in model is a Gamma Distributed Radii (GDR) Cylin-
der model (Panagiotaki et al., 2012) where the cylinder distribution is predefined
with N cylinders (we take N = 6 throughout). Our 6 cylinders have radii R of
[1.5, 2.5, 3.5, 4.5, 5.5, 6.5] micrometers and corresponding weights [0.0212, 0.1072,
0.1944 0.2667, 0.2150, 0.1956] taken from a Gamma distribution derived from his-
tological results (Aboitiz et al., 1992).
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Compartment Signal function Compartment model
parameters

Tensor S = exp(−b( d‖(n · g)2

+d⊥1
(n⊥1

· g)2

+d⊥2
(n⊥2

· g)2))
n⊥1

= rotate(n, ψ)
n⊥2 = n× n⊥1

d‖, d⊥1
, d⊥2

, θ, φ, ψ

Ball S = e−bd d

Stick S = e−bd(n·g)2 d, θ, φ

NODDI in S =
∫
S2 f(n, κ)e−bd(n·g)2dn d, θ, φ, κ

NODDI ex S = e−bg
ᵀ(

∫
S2 f(n,κ)D(n)dn)g d‖, d⊥, θ, φ, κ

CHARMED in S =
∑N
i=1 vi[ S‖(q,∆)

· S⊥i(q,TE) ]
S‖(q,∆) =

e−4π2|q|2(n·g)2(∆−δ/3)d

S⊥i(q,TE) =

e−[4π2|q|2(1−(n·g)2)R4
i /( d·TE

2 )]·( 7
96 )·[2−( 99

112 )R2
i /( d·TE

2 )]

d, θ, φ

Table 2.1: The single compartment models, see Table 2.2 for an overview of the optimizable parame-
ters. The primary direction of diffusivity n, is parameterized using polar coordinates with angles θ, φ
and radius d. The variables b, g, q, ∆, δ, G and TE are sequence settings. In the Tensor compartment,
the function rotate(n, ψ) rotates the Tensor around n by the angle ψ. In the NODDI models, the
function f(n, κ)dn gives the probability of finding fiber bundles along orientation n using a Watson
distribution with parameter κ integrated over the unit sphere S2. In the NODDI ex model, the diffu-
sion tensor D(n) is defined as a cylindrically symmetric Tensor (alike the Tensor in this table except
for the symmetry). In the CHARMED in compartment N is the number of gamma cylinders used, vi
is the weight per gamma distributed cylinders and Ri is the radius per cylinder. In previous work
|q|2(n ·g)2 is sometimes denoted as |q‖|2 and |q|2

(
1− (n · g)2

)
as |q⊥|2, we inlined these identities

here in the CHARMED in equation.
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Parameter Compartments Usage

d‖ (or d) Tensor, Ball, Stick, NODDI in,
NODDI ex, CHARMED in

Parallel diffusivity along the
primary direction of diffusion
n

d⊥1 Tensor Perpendicular diffusivity, per-
pendicular to both d‖ and d⊥2

.

d⊥2
Tensor Perpendicular diffusivity, per-

pendicular to both d‖ and d⊥2
.

θ Tensor, Stick, NODDI in,
NODDI ex, CHARMED in

Polar angle used to parameter-
ize n, the primary direction of
diffusion

φ Tensor, Stick, NODDI in,
NODDI ex, CHARMED in

Azimuth angle used to param-
eterize n, the primary direction
of diffusion

ψ Tensor Used to rotate the Tensor
around its primary axis

κ NODDI in, NODDI ex The dispersion index of the
Watson distribution

Table 2.2: The parameter descriptions corresponding to Table 2.1.
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2.2.2 Composite multi-compartment models

The general multi-compartment diffusion microstructure model has the form of
a weighted sum of single compartments:

S = S0

n∑
i=0

wiSi (2.1)

Where S0 is the signal for the non-diffusion weighted (or b0) acquisitions, wi the
volume fractions (signal weights, signal fractions or water fractions) and Si is the
signal function for the i’th of n total compartments. For this work we selected
the Tensor, Ball&Sticks, NODDI and CHARMED models. Table 2.3 shows these
multi-compartment models (henceforth simply ’models’), their constituent com-
partments and total number of parameters including estimation of S0.

Model Restricted
(intra-
cellular)
compart-
ments

Hindered
(extra-
cellular)
compart-
ments

Isotropic
compart-
ments

Number of
parameters

Acquisition
require-
ments

Tensor - Tensor - 7 b < 1.5 ·
106s/m2

Ball&Sticks
in[n]

Stick (n-
times)

- Ball 1 + 3n -

NODDI NODDI in NODDI ex Ball 6 ≥ 2
b-values
/ shells

CHARMED
in[n]

CHARMED
in (n-

times)

Tensor - 7 + 4n ≥ 2
b-values
/ shells,

bmax ≥ 4.0 ·
106s/m2

Table 2.3: The used composite multi-compartment models, their compartments (divided into intra-,
extra-axonal and isotropic) and total number of parameters.

Here we take the Stick compartment to be an idealized cylinder with zero radius
and classify it as a restricted compartment (cf. (Ferizi, Schneider, Panagiotaki, et
al., 2014)). We have added to some of the models the postfix ’ in[n]’ which is used
to identify the number of restricted compartments employed in a model for those
models that allow multiple restricted compartments. For example, CHARMED -
in2 indicates a CHARMED model with 2 restricted compartments (and the reg-
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ular single hindered compartment) for each of two unique fiber orientations in a
voxel. The total number of parameters per model is the sum of the parameters per
compartment, the volume fractions (equal to the number of compartments minus
one) and the scalar for S0. The complete signal equation per model is then given
as a volume fraction weighted sum of compartments, scaled by the non-diffusion
weighted signal S0.

2.2.3 Evaluation function and likelihood

Models are optimized by finding the set of free parameter values x ∈ Rn that
minimize the evaluation function or objective function of the modeling errors
(O−S(x)) with O the observed data and S(x) the model signal estimate. In gen-
eral, the evaluation function is formulated as the negative log likelihood function
which embeds a noise model for the data. Whereas the noise in the complex val-
ued Fourier coefficient images can be described by a Gaussian distribution, the
noise in the magnitude reconstructed MR data follows a non-zero mean (Rician or
non-central χ) distribution (Gudbjartsson and Patz, 1995). For SNR>2 an Offset
Gaussian model can be used (Alexander, 2009), with the advantage that it is po-
tentially more stable than the Rician model (Panagiotaki et al., 2012). Therefore,
we use the Offset Gaussian likelihood model for all optimizations. Minimizing
the negative log likelihood leads to the following objective function (with con-
stant terms dropped):

x̄ = argmin
x∈Rn


∑(

O−
√

(S(x)2 + σ2)
)2

2σ2

 (2.2)

Here we use σ as the standard deviation of the Gaussian distributed error of the
complex valued Fourier images. We estimated this standard deviation σ from the
reconstructed magnitude images using the σmult method in Dietrich et al. (2007;
eq. A6) (Dietrich, Raya, Reeder, Reiser, et al., 2007).

2.2.4 Parameter dependencies and global fixes

Some of the models have specific dependencies between their parameters, as well
as parameter fixed to a specific value. Defining the dependencies at the level of
the multi-compartment model has two advantages. First, this allows the com-
partments to be defined as general as possible and adapt them for the use in
several multi-compartment models. Second, some dependencies relate the pa-
rameters of different compartments to each other and therefore must operate at
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the level of the multi-compartment model. The list of global fixes and depen-
dencies is given by Table 2.4 where we use the ’dot’ notation (e.g. Ball.d for the
d parameter of the Ball compartment) to explicitly assign parameters to certain
compartments.

Model Parameter global fixes Parameter dependencies

Tensor - -

Ball&Sticks in[n]
Ball.d = 3 · 10−9m2/s
Stick.d = 1.7 · 10−9m2/s

∑
wi = 1

NODDI
NODDI in.d = 1.7 · 10−9m2/s
NODDI ex.d = 3 · 10−9m2/s
Ball.d = 3 · 10−9m2/s

1)
∑
wi = 1

2) NODDI ex.d⊥1 =
NODDI ex.d‖ · wex

win+wex

3) NODDI ex.{κ, θ, φ} =
NODDI in.{κ, θ, φ}

CHARMED in[n] -
∑
wi = 1

Table 2.4: Parameter dependencies and global fixes

In the NODDI model in Table 2.4, the second dependency defines the NODDI
tortuosity assumption and the third dependency locks the orientations and dis-
persion of the NODDI in and NODDI ex model to each other (the dispersion
because the NODDI model adjusts the ratio of parallel and perpendicular extra-
axonal diffusivity on the basis of orientation dispersion of the intracellular com-
partment). Additionally, for all multi-compartment models, the weights (volume
fractions) must sum to one. This is accomplished by normalizing the set of n− 1

volume fractions in each optimization iteration by the sum s =
∑n−1
i wi if that

sum is larger than one. The last compartment weight, not explicitly optimized, is
either set to zero, i.e. wn = 0 or set as wn = 1−s if s is smaller than one, for signal
evaluation in the optimization process.

2.2.5 Indices calculated in post-processing

For every model various additional volumetric maps are calculated from the op-
timized model parameters. These can be model specific and model independent.
Table 2.5 highlights the model specific maps. FS (Fraction of Sticks) is the total
fraction (sum of weights) of the n Stick compartments in the Ball&Sticks model.
NDI (Neurite Density Index) and ODI (Orientation Dispersion Index) are defined
in (H. Zhang, Hubbard, et al., 2011) and FR (Fraction of Restricted) is the total
fraction of the n restricted compartments in the CHARMED model (Assaf, Frei-
dlin, et al., 2004; Santis, Assaf, and D. K. Jones, 2012).

24



2.2 Methods

Model Additional maps

Tensor -

Ball&Sticks in[n] FS = 1− wBall

NODDI
1) NDI = win

win+wex

2) ODI = arctan2(1, κ · 10) · 2
π

CHARMED in[n] FR = 1− whin

Table 2.5: Additional volumetric maps per model

In addition to these model specific maps, we add two model independent maps to
the result set of every model. The first is the Log Likelihood (LL) map containing
the complete (log) likelihood of the model given the data, as given by:

LL = −

∑(
O−

√
S(x̄)2 + σ2

)
2σ2

−m · log(σ
√

2π) (2.3)

With O the observation, S(x̄) the function value given the optimal set of pa-
rameters, σ the noise standard deviation and m the number of volumes in the
dataset. This LL map gives an indication of the goodness of fit and a higher
LL is preferred. The second model independent map we add is the Bayesian
Information Criterion (BIC) map. The BIC (Schwarz, 1978) can be used to com-
pare models with different numbers of parameters on the same dataset (Pana-
giotaki et al., 2012; Ferizi, Schneider, Panagiotaki, et al., 2014). It is defined as
BIC = −2 ·LL+k · ln(m) where LL is the log likelihood value, k is the number of
free parameters and m is the number of observations. The model with the lower
BIC is preferred and features the best trade-off between model-fit and complexity
(number of parameters).

2.2.6 Optimization algorithms

We explicitly separate the models from the optimization algorithms to enable
evaluating model/optimization algorithm combinations. We choose three
commonly used optimization algorithms, two generations of gradient free
algorithms (Nelder-Mead Simplex and Powell’s conjugate-direction) and one
gradient-based algorithm (Levenberg-Marquardt). All optimization algorithms
in this study were originally programmed in C and converted to OpenCL for
the purpose of this work. OpenCL is a cross-vendor language standard and
framework that enables highly parallelized calculations on the graphics card
(graphical processing unit, GPU), as well as central processor unit (CPU),
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potentially allowing for large computational acceleration (c.f. (Hernández et al.,
2013)).

The first routine we used is the Nelder-Mead simplex (NMSimplex) method
(Nelder and Mead, 1965). This is a general derivative-free nonlinear local
optimization algorithm, also used in the MATLAB fminsearch function. The
NMSimplex routine starts with an n-dimensional simplex with at each vertex
initial values for all n model parameters. During optimization, the values of the
evaluation function at each vertex of the simplex are used to determine the worst
corner point. The algorithm then tries to replace this worst point by transforming
the simplex about its centroid using reflection, expansion, contraction and
shrinking (Rios and Sahinidis, 2013). This algorithm has five coefficients that
determine its behavior: the scale of the initial simplex (s), and the coefficients
for the reflection (α), contraction (β), expansion (γ), and shrink (δ) of the
simplex during each iteration. Preliminary tests using the default coefficients
by (Nelder and Mead, 1965), the table of coefficients in (Wang and Shoup, 2011)
and the adaptive coefficients in (Gao and Han, 2012) led us to use the adaptive
coefficients in the latter, being: s = 1, α = 1, β = 0.75− 1.0/(2 · k), γ = 1 + 2.0/k
and δ = 1 − 1.0/k with k being the number of free parameters in the model. The
original implementation followed for translation into OpenCL was programmed
in C by Michael F. Hutt (http://www.mikehutt.com/neldermead.html).

The second routine studied is the Powell conjugate-direction method (Powell,
1964). This is a general derivative-free nonlinear local optimization algorithm. It
starts the search with n search vectors each containing all n model parameters. In
every iteration, the algorithm tries to update each search vector in turn using a
line search across each dimension. Doing so, it will continuously create new vec-
tor combinations (using line searches) and replace old combinations until a stop
criteria is met. The final result is the search vector with the minimum function
value. We used an OpenCL implementation translated from the C implementa-
tion described in Numerical Recipes 3th edition (Press et al., 2007) while using
the Brent algorithm (Brent, 1973) for the line search. We used the default settings
(from the literature) with a bracket gold ratio of 1.618034 (default ratio by which
successive intervals are magnified in bracketing) and a g-limit of 100 (the maxi-
mum magnification allowed for a parabolic-fit step in function bracketing).

The third routine we studied is the Levenberg-Marquardt (LM) method (Leven-
berg, 1944). This method is a gradient based least squares optimization routine
for which the gradients can either be given analytically or approximated numer-
ically. We used numerical gradients for all models, as this is most commonly
applied (Assaf, Blumenfeld-Katzir, et al., 2008; Alexander, Hubbard, et al., 2010;
Santis, Assaf, and D. K. Jones, 2012; H. Zhang, Schneider, et al., 2012). Our imple-
mentation is an OpenCL version of the lmfit (http://apps.jcns.fz-juelich.de/lmfit) C
implementation of this algorithm.
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All three algorithms above have two main stop criteria. Either the difference be-
tween two consecutive iterations is below a certain threshold, or the predefined
maximum number of iterations is reached. For the first we set the break threshold
at thirty times the machine epsilon. For the second we set the so-called patience
(i = p · (1 + k)) where i is the number of iterations, p is the patience and k is the
number of free parameters in the model) to a predefined setting per optimiza-
tion algorithm. This construction allows fixing the patience while ensuring that
models with more parameters are allowed more iterations. We did a preliminary
study to determine per algorithm and model the optimal patience given goodness
of fit and run time. We used, unless stated otherwise, for NMSimplex a patience
of 200, for Powell a patience of 2 and for LM a patience of 100, which gave the
optimal trade-off between run time and fit (objective function minimum) for each
algorithm. All calculations were performed on a single 2015 AMD Fury X graph-
ics card using single float (32-bit) precision, except for parts where value range
(summation of log likelihoods, Euclidian norm in the LM algorithms) or precision
(the Watson function in NODDI) are critical, which were evaluated with double
precision.

2.2.7 Parameter transformations

During model fitting with the NMSimplex, Powell and LM method we use
parameter transformations to limit the range of each parameter to biophysical
meaningful values and to scale the parameters to a range better suited for
optimization (Panagiotaki et al., 2012). These transformations transform the
parameters between two sets of parameters spaces: the model space and the
optimization space, both in Rn. The model space is the space in which the
parameters can be used as input to the model. The optimization space is the set
of parameters the optimization routine tries to optimize. We define the encoding
transformation as transforming the parameters from model to optimization
space and the decoding transformation from optimization to model space.
Please see the Parameter transformations in Appendix A for a complete list of
parameter transformations used in this work.

2.2.8 Cascaded model optimization

A common strategy to optimize complex (i.e. high number of parameter) mod-
els is initializing subsets of parameters with results from earlier simpler model
optimizations (Panagiotaki et al., 2012; H. Zhang, Schneider, et al., 2012; Santis,
Assaf, Jeurissen, et al., 2016). We formalize this here as cascaded model optimiza-
tion. We test three cascading strategies: Cascade S0 (CS), Cascade Initialized (CI)
and Cascade Fixed (CF), see Figure 2.1. In the CS cascade we first fit a one pa-
rameter S0 model to the non-diffusion weighted volumes to determine the scale
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of the non-diffusion weighted signal. We use this to initialize the S0 parameter
of the model we are interested in. In the CI cascades we initialize a few specific
parameters like the volume fractions and the fiber orientation parameters from
the results of a simpler model. The CF cascades are similar to the CI cascades ex-
cept that we now fix some of the parameters, reducing the dimensionality of the
last optimization, instead of initializing them. For a complete overview of initial-
ized and fixed parameters for all three cascade variants see the section Cascaded
model initializations of Appendix A. In this work, we always use at least CS for
all model fitting, as an alternative to dividing away the non-diffusion weighted
signal or to fixing it beforehand. Since the range of the S0 parameter is quite large
and arbitrary, initializing with an S0 estimate improves the performance and run
time of the optimization routines.

2.2.9 Datasets
For this study we used two groups of ten subjects coming from two studies.
The first ten subjects are from the freely available fully preprocessed dMRI data
from the USC-Harvard consortium of the Human Connectome project. Data
used in the preparation of this work were obtained from the MGH-USC Human
Connectome Project (HCP) database (https://ida.loni.usc.edu/login.jsp). The HCP
project (Principal Investigators: Bruce Rosen, M.D., Ph.D., Martinos Center at
Massachusetts General Hospital; Arthur W. Toga, Ph.D., University of Califor-
nia, Los Angeles, Van J. Weeden, MD, Martinos Center at Massachusetts Gen-
eral Hospital) is supported by the National Institute of Dental and Craniofacial
Research (NIDCR), the National Institute of Mental Health (NIMH) and the Na-
tional Institute of Neurological Disorders and Stroke (NINDS). Collectively, the
HCP is the result of efforts of co-investigators from the University of Califor-
nia, Los Angeles, Martinos Center for Biomedical Imaging at Massachusetts Gen-
eral Hospital (MGH), Washington University, and the University of Minnesota
(http://www.humanconnectome.org/documentation/MGH-diffusion/).

The data were acquired on a specialized Siemens Magnetom Connectom with
300mT/m gradient set (Siemens, Erlangen, Germany). These datasets were ac-
quired at a resolution of 1.5mm isotropic with ∆=21.8ms, δ=12.9ms, TE=57ms,
TR=8800ms, Partial Fourier = 6/8, MB factor 1 (i.e. no simultaneous multi-slice),
in-plane GRAPPA acceleration factor 3, with 4 shells of b=1000, 3000, 5000, 10,000,
s/mm2, with respectively 64, 64, 128, 393 directions to which are added 40 b0 vol-
umes leading to 552 volumes in total per subject, with an acquisition time of 89
minutes. We refer to these datasets as HCP MGH - 1.5mm -552vol - b10k and to the
multi-shell direction table as the HCP MGH table. These four-shell, high num-
ber of directions, and very high maximum b- value datasets allow a wide range
of models to be fitted. The second set of ten subjects comes from the diffusion
protocol pilot phase of the Rhineland Study (www.rheinland-studie.de) and was
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acquired on a Siemens Magnetom Prisma (Siemens, Erlangen, Germany) with
the Center for Magnetic Resonance Research (CMRR) multi-band (MB) diffusion
sequence (Moeller et al., 2010; Xu et al., 2013). These datasets had a resolution
of 2.0mm isotropic with ∆=45.8ms, δ=16.3ms and TE=90ms, TR=4500ms Partial
Fourier = 6/8, MB factor 3, no in-plane acceleration with 3 shells of b=1000, 2000,
3000 s/mm2, with respectively 30, 40 and 50 directions to which are added 14 b0
volumes leading to 134 volumes in total per subject, with an acquisition time of
10 min 21 sec. Additional b0 volumes were acquired with a reversed phase en-
coding direction which were used to correct susceptibility related distortion (in

Figure 2.1: Illustration of the three different cascading strategies (for the example of the NODDI
model): CS, CI and CF. The blue arrows indicate initialization of a parameter, the orange arrows
indicate fixing a parameter.
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addition to bulk subject motion) with the topup and eddy tools in FSL version
5.0.9. We refer to these datasets as RLS - 2mm - 134dir - b3k and to the multi-shell
direction table as the RLS table. These three-shell datasets represent a relatively
short time acquisition protocol that still allows many models to be fitted.

Since the Tensor model is only valid for b-values up to about 1200s/mm2, it is
estimated on only the b-value 1000s/mm2 shell and b0 volumes. All other models
are estimated on all data volumes. For all datasets we created a whole brain mask,
using BET from FSL (S. M. Smith, 2002), and a white matter (WM) mask. The
whole brain mask is used during the model fitting, whereas averages over the
WM mask are used in model or data comparisons. The WM mask was calculated
by applying a threshold of 0.3 on the Tensor FA results, followed by a double pass
3D median filter of radius 2 in all directions. The Tensor estimate for this mask
generation was calculated using a CI Ball Stick/Tensor cascade optimized with
the Powell method.

To compare performance and robustness of different optimization algorithms
and cascading strategies the per-subject LL averages over the WM mask were
calculated. The mean differences between algorithms or strategies over ten
subjects and their standard error of the mean (SEM) were then reported.

2.2.10 Ground truth simulations
We performed two sets of ground truth simulations (see Figure 2.2) to quantify
accuracy and precision of: 1) the optimization (Figure 2.2A) and 2) the cascad-
ing results (Figure 2.2B). First, to assess the accuracy and precision of the dif-
ferent optimization algorithms (Figure 2.2A), we created ten thousand random
fiber orientations for each of sixty linearly spaced volume fractions in [0.2, 0.8],
for the Ball&Sticks in1, CHARMED in1 and NODDI models using both a HCP
MGH and a RLS multi-shell direction table. For the generated signals we created
three copies with a Rician distributed noise realization at SNRs 10, 20 and 40. We
compute optimization error as optimized parameter value minus ground truth
parameter value for the intra-axonal volume fraction, i.e. fraction of stick (FS)
for Ball&Sticks in1, fraction of restricted (FR) for CHARMED in1 and fraction of
restricted FR for NODDI. We compute a measure of accuracy as the inverse of the
mean optimization error over ten thousand random fiber orientations per vol-
ume fraction (each with a unique noise realization). Similarly, as a measure of
precision we compute inverse of the standard deviation of the optimization error
over ten thousand random fiber orientations per volume fraction. Finally, we ag-
gregated these results over the sixty volume fractions into a mean and standard
error for both accuracy and precision.
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Figure 2.2: Illustration of the ground truth simulation workflow to quantify the accuracy and precision
of A) the optimization routine comparisons, B) the cascading results.

2.3 Results
We focus first on the effect of optimization algorithms when applied to the en-
tire diffusion model estimation problem. Subsequently, we focus on initializa-
tion strategies by cascaded optimization, dividing the estimation problem into
sequential lower dimensional problems.

2.3.1 Effect of optimization algorithm

Figure 2.3 shows estimated parameter maps for a single HCP MGH subject (HCP
MGH - 1.5mm - 552vol - b10k, subject 1003) for four different models (Tensor,
Ball&Sticks in1, NODDI, CHARMED in1) each estimated with three optimiza-
tion algorithms (NMSimplex, Powell, LM). Note that the Tensor model is mainly
shown for comparison and is only estimated on the b-value 1000s/mm2 shell. Ta-
ble 2.6 shows the corresponding Log Likelihoods (LL), Bayesian Information Cri-
teria (BIC) and run times (RT) for these results, along with the results of a single
RLS - 2mm - 134dir - b3k subject. It can be seen that a GPU based implementation
gives full model optimization results and estimated whole brain parameter maps
in matters of seconds to minutes even for complex models and a large dataset.
Powell almost always outperforms other methods in terms of LL and BIC (except
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for CHARMED in1 for the RLS dataset). The Powell algorithm shows the most
consistently high fitting performance over models and datasets, especially on the
complex 552 volume HCP MGH dataset. On the simpler 134 volume RLS dataset
the fit is sometimes matched (with NMSimplex in Tensor-RLS and with LM in
Ball&Sticks in1- RLS) or slightly exceeded (by NMSimplex in CHARMED in1 -
RLS) by one of the other algorithms. In addition, Powell is often the fastest algo-
rithm, and when not the fastest always better fitting than the fastest algorithm.
To assess the variability of the achieved fit, Figure 2.4 reports mean differences in
fit between algorithms and its standard error over the mean (SEM) over ten HCP
MGH and ten RLS subjects. Powell outperforms the other algorithms except for
the case of the CHARMED in1 model with the RLS data by a very small margin.
Error bars show that the variability of the fit differences over subjects is relatively
low with the SEM generally at about ten percent of the fit difference.

Figure 2.3: Models (in columns) against optimization algorithms (in rows) for a single HCP MGH
dataset. FA: Fractional Anisotropy; FS: Fraction of stick compartment; FR: fraction of restricted (frac-
tion of intra-cellular/restricted compartment). Each model parameter map (column) is individually
scaled.
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To assess accuracy and precision for different optimization algorithms, Figure
2.5 reports ground truth simulation results over three models (Ball&Sticks in1,
NODDI and CHARMED in1), the two multi-shell direction tables and three sim-
ulated SNRs. A general trend of increasing accuracy and precision with SNR can
be observed. In general, Powell has a tendency for higher accuracy and preci-
sion than the other algorithms over all models, which is often more pronounced
at higher SNRs and more complex models. In terms of accuracy, LM can keep
up with Powell in Ball&Sticks in1 and NMSimplex in the CHARMED in1 model,
but precision is almost always considerably higher for Powell. When compar-
ing acquisition tables for the Powell method, little difference can be seen for
Ball&Sticks in1, the simplest model. For NODDI there seems to be a tendency
for increased precision when using the extensive HCP MGH direction table in-
stead of the RLS table at the same SNR. For CHARMED in1, a clear increase in
accuracy and precision can be observed when going to the more complex HCP
protocol, which may reflect the presence of high b-values (> 3000s/mm2) as pre-
viously reported (De Santis, Assaf, et al., 2014).

Figure 2.4: Algorithm Log Likelihood differences per model over 10 HCP MGH (left) and 10 RLS
subjects (right). Bars depict the mean LL difference and error bars give the standard error of the mean
for the difference over subjects.

2.3.2 Effects of cascaded optimization

We next focus on the effect of different cascading strategies for a very complex
model, CHARMED in3 with three different restricted compartments per voxel
and a total number of 19 parameters. This is a very difficult model to fit, even on a
very large number of volumes (such as the HCP MGH multi-shell direction table),
but nonetheless a very useful model for microstructure quantification as it sepa-
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2.3 Results

Figure 2.5: Ground truth simulation results for three models (rows) and two multi-shell direction
tables (columns) for three SNRs. The unstriped bars represent the accuracy (acc) per optimization
algorithm, the striped bars represent the precision (prc), computed over 10 4 realizations per volume
fraction. The bars give the mean and the error bars give the standard error computed over seven
different simulated volume fractions between 0.2 and 0.8.
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rates multiple fiber orientations per voxel (Santis, Assaf, and D. K. Jones, 2012).
Figure 2.6 shows FR maps and multiple local restricted compartment orientations
for CS (Cascade S0), CI (Cascade Initialized) and CF (Cascade Fixed). CS will
optimize the full 19 parameters in the final cascade step; CI will also optimize
the full 19 parameters in the final cascade step but the orientations are initial-
ized from an earlier Ball&Sticks in3 cascade step; CF will optimize 13 parameters
in the final cascade step where the 6 restricted orientation parameters are fixed
from an earlier cascade step. Transverse maps and orientation plots are shown at
the level of the centrum semiovale where three distinct fiber orientations are ex-
pected in white matter. Both FR and orientation estimates appear more structured
and smooth in CI and CF, compared to CS. Orientation estimates, in particular,
show missing identification of the green A-P orientation (corresponding to the
superior longitudinal fasciculus) in some places, for CS and to a lesser degree
CI (see white arrow). Table 2.7 reports run times and fit parameters for different
models of increasing complexity for a single HCP MGH and RLS dataset. The
run times and fit parameters show that quantitatively CI and CF have a better
fit than CS. In terms of run time, CF outperforms both CS and CI, especially for
the CHARMED in3 model by a factor of 3. These results show that a straightfor-
ward optimization of a large 19 parameter model as in CS, achieves a suboptimal
fit, even when using a large multi-shell direction table. However, with a good
initialization of a subset of the parameters, the fit can be improved considerably.
Finally, although results are more subtle, fixing (in CF) rather than initializing (in
CI) the orientation parameters, provides similarly good results even though the
degrees of freedom in the final optimization step have been reduced. For simpler
models (NODDI and CHARMED in1 and in2) with less parameters, the fit ad-
vantages of CI and CF strategies are almost absent and the speed advantages less
pronounced, although speed-ups of 1.5x to 3x are still achieved.
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2.3 Results

Figure 2.6: Parameter maps (CHARMED in3, FR map; top row) and local restricted compartment
3D color-coded orientations (bottom row) for different cascading strategies (in columns) for a Y slice
27 single HCP MGH subject (1003). The top row shows a thresholded FR map superimposed on a
hindered fraction map in gray-scale.
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2.3 Results

To assess the robustness of the fit improvements, Figure 2.7 reports mean dif-
ference in fit between cascading strategies and its SEM over ten HCP MGH and
ten RLS subjects. CI and CF always have a higher LL than CS (with the excep-
tion of NODDI for the HCP MGH data). More generally, the fit improvement of
CI and CF over CS increases with model complexity (i.e. with CHARMED in2,
CHARMED in3). In addition, the fit of CI is always slightly higher than that of
CF, with this fit difference generally being smaller than that separating CS from
both of these. Error bars show that the variability of the fit differences over sub-
jects is relatively low.

Figure 2.7: Inter-subject differences of the LL for each model and cascading technique over 10 MGH
and 10 RLS subjects. The error bars give the standard error of the mean for the inter-subject differ-
ences.

To assess accuracy and precision for different cascading strategies, Figure 2.8 re-
ports ground truth simulation results for the two multi-shell direction tables and
three SNRs for the most complex CHARMED in3 model. The cascading strate-
gies CI and CF outperform CS in terms of accuracy and precision, especially for
the higher SNRs of 20 and 40. For the more extensive HCP protocol, accuracy and
precision for CI and CF is very similar, irrespective of SNR. For the less exten-
sive RLS protocol, CF has a tendency of outperforming CI, especially for lower
SNRs. Also, the accuracy and precision is clearly higher for the more complex
HCP MGH multi-shell direction table.
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Figure 2.8: Ground truth simulation results for the CHARMED in3 model for the HCP MGH and
RLS multi-shell direction tables for three SNRs. The unstriped bars represent the accuracy (acc) per
cascading strategy, the striped bars represent the precision (prc), computed over a total number of
106 realizations. The bars give the mean and the error bars give the standard error computed over
the volume fractions of the three simulated orientations.

2.4 Discussion
Using an efficient GPU based implementation, we show that run time can be re-
moved as a fundamental constraint for optimization of multi-compartment mod-
els, achieving whole brain dataset fits in seconds to minutes. We find that op-
timization algorithms and multi-step optimization approaches have a consider-
able influence on performance and stability over subjects and over acquisition
protocols. The gradient-free Powell conjugate-direction algorithm was found to
outperform other common algorithms in terms of run time, fit, accuracy and pre-
cision. Parameter initialization approaches were found to be relevant especially
for more complex models, such as those involving several fiber orientations per
voxel.

2.4.1 Optimization algorithms

The Powell conjugate-direction algorithm almost always outperforms the other
methods in terms of LL and BIC, over multiple models and two different multi-
shell acquisition protocols. In addition, Powell is often the fastest algorithm, and
when not the fastest it always provides better fitting than a faster algorithm. The
variability over ten subjects in the fit differences between algorithms is relatively
low with the standard error generally at a third to half of the fitting difference.
This shows that the fitting improvement is a significant and robust one likely ex-
ceeding the variability of the model parameters in experimental subject groups
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and therefore possibly of influence on statistical power. The BIC differences be-
tween optimization algorithms are of a similar size as the BIC differences between
models. This means that the choice of optimization algorithm could have an in-
fluence on later model comparisons and model rankings. Going beyond data fit
and considering accuracy and precision using ground truth simulations we find
that Powell outperforms the other algorithms, which is even more pronounced
at higher SNRs and with more complex models. When comparing accuracy and
precision between acquisition protocols for the Powell method, little effect is ob-
served for simpler models such as Ball&Stick in1 and NODDI, but an increase in
accuracy can be observed for CHARMED in1 when going to the more complex
HCP protocol.

2.4.2 Cascaded optimization
Different forms of cascaded optimization have already been applied to diffusion
microstructure modeling. For instance, in (H. Zhang, Schneider, et al., 2012) and
the accompanying NODDI MATLAB toolbox first do an initial grid search over
a feasible range of parameter values after which the parameters are optimized
twice, once with the fiber orientations and dispersion locked and the second time
with all parameters free. In (Santis, Assaf, Jeurissen, et al., 2016), the authors
use a two-step optimization approach in which the number of intra-axonal com-
partments and their orientations are fixed to the orientations found by the CSD
method (J. D. Tournier, Calamante, and Connelly, 2007; Jeurissen et al., 2014).
We formalize and generalize multi-step optimization here as cascaded model op-
timization. Results show that CI and CF always have a better fit (higher Log
Likelihood) than CS and that the fit improvement of CI and CF over CS increases
with model complexity. This shows that with a good initialization of a subset of
the parameters, the fit can be improved considerably over one-step optimization
(not considering S0, as it is common practice to either work on S0-normalized
signal or to estimate and fix it beforehand). In terms of accuracy and precision CI
and CF also outperform CS, especially for the higher SNRs of 20 and 40.

Comparing between CI and CF for the complex CHARMED in3 model (19 pa-
rameters) and for the more extensive HCP protocol, the accuracy and precision
for CI and CF is very similar, irrespective of SNR. For the less extensive RLS pro-
tocol, CF has a tendency of outperforming CI especially for lower SNRs. These
results are interesting given that CF has lower degrees of freedom in its final cas-
cade step than CI. More degrees of freedom potentially allow for a better fit since
the model can better adapt to the given data, which is shown in the superior fit
performance in CI in the context of high SNR and the rich HCP MGH acquisition
protocol. However, in the context of few data points or lower SNR, more degrees
of freedom are a disadvantage, as is shown in the superior accuracy of CF in
the context of lower SNRs and the RLS acquisition protocol. Hence, overall, CF
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has very appealing properties for general use as a cascaded optimization strat-
egy for complex models. Besides providing a good fit, accuracy and precision in
many contexts, it is also, by a large margin, invariably, the fastest cascading strat-
egy. Since the Powell algorithm provided the best performance when compared
to NMSimplex and LM we focused here on comparing cascading results using
Powell only. Comparisons of cascading strategies using the other optimization
algorithms (see Supplementary Table 1 of (Harms, Fritz, et al., 2017)) show that
CI and CS strategies can provide considerable benefits for NMSimplex and LM
as well, but also that the Powell algorithm continues to outperform NMSimplex
and LM when combined with CF and CI. Other initialization strategies like ran-
dom multi-start and initializing with a preliminary grid search have been applied
to diffusion microstructure model optimization. Comparisons of these initializa-
tion strategies to the cascading strategies investigated here using all optimization
algorithms (see Supplementary Table 2 of (Harms, Fritz, et al., 2017)) show that
considerable fit improvements can indeed be achieved with multi-start and grid
search compared to CS for NMSimplex and LM. However, these results are al-
most invariably inferior to, or as good as, the CF and CI results, especially for
the Powell algorithm. In terms of runtime/performance trade-off the cascading
strategies perform vastly better than grid search and multi-start.

An additional argument for the use of CF is that it allows combining microstruc-
ture parameter maps with tractography results in a structured way (e.g.; (Bells et
al., 2011)). One can use the fiber orientations from a Ball&Sticks in[n] fit for trac-
tography and subsequently use CF with the same orientations for a CHARMED -
in[n] model to ensure that microstructure parameters mapped onto these tracks
agree with the local track orientation. Alternatively, when using CI or when fit-
ting the tractography orientations and the microstructure models separately, one
would not have this assurance. Future research could focus on more ways of
initializing or fixing parameters over cascading steps, such as limiting the extra-
axonal Tensor compartment in CHARMED to the orientations of the intra axonal
orientations. Additionally, one could also use other methods for orientation ini-
tialization, such as CSD (J. D. Tournier, Calamante, and Connelly, 2007; Jeuris-
sen et al., 2014). Additionally, one can think of cascades where the final model
is initialized with the results of more than one model, for example, initializing
the orientations with a Ball&Sticks model and initializing a (possible) T1 or T2
compartment from a different model. These extensions fit within the framework
proposed here.

2.4.3 Run times
All run times reported here were achieved with a single 2015 AMD Fury X graph-
ics card with a theoretical peak performance of 8.6 teraflops single precision.
Higher performing hardware, as well as use of multiple devices in parallel should
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deliver proportional run time gains. In practice, OpenCL driver performance,
number of parallel streaming processors and streaming processor architecture,
device memory and memory bandwidth (here 4GB and 512GBytes/sec, respec-
tively) also determine computational performance.

2.4.4 Limitations

In this work we compared three optimization algorithms: Nelder-Mead Simplex,
Powell’s conjugate-direction and Levenberg-Marquardt, which covers a set of
generally used algorithms. Other optimization algorithms could be considered.
Since all the tested optimization routines are local optimizers, it would be in-
teresting to also use global optimization algorithms such as the Self-Organizing
Migrating Algorithm (SOMA) (Zelinka, 2004) to evaluate their capacity of avoid-
ing local minima. Also Markov Chain Monte Carlo sampling of the full Bayesian
posterior would be an interesting extension since it can avoid local minima and
would provide precision or uncertainty estimates for the obtained parameters.
However MCMC sampling is a different type of algorithm than the optimiza-
tion algorithms covered in this work, in two ways. First, it has a different goal: it
aims to sample the full posterior distribution of parameters, rather than provide a
(maximum likelihood) point estimate of the optimal parameter value. Generating
the full posterior inevitably also takes more runtime, which is often only justified
if more than just the maximum of the posterior is used (e.g. the standard devia-
tion of the posterior). Second, it requires more information. All algorithms in this
work are local optimization routines that only require an objective (likelihood)
function to perform the minimization. MCMC on the other hand additionally re-
quires the user to define a prior probability function and a proposal function for
each of the model parameters. Other optimization approaches avoid non-linear
optimization altogether by linearizing the optimization problem (Daducci et al.,
2015; Canales-Rodrı́guez et al., 2015; Novikov, Jelescu, and Fieremans, 2015). For
instance, AMICO (Daducci et al., 2015; Canales-Rodrı́guez et al., 2015) constructs
a convex formulation with a single global minimum by choosing a finite dictio-
nary of atoms and has been successfully applied to the NODDI, ActiveAx (Da-
ducci et al., 2015) and VERDICT (Bonet-Carne, Daducci, et al., 2016) models. This
different approach comes with its own trade-offs. For instance, atom dictionary
size can increase exponentially in more complex models when sampling inter-
dependent parameters sufficiently dense (Yap, Y. Zhang, and Shen, 2015) and it
is limited to a Gaussian noise model, which embeds assumptions almost never
met in standard multichannel acquisitions (Gudbjartsson and Patz, 1995; Diet-
rich, Raya, Reeder, Ingrisch, et al., 2008; Daducci et al., 2015).
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2.4.5 Software implementation note
All biophysical compartment models, noise models / likelihood functions, as
well as optimization algorithms were modularly implemented in a python based
GPU accelerated toolbox (Microstructure Diffusion Toolbox or MDT) freely avail-
able under an open source L-GPL license at https://github.com/cbclab/MDT. It
comes with a graphical user interface for easy usage as an analysis tool. MDT can
be used to perform all model optimizations reported in this work and the mod-
ular design of the toolbox allows easy extension with new single compartment
models and composite multi-compartment models.

2.4.6 Conclusions and recommendations
When the aim is optimization of a point estimate, rather than sampling a full pa-
rameter posterior, (e.g. with MCMC), we would advise the use of the Powell al-
gorithm for microstructure modeling in dMRI. For low complexity models up to
about 8 parameters, including NODDI and Ball&Sticks in1 a simple CS strategy
can be used, although a CF strategy can yield run time gains. For intermediate
complexity models, such as Ball&Sticks in3, we recommend using a successive
CI cascade on an increasing number of fiber orientations. Finally, CF is recom-
mended for the higher complexity models such as CHARMED in3 yielding run
time, fit, accuracy and precision advantages as well as advantages for combined
tractography and microstructure.
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Chapter 3. Robust and fast Markov Chain Monte Carlo sampling of diffusion
MRI microstructure models

Abstract
In diffusion MRI analysis, advances in biophysical multi-compartment modeling
have gained popularity over the conventional Diffusion Tensor Imaging (DTI),
because they possess greater specificity in relating the dMRI signal to underlying
cellular microstructure. Biophysical multi-compartment models require param-
eter estimation, typically performed using either Maximum Likelihood Estima-
tion (MLE) or using Markov Chain Monte Carlo (MCMC) sampling. Whereas
MLE provides only a point estimate of the fitted model parameters, MCMC re-
covers the entire posterior distribution of the model parameters given the data,
providing additional information such as parameter uncertainty and correlations.
MCMC sampling is currently not routinely applied in dMRI microstructure mod-
eling because it requires adjustments and tuning specific to each model, partic-
ularly in the choice of proposal distributions, burn-in length, thinning and the
number of samples to store. In addition, sampling often takes at least an order
of magnitude more time than non-linear optimization. Here we investigate the
performance of MCMC algorithm variations over multiple popular diffusion mi-
crostructure models to see whether a single well performing variation could be
applied efficiently and robustly to many models. Using an efficient GPU-based
implementation, we show that run times can be removed as a prohibitive con-
straint for sampling of diffusion multi-compartment models. Using this imple-
mentation, we investigated the effectiveness of different adaptive MCMC algo-
rithms, burn-in, initialization and thinning. Finally we apply the theory of Effec-
tive Sample Size to diffusion multi-compartment models as a way of determining
a relatively general target for the number of samples needed to characterize pa-
rameter distributions for different models and datasets. We conclude that adap-
tive Metropolis methods increase MCMC performance and choose the Adaptive
Metropolis-Within-Gibbs (AMWG) algorithm as primary method. We further-
more advice initializing the sampling with an MLE point estimate, in which case
100 to 200 samples are sufficient as a burn-in. Finally we make a point against
thinning for most use-cases. As a relatively general target for the number of sam-
ples, we recommend a multivariate Effective Sample Size of 2200.
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3.1 Introduction
Advances in microstructure modeling of diffusion Magnetic Resonance Imaging
(dMRI) data have recently gained popularity since they possess greater speci-
ficity than Diffusion Tensor Imaging (DTI) in relating the dMRI signal to the un-
derlying cellular microstructure, such as axonal density, orientation dispersion or
diameter distributions. Typically, dMRI models are fitted to the data using non-
linear optimization (Assaf, Freidlin, et al., 2004; Assaf and Basser, 2005; Assaf,
Blumenfeld-Katzir, et al., 2008; Panagiotaki et al., 2012; H. Zhang, Schneider, et
al., 2012; Assaf, Alexander, et al., 2013; Fieremans et al., 2013; De Santis, Drake-
smith, et al., 2014; De Santis, Assaf, et al., 2014; Jelescu, Veraart, Fieremans, et al.,
2015; Harms, Fritz, et al., 2017), linear convex optimization (Daducci et al., 2015),
stochastic optimization (Farooq et al., 2016) or analytical (Novikov, Veraart, et al.,
2018) methods to obtain a parameter point estimate per voxel. These point es-
timates provide scalar maps over the brain of micro-structural parameters, such
as the fraction of restricted diffusion as a proxy for fiber density. These point
estimates however do not provide the entire posterior distribution, which can be
useful for, for example, probabilistic tractography and to quantify the uncertainty
and interdependency of parameters.

The gold standard of obtaining the posterior distribution is by using Markov
Chain Monte Carlo (MCMC) sampling, as for example in (Behrens et al., 2003;
Alexander, 2008; Alexander, Hubbard, et al., 2010; Sotiropoulos et al., 2013).
MCMC generates, per voxel, a multi-dimensional chain of samples, the stationary
distribution of which is the posterior distribution, i.e. the probability density of
the model parameters given the data. Per voxel, these samples capture parame-
ter dependencies, multimodality and the width of peaks around optimal param-
eter values. For instance, summarizing the chain under Gaussian assumptions
with a sample covariance matrix, would provide mean parameter estimates and
corresponding uncertainties (the standard deviation), as well as inter-parameter
correlations (figure 3.1).

Despite the advantages of providing the full posterior information, MCMC sam-
pling is currently not routinely applied in dMRI microstructure modeling since it
often requires adjustments and tuning specific to each model, particularly in the
choice of proposals, burn-in length, thinning and the number of samples to store.
In addition, sampling often takes at least an order of magnitude more time than
non-linear optimization, even when using GPU’s to accelerate the computations
by one or two orders of magnitude (Hernández et al., 2013).

The main purpose of this paper is to provide an effective MCMC sampling strat-
egy combined with an efficient GPU accelerated implementation. To this end,
we investigate the performance of a few variants of Random Walk Metropolis
MCMC algorithms over multiple popular diffusion microstructure models to see
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whether a single well performing variation could be applied efficiently and ro-
bustly to many models. Furthermore, we discuss the use of burn-in and thin-
ning in dMRI modeling, and apply the concept of effective sample sizes to deter-
mine a lower bound on the number of samples needed. To reduce run time con-
straints we provide an efficient parallel GPU implementation of all models and
MCMC algorithms in the open source Microstructure Diffusion Toolbox (MDT;
https://github.com/cbclab/MDT).

Figure 3.1: Illustration of parameter uncertainty and correlation for the Ball&Stick model using
MCMC sampling, with the Fraction of Stick (FS) and the non-diffusion weighted signal intensity (S0).
A) On the left, a single FS sampling trace and its corresponding histogram for the highlighted voxel
with a Gaussian distribution function fitted to the samples with its mean indicated by a black dot. On
the right, the mean and standard deviation (std.) maps generated from the independent voxel chains
per voxel. B) On the left, the scatter-plot for two parameters (FS and S0) with the corresponding
marginal histograms for the voxel highlighted in the maps. On the right, the S0-FS correlation map.
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3.2 Methods
The biophysical (multi-)compartment models and the Markov Chain Monte
Carlo (MCMC) algorithms used in this study are implemented in a Python based
GPU accelerated toolbox (the Microstructure Diffusion Toolbox, MDT, freely
available under an open source L-GPL license at https://github.com/cbclab/MDT).
Its modular design allows arbitrary combinations of models with likelihood and
prior distributions. The MCMC implementations are voxel-wise parallelized
using the OpenCL framework, allowing parallel computations on multi-core
CPU and/or Graphics Processing Units (GPUs).

We use the models and MCMC routine as implemented in MDT version 0.15.0.
Unless stated otherwise, we initialize the MCMC sampling with a Maximum
Likelihood Estimator (MLE) obtained from non-linear parameter optimization
using the Powell routine with cascaded model initialization and patience 2
(Harms, Fritz, et al., 2017). Scripts for reproducing the results in this article can
be found at https://github.com/robbert-harms/sampling paper.

First, we define and review posteriors, likelihoods and priors relevant to diffu-
sion multi-compartment models. We next define the Metropolis-Hastings as the
general type of Markov Chain Monte Carlo algorithms used in this work. Then,
under assumptions of symmetric and current position centered proposals, up-
dated one dimension at a time, we derive the Metropolis-Within-Gibbs algorithm.
The Metropolis-Within-Gibbs algorithm is then explained with and without the
use of adaptive proposals. We subsequently define burn-in, thinning, effective
sample size and number of samples as the targets of investigation for diffusion
microstructure models.

3.2.1 Diffusion microstructure models

The general multi-compartment diffusion microstructure model has the form of
a weighted sum of single compartments:

S = S0

n∑
i=0

wiSi (3.1)

Where S0 is the signal for the non-diffusion weighted (or b0) acquisitions, wi the
volume fractions (signal weights, signal fractions or water fractions) and Si is the
signal function for the i’th of n total compartments. For this work we selected the
Tensor (Basser, Mattiello, and LeBihan, 1994), Ball&Sticks (Behrens et al., 2003),
NODDI (H. Zhang, Schneider, et al., 2012) and CHARMED (Assaf, Freidlin, et al.,
2004) models. Table 3.1 shows these multi-compartment models (henceforth sim-
ply ’models’), their constituent compartments and total number of parameters
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including estimation of S0. For signal model naming we use the postfix ‘ in[n]‘
to identify the number of restricted compartments employed in models which al-
low multiple intra-axonal compartments. For example, CHARMED in2 indicates
a CHARMED model with 2 intra-axonal compartments (and the regular single
extra-axonal compartment), for each of two unique fiber orientations in a voxel.
Table 3.2 lists the compartments referenced to in table 3.1, with the corresponding
optimizable parameters listed in table 3.3. See (Harms, Fritz, et al., 2017) for im-
plementation details of these compartments and multi-compartment models.

Model Restricted
(intra-
cellular)
compart-
ments

Hindered
(extra-
cellular)
compart-
ments

Isotropic
compart-
ments

Number of
parameters

Acquisition
require-
ments

Tensor - Tensor - 7 b < 1.5 ·
106s/m2

Ball&Sticks
in[n]

Stick (n-
times)

- Ball 1 + 3n -

NODDI NODDI in NODDI ex Ball 6 ≥ 2
b-values
/ shells

CHARMED
in[n]

CHARMED
in (n-

times)

Tensor - 7 + 4n ≥ 2
b-values
/ shells,

bmax ≥ 4.0 ·
106s/m2

Table 3.1: The used composite multi-compartment models, their compartments (divided into intra-
axonal, extra-axonal and isotropic) and total number of parameters. For an overview of the individual
compartments, please see table 3.2.
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Compartment Signal function Compartment model
parameters

Tensor S = exp(−b( d‖(n · g)2

+d⊥1
(n⊥1

· g)2

+d⊥2
(n⊥2

· g)2))
n⊥1

= rotate(n, ψ)
n⊥2 = n× n⊥1

d‖, d⊥1
, d⊥2

, θ, φ, ψ

Ball S = e−bd d

Stick S = e−bd(n·g)2 d, θ, φ

NODDI in S =
∫
S2 f(n, κ)e−bd(n·g)2dn d, θ, φ, κ

NODDI ex S = e−bg
ᵀ(

∫
S2 f(n,κ)D(n)dn)g d‖, d⊥, θ, φ, κ

CHARMED in S =
∑N
i=1 vi[ S‖(q,∆)

· S⊥i(q,TE) ]
S‖(q,∆) =

e−4π2|q|2(n·g)2(∆−δ/3)d

S⊥i(q,TE) =

e−[4π2|q|2(1−(n·g)2)R4
i /( d·TE

2 )]·( 7
96 )·[2−( 99

112 )R2
i /( d·TE

2 )]

d, θ, φ

Table 3.2: The single compartment models, see Table 3.3 for an overview of the optimizable parame-
ters. The primary direction of diffusivity n, is parameterized using polar coordinates with angles θ, φ
and radius d. The variables b, g, q, ∆, δ, G and TE are sequence settings. In the Tensor compartment,
the function rotate(n, ψ) rotates the Tensor around n by the angle ψ. In the NODDI models, the
function f(n, κ)dn gives the probability of finding fiber bundles along orientation n using a Watson
distribution with parameter κ integrated over the unit sphere S2. In the NODDI ex model, the diffu-
sion tensor D(n) is defined as a cylindrically symmetric Tensor (alike the Tensor in this table except
for the symmetry). In the CHARMED in compartment N is the number of gamma cylinders used, vi
is the weight per gamma distributed cylinders and Ri is the radius per cylinder. In previous work
|q|2(n ·g)2 is sometimes denoted as |q‖|2 and |q|2

(
1− (n · g)2

)
as |q⊥|2, we inlined these identities

here in the CHARMED in equation.
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Parameter Compartments Usage

d‖ (or d) Tensor, Ball, Stick, NODDI in,
NODDI ex, CHARMED in

Parallel diffusivity along the
primary direction of diffusion
n

d⊥1
Tensor Perpendicular diffusivity, per-

pendicular to both d‖ and d⊥2
.

d⊥2
Tensor Perpendicular diffusivity, per-

pendicular to both d‖ and d⊥2 .

θ Tensor, Stick, NODDI in,
NODDI ex, CHARMED in

Polar angle used to parameter-
ize n, the primary direction of
diffusion

φ Tensor, Stick, NODDI in,
NODDI ex, CHARMED in

Azimuth angle used to param-
eterize n, the primary direction
of diffusion

ψ Tensor Used to rotate the Tensor
around its primary axis

κ NODDI in, NODDI ex The dispersion index of the
Watson distribution

Table 3.3: The parameter descriptions corresponding to the diffusion compartment models in table
3.2.

3.2.2 Posterior, likelihoods and priors

Given observations O and a model with parameters x ∈ Rn, we can construct a
posterior distribution p(x|O) from a log-likelihood distribution l(O|x) and prior
distribution p(x), as:

ln p(x|O) ∝ l(O|x) + ln p(x) (3.2)

In this work we are interested in approximating the posterior density of p(x|O)
using MCMC sampling.

Likelihood distribution

The likelihood distribution l(O|x) contains a signal model, embedding the dif-
fusion microstructure modeling assumptions combined with a noise model. As
discussed in previous work (Harms, Fritz, et al., 2017; Panagiotaki et al., 2012;
Alexander, 2009), we use the Offset Gaussian model as likelihood distribution:
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l(O|x) = −

∑(
O −

√
S(x)2 + σ2

)
2σ2

−m · log(σ
√

2π) (3.3)

with l(O|x) the log-likelihood function, x the parameter vector, O the observa-
tions (the data volumes), S(x) the signal model, σ the standard deviation of the
Gaussian distributed noise (of the complex valued data, i.e. before calculation of
magnitude data) and m the number of volumes in the dataset (number of obser-
vations). We estimated σ a priori from the reconstructed magnitude images using
the σmult method in (Dietrich, Raya, Reeder, Reiser, et al., 2007, eq. A6).

Priors

The prior distribution p(x) describes the a priori knowledge we have about the
model and its parameters. We construct a complete model prior as a product of
priors per parameter, pi(xi) (see table 3.4), with one or more model specific priors
over multiple parameters, pj(x|M), for model prior j of modelM (see table 3.5):

p(x) =
∏

pi(xi) ·
∏

pj(x|M) (3.4)

Assuming no further a priori knowledge than logical or biologically plausible
ranges, we use uniform priors for each parameter, pi(xi) ∼ U(a, b). Additionally,
for multi-compartment models with volume fraction weighted compartments
(i.e. Ball&Stick in[n], NODDI and CHARMED in[n]) we add a prior on the n− 1

volume fractions wk to ensure
∑n−1
k=0 wk <= 1 to ensure proper volume fraction

weighting. Note that the last volume fraction is not sampled but is set to one
minus the sum of the others, wn = 1 −

∑n−1
k=0 wi. To the Tensor compartment

(used in the Tensor and CHARMED in1 model), we add a prior to ensure strictly
decreasing diffusivities (d > d⊥0

> d⊥1
), this prevents parameter aliasing of the

Tensor orientation parameters (see (Gelman, Carlin, et al., 2013) on aliasing).

3.2.3 Markov Chain Monte Carlo

Markov Chain Monte Carlo (MCMC) is a class of numerical approximation
algorithms for sampling from the probability density function π(·) of a
target random variate, by generating a Markov chain X(0),X(1), . . . with
stationary distribution π(·). There are a large number of MCMC algorithms,
including Metropolis-Within-Gibbs (a.k.a Metropolis) (Metropolis et al., 1953),
Metropolis-Hastings (Hastings, 1970), Gibbs (Turchin, 1971; S. Geman and
D. Geman, 1984), Component-wise Hit-And-Run Metropolis (Turchin, 1971;
R. L. Smith, 1984), Random Walk Metropolis (Muller, 1994), Multiple-Try
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Parameter Prior

S0 U(0, 1 · 1010)

wi U(0, 1)

d‖ (or d) U(3 · 10−11, 1 · 10−8)

d⊥1
, d⊥2

U(0, 1 · 10−8)

θ, φ U(0, π)

ψ U(0, π)

κ U(0, 2π)

Table 3.4: The priors pi(xi) per model parameter. These priors are combined with the model specific
parameters in table 3.5 to form the complete model priors. For parameter usage and specification see
table 3.3.

Model (M ) Prior

BallStick in[n], NODDI,
CHARMED in[n]

pj(x,M) = 1 if
∑n−1
k=0 wk <= 1, else

pj(x,M) = 0

Tensor, CHARMED in[n] (extra ax-
onal compartment)

pj(x,M) = 1 if d > d⊥0
> d⊥1

, else
pj(x,M) = 0

Table 3.5: The model priors pj(x|M) for model M . Each of these priors should be interpreted as a
boolean, that is, they return a value of 1 if the condition is fulfilled, else they return 0. These priors
are combined with the parameter specific priors in table 3.4 to form the complete model priors.

Metropolis (J. S. Liu, Liang, and Wong, 2000), No-U-Turn sampler (Hoffman and
Gelman, 2011) and many more. All of these algorithms are known as special
cases of the Metropolis-Hastings algorithm and differ only in the proposal
distributions they employ (A. A. Johnson, G. L. Jones, and Neath, 2013; Chib and
Greenberg, 1995).

The general Metropolis-Hastings algorithm works as follows. Given a current po-
sition X(t) at step t on a p-dimensional Markov chain, a new position X(t+1) is ob-
tained by generating a candidate position Y from the proposal density q(X(t)|·),
which is then either accepted with probability α, or rejected with probability 1−α.
If the candidate position is accepted, X(t+1) = Y, else, X(t+1) = X(t). The accep-
tance criteria α is a function given by (Hastings, 1970):

α(X(t),Y) = min

(
1,

π(Y)

π(X(t))

q(X(t)|Y)

q(Y|X(t))

)
(3.5)
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where π(·) is our target density, generally given by our posterior distribution
function p(X|·). The subsequent collection of points {X(0), . . . ,X(s)} for a sample
size s is called the chain and is the algorithm’s output. The ergodic property of this
algorithm guarantees that this chain converges (in the long run) to a stationary
distribution which approximates the target density function π(·) (Metropolis et
al., 1953; Hastings, 1970).

In this work we use a component wise updating scheme in which a new position
X(t+1) is proposed one component (i.e. one dimension) at a time, in contrast to
updating all p dimensions at once. Combined with a symmetric proposal distri-
bution centered around the current sampling position (for every component), this
scheme is typically referred to as Metropolis-Within-Gibbs (MWG; Ravenzwaaij,
Cassey, and Brown, 2016; Robert, 2015; Sherlock, Fearnhead, and G. O. Roberts,
2010). Let X(t) =

(
X

(t)
0 , . . . ,X

(t)
p

)
define the components X

(t)
i of X(t), then we

can define

Yi =
(
X

(t+1)
0 , . . . ,X

(t+1)
i−1 ,Y∗i ,X

(t)
i+1, . . . ,X

(t)
p

)
as the candidate position for component i, and

X(t+1)∗ =
(
X

(t+1)
0 , . . . ,X

(t+1)
i−1 ,X

(t)
i ,X

(t)
i+1, . . . ,X

(t)
p

)
as the temporary position in the chain while component i is being updated. The
proposals Y∗i are generated using the symmetric proposal qi(X(t+1)∗ |·) which
updates the ith component dependent on the components already updated. One
iteration of the MWG algorithm cycles through all i components, where each
proposal Yi is accepted or rejected using probability α(X(t+1)∗,Yi).

3.2.4 Proposal distributions

As symmetric proposal distributions for our MWG algorithm we use centered
Normal distributions, i.e. qi(X(t+1)∗ |·) ∼ N (X

(t)
i , σi), where σi is the proposal

standard deviation of the ith component (not to be confused with the σ used in
the likelihood distribution above). For the orientation parameter ψ we use a cir-
cular Normal modulus π, i.e. qi(X(t+1)∗ |·) ∼ N (X

(t)
i , σi) mod π. The orientation

parameters θ and φ are proposed using a standard Normal distribution, but are
immediately transformed together such that the corresponding vector lies in the
right hemisphere of the unit circle. See appendix table 3.6 for an overview of the
default proposal distributions used per parameter.

57



Chapter 3. Robust and fast Markov Chain Monte Carlo sampling of diffusion
MRI microstructure models

Parameter Proposal distribution

S0 N (X
(t)
i , 10)

wi N (X
(t)
i , 0.01)

d, d‖, d⊥1
, d⊥2

N (X
(t)
i , 1 · 10−10)

ψ N (X
(t)
i , 0.1) mod π

θ, φ N (X
(t)
i , 0.1)

κ N (X
(t)
i , 0.01)

Table 3.6: The proposal distributions qi(X(t+1)∗ |·) per model parameter with their default proposal
standard deviations. For parameter usage and specification see table 3.3.

3.2.5 Adaptive Metropolis

While in the traditional Metropolis-Within-Gibbs algorithm each σi in the pro-
posal distribution is fixed, variations of this algorithm exist that auto-tune each
σi to improve the information content of the Markov chain. While technically
each of these variations is a distinct MCMC algorithm, we consider and com-
pare three of these variations here as proposal updating strategies for the MWG
algorithm.

The first adaptation strategy compared is the Single Component Adaptive
Metropolis (SCAM) algorithm (Haario, Saksman, and Tamminen, 2005), which
works by adapting the proposal standard deviation to the empirical standard
deviation of the component’s marginal distribution. That is, the standard
deviation σ

(t)
i for the proposal distribution of the ith component at time t is

given by:

σ
(t)
i =

{
σ

(0)
i , t ≤ ts

2.4 ∗ (

√
Var(X

(0)
i , . . . ,X

(t−1)
i ) + εi), t > ts

(3.6)

where ts denotes the iteration after which the adaptation starts (we use ts = 100).
A small constant εi is necessary to prevent the standard deviation from shrinking
to zero (we use εi = 10−5 · σ(0)

i ). The SCAM algorithm has been proven to retain
ergodicity, meaning it is guaranteed to converge to the right stationary distribu-
tion in the limit of infinite samples (Haario, Saksman, and Tamminen, 2005).

The other two methods work by adapting the acceptance rate of the generated
proposals. The acceptance rate is the ratio of accepted to generated proposals and

58



3.2 Methods

is typically updated batch-wise. In general, by decreasing the proposal standard
deviation the acceptance rate increases and vice versa. Theoretically, for single
component updating schemes (like in this work), the optimal target acceptance
rate is 0.44 (Gelman, G. Roberts, and Gilks, 1996).

The first of the two acceptance rate scaling strategies is from the FSL BedpostX
software package. This strategy, which we refer to as the FSL strategy, tunes the
acceptance rate to 0.5 (Behrens et al., 2003). It works by multiplying the proposal
variance by the ratio of accepted to rejected samples, i.e. it multiplies the standard
deviation σi by

√
(a+ 1)/(b− a+ 1) after every batch of size b with a accepted

samples. We update the proposals after every batch of size 50 (b = 50) (Behrens
et al., 2003). Since this method never ceases the adaptation of the standard devi-
ations, it theoretically loses ergodicity of the chain (G. O. Roberts and Rosenthal,
2009; G. O. Roberts and Rosenthal, 2007).

The last method, the Adaptive Metropolis-Within-Gibbs (AMWG) method (G. O.
Roberts and Rosenthal, 2009) uses the current acceptance rate over batches to
tune the acceptance rate to 0.44. After the nth batch of 50 iterations (G. O. Roberts
and Rosenthal, 2009), this method updates the logarithm of σi by adding or sub-
tracting an adoption amount δ(n) =

√
1/n depending on the acceptance rate of

that batch. That is, after every batch, σi is updated by:

σ
(t)
i =

{
σ

(t−n)
i · exp(δ(n)), arbatch > artarget

σ
(t−n)
i /exp(δ(n)), arbatch ≤ artarget

(3.7)

where arbatch is the acceptance rate of the current batch and artarget is the target
acceptance rate (0.44). Since this method features diminishing adaptation, the
chain remains ergodic (G. O. Roberts and Rosenthal, 2009).

We compare all three strategies and the default, no adaptation, on the number of
effective samples they generate (see later section) and on accuracy and precision
using ground truth simulation data. We sample all models with 20000 samples,
without thinning and using the point optimized Maximum Likelihood Estimator
(MLE) as starting point. We report statistics over the first 10000 samples in the
article, considering it the common number of samples in MCMC sampling. Es-
timates of the standard error of the mean (SEM) are obtained by averaging the
statistics over 10 independent MCMC runs.

3.2.6 Burn-in

Burn-in is the process of discarding the first z samples from the chain and using
only the remaining samples in subsequent analysis. The idea is that if the starting
point had a low probability then the limited number of early samples may over
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sample low probability regions. By discarding the first z samples as a burn-in,
the hope is that, by then, the chain has converged to its stationary distribution
and that all further samples are directly from the stationary distribution (Robert,
2015). Theoretically, burn-in is unnecessary since any empirical average

µ̂T (g) =
1

T

T∑
t=0

g(X(t)) (3.8)

for any function g will convert to µ(g) given a large enough sample size and given
that the chain is ergodic (Robert, 2015). Additionally, since it can not be predicted
how long it will take for the chain to reach convergence, the required burn-in
can only be estimated post-hoc. In practice, discarding the first few thousand
samples as a burn-in often works and is less time-consuming than generating a
lot of samples to average out the effects of a low probability starting position.

An alternative to burn-in, or, to reduce the need for burn-in, is to use a Maximum
Likelihood Estimator as starting point for the MCMC sampling (Ravenzwaaij,
Cassey, and Brown, 2016). If the optimization routine did its work well, the MLE
should be part of the stationary distribution of the Markov chain, removing the
need for burn-in altogether. We compare initialization using a MLE obtained us-
ing the Powell routine (Harms, Fritz, et al., 2017), with a initialization from a
default a priori value (see table 3.7). For most models the MLE optimization re-
sults can be used directly, for the Tensor model we occasionally need to sort the
diffusivities and reorient the θ, φ and ψ angles to ensure decreasing diffusivities.
To evaluate the effect of burn-in and initialization single-slice datas was sampled
using the NODDI model with the default starting point and with MLE. For se-
lected single voxels the NODDI model was also sampled using the MLE starting
point and two random volume fractions as a starting point. We compare these
starting points on moving mean and moving standard deviation, as well as on
autocorrelation (the correlation of a chain with itself) given by:

R(s, t) =
E[(Xt − µt)(Xs − µs)]

σtσs
(3.9)

with mean µt, variance σ2
t at time t, this computes the autocorrelation R(s, t)

between times s and t.

3.2.7 Thinning

Thinning is the process of using only every kth step of the chain for analysis,
while all other steps are discarded, with as goal reducing autocorrelation and
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Parameter Default starting value

S0 1 · 104

wi 0.5

d‖ (or d) 1.7 · 10−9

d⊥1
1.7 · 10−10

d⊥2
1.7 · 10−11

θ, φ, ψ π/2

κ 1

Table 3.7: The default starting points for the MCMC sampler, used only when the sampler is not
initialized with a maximum likelihood estimator.

obtaining relatively independent samples. Several authors have recommended
against the use of thinning, stating that it is often unnecessary, always ineffi-
cient and reduces the precision of the posterior estimates (Link and Eaton, 2012;
MacEachern and Berliner, 1994; Jackman, 2009; Geyer, 1991; Christensen et al.,
2010).

The only valid reason for thinning is to avoid bias in the standard error estimate
of posterior mean, when that mean estimate was computed over all (non thinned)
samples (Link and Eaton, 2012; MacEachern and Berliner, 1994). In general, thin-
ning is only considered worthwhile if there are storage limitations, or when the
cost of processing the output outweighs the benefits of reduced variance of the
estimator (Geyer, 1991; MacEachern and Berliner, 1994; Link and Eaton, 2012).

To evaluate the effect of thinning we sampled a single voxel with 20000 sam-
ples and compared the effect of using all samples in computing the posterior
mean and posterior standard deviation of a volume fraction against using only
a thinned amount of samples We compare the effect of taking n samples with a
thinning of k (the thinning method) against just using all n · k samples (the more
samples method).

3.2.8 Effective Sample Size
The Effective Sample Size (ESS) in the context of MCMC, measures the informa-
tion content, or effectiveness of a sample chain. For example, 1000 samples with
an ESS of 200 have a higher information content than 2000 samples with an ESS
of 100. The ESS can be defined as the minimum size of a set of posterior samples
(taken directly from the posterior), which have the same efficiency (measure of
quality) in the posterior density estimation as a given chain of samples obtained
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from MCMC sampling (Martino, Elvira, and Louzada, 2017). Conversely, ESS
theory can quantify how many samples should be taken in a chain to reach a
given quality of posterior estimates. We use the ESS theory to comparing pro-
posal adaptation strategies and to estimating the minimum number of samples
necessary for adequate sampling of diffusion microstructure models.

Multivariate ESS theory (Vats, Flegal, and G. L. Jones, 2015) is an extension of
univariate ESS theory (Gong and Flegal, 2016; J. S. Liu, 2004; Robert and Casella,
2004; Kass et al., 1998) and computes the empirical ESS as:

ÊSS = s

(
|Λs|
|Σs|

)1/p

(3.10)

with s is the number of obtained samples, p the number of parameters, Λs the
covariance matrix of the samples and Σs an estimate of the Monte Carlo stan-
dard error (the error in the chain caused by the MCMC sampling process), here
calculated using a batch means algorithm (Vats, Flegal, and G. L. Jones, 2015).

3.2.9 Number of samples

The multivariate ESS theory dictates that one can terminate the sampling when
the empirical number of effective samples, ÊSS, satisfies:

ÊSS ≥W (p, α, ε) (3.11)

whereW (p, α, ε) gives a theoretical lower bound with p the number of parameters
in the model, α the level of confidence of a desired confidence region and ε a
desired relative precision (the relative contribution of Monte Carlo error to the
variability in the target distribution). W (p, α, ε) can be determined a priori and is
defined as:

W (p, α, ε) =
22/pπ

(pΓ(p/2))2/p

χ2
1−α,p

ε2
(3.12)

with χ2 the chi-square function and Γ(·) the Gamma function (Vats, Flegal, and
G. L. Jones, 2015). Figure 3.2 shows the effect of α and ε on W (p, α, ε). Given the
exponential increase in the number of samples need for very high confidence and
precision, we aim for a 95% confidence region (α = 0.05) with a 90% precision
(ε = 0.1) in this work.
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Since online monitoring of the ESS (during MCMC sampling) is an expensive
operation, and terminating on ESS will yield different sample sizes for different
voxels, we instead use the ESS theory to estimate a fixed minimum number of
samples needed to reach a desired ESS when averaged over a white matter mask.
We sampled with the BallStick in1, BallStick in2, BallStick in3, Tensor, NODDI,
CHARMED in1, CHARMED in2 and CHARMED in3 models, using respectively
15000, 20000, 25000, 20000, 20000, 30000, 40000 and 50000 samples and computed
from those samples the average ESS over three slices in the white matter masks,
namely the center slice of the volume, one slice five slices below the center and
one slice five slices above. For α = 0.05 and ε = 0.1 we computed per model
the theoretical minimum required effective sample size W (p, α, ε). We compared
those theoretical numbers to the obtained average effective sample size and esti-
mated a minimum required number of samples ŝ using the ratio:

ŝ = s+
W (p, α, ε)− ÊSS

ÊSS/s
(3.13)

where s is the number of samples we started out with, W (p, α, ε) the theoretical
ESS requirements and ÊSS the estimated number of effective samples in our chain
when averaged over the white matter mask. As an estimate of computation times,
we record runtime statistics for sampling the recommended number of samples
using an AMD Fury X graphics card and an Intel Xeon e3 18 core CPU.

3.2.10 Datasets

For this study we used two groups of ten subjects coming from two studies, each
with a different acquisition protocol. The first ten subjects are from the freely
available fully preprocessed dMRI data from the USC-Harvard consortium of the
Human Connectome project. Data used in the preparation of this work were ob-
tained from the MGH-USC Human Connectome Project (HCP) database (https://
ida.loni.usc.edu/login.jsp). The data were acquired on a specialized Siemens Mag-
netom Connectom with 300mT/m gradient set (Siemens, Erlangen, Germany).
These datasets were acquired at a resolution of 1.5mm isotropic with ∆=21.8ms,
δ=12.9ms, TE=57ms, TR=8800ms, Partial Fourier = 6/8, MB factor 1 (i.e. no si-
multaneous multi-slice), in-plane GRAPPA acceleration factor 3, with 4 shells of
b=1000, 3000, 5000, 10,000 s/mm2, with respectively 64, 64, 128, 393 directions
to which are added 40 interleaved b0 volumes leading to 552 volumes in total
per subject, with an acquisition time of 89 minutes. We refer to these datasets as
HCP MGH - 1.5mm -552vol - b10k and to the multi-shell direction table as the HCP
MGH table. These four-shell, high number of directions, and very high maximum
b- value datasets allow a wide range of models to be fitted.
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Figure 3.2: Overview of theoretical minimum ESS, W (p, α, ε), to reach a specific confidence level α
with a desired relative precision ε for a model with number of parameters p.

The second set of ten subjects comes from the diffusion protocol pilot phase of
the Rhineland Study (www.rheinland-studie.de) and was acquired on a Siemens
Magnetom Prisma (Siemens, Erlangen, Germany) with the Center for Magnetic
Resonance Research (CMRR) multi-band (MB) diffusion sequence (Moeller et al.,
2010; Xu et al., 2013). These datasets had a resolution of 2.0mm isotropic with
∆=45.8ms, δ=16.3ms and TE=90ms, TR=4500ms Partial Fourier = 6/8, MB factor
3, no in-plane acceleration with 3 shells of b=1000, 2000, 3000 s/mm2, with re-
spectively 30, 40 and 50 directions to which are added 14 interleaved b0 volumes
leading to 134 volumes in total per subject, with an acquisition time of 10 min 21
sec. Additional b0 volumes were acquired with a reversed phase encoding direc-
tion which were used to correct susceptibility related distortion (in addition to
bulk subject motion) with the topup and eddy tools in FSL version 5.0.9. We refer
to these datasets as RLS-pilot - 2mm - 134dir - b3k and to the multi-shell direction
table as the RLS-pilot table. These three-shell datasets represent a relatively short
time acquisition protocol that still allows many models to be fitted.

Since the CHARMED in[n] models require relatively high b-values (∼10000),
which are not present in the RLS-pilot dataset, we will only use the HCP-MGH
dataset when showing CHARMED in[n] results. Additionally, since the Tensor
model is only valid for b-values up to about 1200s/mm2, we only use the b-value
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1000s/mm2 shell and b0 volumes during model optimization and sampling. All
other models are estimated on all data volumes. For all datasets we created
a white matter (WM) mask and, using BET from FSL (S. M. Smith, 2002), a
whole brain mask. The whole brain mask is used during sampling, whereas
averages over the WM mask are used in model or data comparisons. The WM
mask was calculated by applying a lower threshold of 0.3 on the Tensor FA
results, followed by a double pass 3D median filter of radius 2 in all directions.
The Tensor estimate for this mask generation was calculated using a CI Ball
Stick/Tensor cascade optimized with the Powell method (Harms, Fritz, et al.,
2017).

3.2.11 Ground truth simulations

We performed ground truth simulations to illustrate the effects of the adaptive
proposals on effective sample sizes and on accuracy and precision of parameter
estimation. For all models in the study, we simulated 10000 repeats with random
volume fractions, diffusivities and orientations, using both a HCP MGH and a
RLS-pilot multi-shell direction table with Rician noise of an SNR of 30. For the
Tensor model we only use the b-value 1000s/mm2 shell and b0 volumes of the
acquisition tables. To ensure Gaussianity of the sampled parameter distributions,
we generate the parameters with a smaller range than the support of the sampling
priors (table 3.8). To allow a uniform SNR of 30 we fix S0 to 1 · 104.

Parameter Lower bound Upper bound

wi 0.2 0.8

d‖, d⊥1 , d⊥2 5 · 10−11 5 · 10−9

θ, φ, ψ 0 π

κ 0.1 60

Table 3.8: The simulation ranges per model parameters. We generate uniformly distributed parameter
values using the upper and lower bounds presented.

Analogous to (Harms, Fritz, et al., 2017), we compute estimation error as the
mean of the (marginal) posterior minus ground truth parameter value for the
intra-axonal volume fraction, i.e. fraction of stick (FS) for Ball&Sticks in1, fraction
of restricted (FR) for CHARMED in1 and fraction of restricted (FR) for NODDI.
We compute a measure of accuracy as the inverse of the mean of the average es-
timate error over ten thousand random repeats and a measure of precision as the
inverse of the standard deviation of the average estimates. Finally, we aggregate
these results per model and per experiment over 10 independent ground truth
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simulation trials into a mean and standard error of the mean (SEM) for both ac-
curacy and precision. When reported, the effective sample size (ESS) is computed
using the multivariate ESS theory, averaged over the 10000 voxels with again an
SEM over 10 trials.

3.3 Results

We begin by comparing the four different proposal strategies for sampling
the different microstructure compartment models: Tensor, Ball&Sticks in1,
CHARMED in1 and NODDI. We then present burn-in and thinning given an
effective proposal strategy, and end with ESS estimates on the minimum number
of samples needed for adequate characterization of the posterior distribution.

3.3.1 Adaptive proposal strategies

We compare three different adaptive proposal strategies, the Single Component
Adaptive Metropolis (SCAM), the FSL acceptance rate scaling (FSL) and the
Adaptive Metropolis-Within-Gibbs (AMWG), against the default of no adaptive
proposals (None). Comparisons are based on multivariate Effective Sample Size,
and accuracy and precision using ground truth simulations. Figure 3.3 illustrates
the effect of using MCMC algorithms with adaptive proposal strategies using
the Ball&Stick in1 model, the HCP MGH dataset, an initial standard deviation
of 0.25, after a burn-in of 1000 steps. The illustration clearly shows that without
adaptive proposals the chain can get stuck in the same position for quite some
time, while all adaptive proposal methods can adapt the standard deviations to
better cover the support of the posterior distribution.

The empirical ESS (eq. 3.10) measures the information content or effectiveness of
a sample chain. As such, comparing the ESS for an equal number of actual sam-
ples for different proposal strategies evaluates how effectively each strategy gen-
erates useful information about the posterior distribution. Figure 3.4 shows that
all adaptive methods clearly outperform the default, None, by generating at least
2∼3 times more effective samples for equal length chains. The AMWG method
generates the largest ESS in all cases, with a considerable margin with respect to
SCAM and with a small margin compared to FSL, with margins increasing some-
what for more complex models and the larger HCP MGH protocol. Compared
on accuracy and precision in ground truth simulations (figure 3.5), the SCAM
strategy performs slightly better (highest accuracy and precision) than the other
adaptive methods for the lower number of parameter models (Tensor, NODDI)
while the AMWG and FSL methods perform considerably better in the higher
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number of parameter crossing fiber models (NODDI, CHARMED in1). Repeat-
ing, with double number of samples, the simulations of empirical ESS (Supple-
mentary Figure 1) and accuracy and precision (Supplementary Figure 2), repro-
duces these results. Given the all-round efficiency, accuracy and precision, and
the maintained ergodicity of the chain in the AMWG method, we selected this
method to generate chains in the rest of this work.

Figure 3.3: MCMC sample traces for the voxel indicated in figure 3.1, using Ball&Stick in1 Fraction of
Stick (FS), for no adaptive metropolis (None), the Single Component Adaptive Metropolis (SCAM),
the FSL acceptance rate scaling (FSL) and Adaptive Metropolis-Within-Gibbs (AMWG) adaptive pro-
posal methods. Results were computed with an initial proposal standard deviation of 0.25. A Gaus-
sian distribution function was fitted to the samples, superimposed in blue on the sample histograms,
with its mean indicated by the blue dot.
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Figure 3.4: Estimated multivariate Effective Sample Size (ESS), for no adaptive metropolis (None), the
Single Component Adaptive Metropolis (SCAM), the FSL acceptance rate scaling (FSL) and Adaptive
Metropolis-Within-Gibbs (AMWG) adaptive proposal methods. Whiskers show the standard error of
the mean computed over 10 repeats. Results are over 10000 samples, without burn-in and thinning.
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Figure 3.5: Estimated accuracy (left plots) and precision (right, shaded, plots), for no adaptive
metropolis (None), the Single Component Adaptive Metropolis (SCAM), the FSL acceptance rate scal-
ing (FSL) and Adaptive Metropolis-Within-Gibbs (AMWG) adaptive proposal methods. The results
are averaged over 10000 voxels and 10 trials, the whiskers show the standard error of the mean com-
puted over the 10 trials. Results are over 10000 samples, without burn-in and thinning. The reported
offsets need to be added to the y-axis for absolute results.
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3.3.2 Burn-in
Figure 3.6 shows a comparison of mean and standard deviation estimates over
10,000 samples (no thinning), between sampling started from the default starting
point (table 3.7) and from a Maximum Likelihood Estimator starting point, over
an increasing length of burn-in. When started from a default starting point, the
chains of most voxels will have converged to their stationary distribution after
a burn-in of about 3000 samples. When started from an MLE starting point, the
chain starts from a point in the stationary distribution and no burn-in is necessary.
Starting from an MLE starting point has the additional advantage of removing
salt- and pepper-like noise from the mean and std. maps. For example, even
after a burn-in of 3000 samples, there are still some voxels in the default starting
point maps that have not converged yet. Burn-in also seems to have a greater
impact on the standard deviation estimates than it does on the mean estimates.
After a burn-in of 1000 samples, the means of the default starting point maps
seem to have converged, while the many of the standard deviations clearly have
not. in contrast, stable standard deviation estimates are obtained from the MLE
initialized chain even without burn-in.

To illustrate this on a single chain basis, in figure 3.7 we plot the first 1000 samples
of an MCMC run of the Ball&Stick in1 and NODDI model, for the voxel indicated
in figure 3.6, using the MLE starting point and two random volume fractions as a
starting point, with the sampling traces in the top row showing how the sampler
moves through the parameter space before converging to the stationary distri-
bution. The second row shows the effect of discarding the first z samples when
computing the posterior mean and standard deviation (with statistics over 1000
samples, after the burn-in z), and finally in the third row autocorrelation plots
for the chains of each starting point method. Interestingly, the default initialized
points first seem to move toward an intra-axonal volume fraction of zero, before
moving up again. This is probably caused by a misalignment of the model orien-
tation with the data’s diffusion orientation, making the intra-axonal volume less
likely. Only after a correct orientation of the model, the volume fraction can go
up again. The moving mean and moving standard deviation plots in the second
row show the convergence of the mean and standard deviation with an increased
burn-in length. These plots again show that, when started from the MLE, no
burn-in is needed, while starting from another position some burn-in is required
for the chains to converge. The autocorrelation also confirm that the MLE initial-
ized chain starts from a converged state, whereas the default initialized chains
are far from convergence.
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Figure 3.6: Burn-in demonstration and chain initialization using NODDI Fraction of Restricted (FR).
On the left, the posterior mean and standard deviation (std.) maps when sampling NODDI from
the MDT default starting point, on the right the mean and std. maps when sampling NODDI using
a Maximum Likelihood Estimator (MLE) as starting point. The rows show the effect of discarding
the first z ∈ {0, 1000, 3000} samples as burn-in before the mean and std. estimation. Statistics are
without thinning and over 10,000 samples after z. The value insets show the mean and standard
deviation value from a Gaussian fit to the sampling chain for the indicated voxel.
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Figure 3.7: MCMC chains and burn-in results of a single voxel (the voxel indicated in figure 3.6) for the
BallStick in1 Fraction of Stick (FS) and the NODDI Fraction Restricted (FR) model parameters. In the
first row, the sampling trace when starting at the MLE or at two default points with (only) a varying
volume fraction. In the second row, moving mean and moving standard deviations computed over
1000 samples with increasing burn-in. In the bottom row, autocorrelation plots computed over 1000
samples, with the 99% confidence interval in dashed gray.
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3.3.3 Thinning
Thinning of sampler chains has theoretically been shown to reduce the accuracy
of posterior analyses (Geyer, 1991; MacEachern and Berliner, 1994; Link and
Eaton, 2012), and empirical evidence has been provided for the limited useful-
ness of thinning (Link and Eaton, 2012) Here we will show some empirical re-
sults of thinning applied to diffusion MRI modeling. Figure 3.8 shows the effect
of thinning on the variability of the returned sampling trace, on the estimates of
the mean and standard deviation and in terms of autocorrelation. The sampling
trace shows that the chains produce roughly the same distribution, while with
increased thinning many more samples are required (k times more samples, for
a thinning of k). Comparing the effect of thinning on the mean and standard
deviation shows that, as predicted by theory, there is less or equal variance in
the estimates when using more samples as compared to thinning the samples.
Results also show that 1000 samples without thinning may not be enough for
a stable estimates and more samples are required. Yet in accordance with the-
ory, instead of thinning the chain, results indicate that just using more samples
(e.g. all 1000 · k samples instead a thinning of k) is preferred. Therefore, while
autocorrelations are reduced as expected for thinned chains, mean and standard
deviation estimates are robust against autocorrelation and the larger number of
samples without thinning is preferred over thinned samples with reduced auto-
correlation.

3.3.4 Minimum number of samples
Using multivariate ESS theory we determined, a priori, per model, the number of
actual samples needed to generate a sufficient number of effective samples (the
effective sample size or ESS) to approximate the underlying posterior density
within a 95% confidence region and with a 90% relative precision. Figure 3.9
shows an estimate on the number of actual samples needed to reach this desired
ESS, on average for a large number of voxels.

For lower order models (Ball&Stick in1, Tensor, NODDI) the sampling require-
ments do not depend on the acquisition table, with similar numbers of samples
needed for the HCP MGH and RLS-pilot protocols. For multi-directional models
(Ball&Stick in2, Ball&Stick in3) more samples are needed for the RLS-pilot pro-
tocol than for the HCP MGH protocol where we need 1.5x to 2x the amount of
samples for the RLS-pilot protocol. Since the RLS-pilot dataset is not suitable for
the CHARMED models, no RLS-pilot results are shown for the CHARMED mod-
els. Two and three fiber versions of the same models (Ball&Stick and CHARMED)
require almost linearly increasing number of samples.

Table 3.9 summarizes the estimated sample requirements, as the one standard er-
ror above the mean point (upper whisker in figure 3.9), together with the required

73



Chapter 3. Robust and fast Markov Chain Monte Carlo sampling of diffusion
MRI microstructure models

Figure 3.8: Thinning results of a single voxel (the voxel indicated in figure 3.6) for the CHARMED in3
Fraction of Restricted (FR) and the NODDI FR model parameters. In the first row, sample traces for the
returned samples after a thinning of 1 (no thinning), 10 and 20, with their corresponding histograms.
In the second row, an autocorrelation plot computed over 200 samples, with the 99% confidence in-
terval in dashed gray. In the bottom row, a comparison of the posterior mean and standard deviation
when thinning the chain or when using more samples. When thinning, 1000 ·k samples are generated
of which only every kth sample is used (so, always 1000 samples are used). When using more sam-
ples, all 1000 · k samples are used, without thinning. Results are without burn-in and started from a
maximum likelihood estimator.

ESS and the number of estimated parameters in each model. In general, models
with more parameters need more actual samples to reach the same confidence
and precision, although the Tensor model with seven parameters requires less
samples than the NODDI model with six parameters. This is probably related to
the higher complexity (nonlinear parameter inter-dependencies) of the NODDI
model compared to the Tensor model.
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As can be seen in figure 3.2 (upper left panel), the required ESS to reach the de-
sired 95% confidence region with a 90% relative precision is relatively invariant
to the number of parameters (at about 2200), although the numbers of actual sam-
ples needed to realize this are different for every model, as seen in figure 3.9.

As an illustration of computation times, table 3.10 shows runtime statistics for
sampling the recommended number of samples for HCP MGH dataset and a
RLS-pilot dataset using an AMD Fury X graphics card and an Intel Xeon e3 18
core processor. For most models the GPU outperforms the CPU by about 20x,
except for the more complex models (CHARMED in2, CHARMED in3) where
the GPU is only about 6x faster. In general, although 4 to 7 hours are needed to
sample the single fiber CHARMED in1 and NODDI models on the very large
HCP MGH dataset (with 552 volumes), GPU-accelerated implementation can
provide full posterior sampling of diffusion microstructure models over whole
brain datasets in reasonable time on a standard graphics card. On the more clin-
ically feasible RLS-pilot protocol (134 volumes) whole brain sampling of Tensor
and Ball&Stick models can be performed within 20 minutes and NODDI within
an hour.

Figure 3.9: Estimates on the number of samples needed per model, to reach, averaged over the white
matter, a 95% confidence region with a 90% relative precision. Results are shown for both an HCP
MGH and RLS-pilot acquisition table. Whiskers show the standard error of the mean over 10 subjects.
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Model Number of
parameters

Required ESS Required nr.
of samples

BallStick r1 4 2108 11000

BallStick r2 7 2192 15000

BallStick r3 10 2208 25000

NODDI 6 2177 15000

Tensor 7 2192 13000

CHARMED r1 11 2208 17000

CHARMED r2 15 2198 25000

CHARMED r3 19 2183 30000

Table 3.9: Estimates on the number of samples needed per model, to reach, when averaged over the
white matter, a 95% confidence region with a 90% relative precision. While the required ESS can be
determined a priori (see figure 3.9), the inherent model complexity determines how many samples
are needed to reach that ESS.

Model Number
of

samples

HCP
MGH
- GPU

HCP
MGH
- CPU

RLS-
pilot -
GPU

RLS-
pilot

- CPU

Ball&Stick in1 11000 1h 36h 0.25h 4.5h

Ball&Stick in2 15000 2h 48h 0.5h 15h

Ball&Stick in3 25000 6h 72h 1.5h 45h

NODDI 15000 4h 80h 1h 20h

Tensor 13000 1h 22h 0.5h 4h

CHARMED in1 17000 6h 54h n/a n/a

CHARMED in2 25000 24h 139h n/a n/a

CHARMED in3 25000 47h 200h n/a n/a

Table 3.10: Runtime statistics in hours (h) for MCMC sampling the estimated minimum number of
samples (no burn-in, no-thinning) of various models, using a single HCP MGH (552 volumes) and
single RLS-pilot (134 volumes) dataset. Statistics are for a whole brain mask of 410,000 voxels for
HCP MGH and 204,993 voxels for RLS-pilot. Results are computed using an AMD Fury X GPU and
an Intel Xeon e3 18 core CPU.
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3.4 Discussion
Using an efficient GPU based implementation, we show that run times can be re-
moved as a prohibitive constraint for sampling of diffusion multi-compartment
models, achieving whole brain sampling in under an hour for typical datasets
and most common dMRI models. Newer generations of graphics cards are likely
to reduce these times even further. Using this implementation, we investigated
the use of adaptive MCMC algorithms, burn-in, initialization and thinning. We fi-
nally applied the theory of Effective Sample Size to diffusion multi-compartment
models as a way of determining a sufficient number of samples for a given model
and dataset.

3.4.1 Adaptive MCMC

The use of adaptive MCMC algorithms increases the effectiveness of the sampling
process by generating more effective samples for the same amount of MCMC
samples. Adaptative methods generally have higher multivariate Effective Sam-
ple Size (ESS) than MCMC without adaptation. Although adaptative methods
generally score close to each other in generated ESS, the FSL and AMWG meth-
ods have better sampling efficiency for complex crossing fiber models, such as
CHARMED in3 and low #volumes/#parameters situations, with AWMG slightly
outperforming FSL. In accuracy and precision, AMWG and FSL perform well
overall, whereas performance for the fixed proposal method (None) and SCAM
is more inconsistent over all models. The ESS performance of the fixed proposal
method could, in theory, be increased to the same levels as the adaptive meth-
ods by manual calibration, but since this is model and data (voxel) dependent,
manual tuning could be very burdensome and unpractical.

This work covers only variations of the Metropolis-Within-Gibbs method, which
has the advantage of high efficiency sampling with relatively general model-
unspecific proposals. Future work could focus on MCMC algorithms which al-
low for block-updates of correlated parameters, or could investigate different
proposal schemes altogether such as Component-wise Hit-And-Run Metropolis
(Turchin, 1971; R. L. Smith, 1984), Multiple-Try Metropolis (J. S. Liu, Liang, and
Wong, 2000) and/or No-U-Turn sampler (Hoffman and Gelman, 2011).

3.4.2 Burn-in

When starting from an arbitrary position, burn-in is advisable to reduce possible
bias due to (possibly) low probability starting positions. Burn-in should ideally
be considered post-sampling, since it is difficult to know a priori the time needed
for the chain to converge and, due to randomness, past convergence rates provide
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no guarantee for the future. This is why common practice dictates a relatively
large number of burn-in samples which guarantees convergence in most cases.

While not harmful, burn-in is generally unnecessary and inefficient if the start-
ing point is part of the stationary distribution of the Markov chain, which can, for
example, be achieved by taking a Maximum Likelihood Estimator (MLE) as start-
ing point. Even when starting from an MLE, a small burn-in of about 100 to 200
samples could be considered to remove correlations with the starting position.
Additionally, when using adaptive proposal methods, a small burn-in could be
considered to let the adaptation algorithm adapt the proposal distribution before
sampling, slightly increasing the effective sample size of the chain.

3.4.3 Thinning

Already on theoretical grounds, thinning is not recommended and considered
as often unnecessary, always inefficient and reducing the precision of posterior
estimates (Link and Eaton, 2012; MacEachern and Berliner, 1994; Jackman, 2009;
Geyer, 1991; Christensen et al., 2010). Illustrations based on the the Ball&Stick in1
and NODDI model show that, with or without thinning, the posterior distribu-
tion is approximated about equally, while thinning needs k times more samples
(for a thinning of k). Results did show a convergence of mean and standard
deviation estimates with an increased thinning, but these results are easily du-
plicated by incorporating not only the thinned samples but also the non-thinned
samples in the statistical estimates (the ’more samples’ strategy). Furthermore,
using more samples instead of thinning provides estimates with a higher preci-
sion, as illustrated by the higher variability of the thinned estimates compared to
the estimates with more samples (figure 3.8, right).

One legitimate reason for thinning is that, with independent samples, one can
approximate the precision of an MCMC approximation (Link and Eaton, 2012).
That is, it allows for more accurate assessment of the standard error of an MCMC
estimate like the posterior mean. However, even in that case, thinning must be
applied post-hoc, otherwise the precision of the mean itself will be reduced if
computed from only the thinned samples. Furthermore, we are often more inter-
ested in the variability of the posterior distribution (which can be provided by e.g.
the standard deviation) than in the precision of the posterior mean estimate. An-
other legitimate reason for considering thinning is hardware limitations, such as
sampling post-processing time and storage space. However, barring such limita-
tions, avoiding thinning of chains is far more efficient in providing high precision
in posterior estimates.
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3.4.4 Number of samples
The issue of the number of samples needed in a chain is often somewhat enig-
matic and arbitrary. A common perception is that the number should be ’high’,
rather too high than too low. Multivariate Effective Sample Size (ESS) theory
provides a theoretical lower bound on the number of effective samples needed
to approximate the posterior, based on a desired confidence level and precision.
How many MCMC samples are required to reach that target effective sample size
is then dependent on the data, the model and the MCMC algorithm. We show
that there is some dependency on the data in terms of sampling requirements for
diffusion microstructure models, considering the increasing discrepancy between
required sample numbers for Ball&Stick in1, Ball&Stick in2 and Ball&Stick in3.
The dependency of sampling requirements on the model is higher, showing that
more complex models seem to need more actual samples to reach the target ESS.
As can be seen in figure 3.2 (upper left panel), the required ESS to reach the 95%
confidence region with a 90% relative precision is relatively invariant to the num-
ber of parameters (at about 2200), although the numbers of actual samples needed
to realize this are different for every model, as seen in figure 3.9. This sets an in-
formed relatively general target for the amount of samples required in sampling
diffusion micro-structural models, which scales the number of actual samples
with the complexity of the model, data and the performance of the MCMC al-
gorithm. This also means that MCMC algorithms which can generate effective
samples more efficiently (such as the AMWG) can reduce the number of samples
needed to reach the same confidence levels, reducing run time.

3.4.5 Conclusions and recommendations
Considering the theoretical soundness and its general robust performance, we
advise the Adaptive Metropolis-Within-Gibbs (AMWG) algorithm for efficient
and robust sampling of diffusion MRI models. We further recommend initializ-
ing the sampler with a maximum likelihood estimator obtained from, for exam-
ple, non-linear optimization, in which case 100 to 200 samples are sufficient as
a burn-in. Thinning is unnecessary unless there are memory or hard disk con-
straints or a strong reliance on posterior estimates that require uncorrelated sam-
ples. As a relatively general target for the number of samples, we recommend
2200 multivariate effective samples, which reaches 95% confidence and 90% rel-
ative precision, invariant of the number of parameters. The amount of actual
MCMC samples required to achieve this is algorithm and model dependent and
can be investigated in a pre-study, with numbers for common dMRI models re-
ported here as an indication.
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Chapter 4. Fast quantification of uncertainty in non-linear diffusion MRI
models

Abstract
Diffusion MRI (dMRI) allows for non-invasive investigation of brain tissue mi-
crostructure. By fitting a model to the dMRI signal, various quantitative mea-
sures can be derived from the data, such as fractional anisotropy, neurite density
and axonal radii maps. The uncertainty in these dMRI measures is often ignored,
while previous work in functional MRI has shown that incorporating uncertainty
estimates can lead to group statistics with a higher statistical power. We propose
the Fisher Information Matrix (FIM) as a generally applicable method for quan-
tifying the parameter uncertainties in non-linear diffusion MRI models. In direct
comparison with Markov Chain Monte Carlo sampling, the FIM produces similar
uncertainty estimates at lower computational cost. Using acquired and simulated
data, we then list several characteristics that influence the parameter variances,
like data complexity and signal-to-noise ratio. In individual subjects, the param-
eter standard deviations can help in detecting white matter artifacts as patches of
relatively large standard deviations. In group statistics, we recommend using the
parameter standard deviations by means of variance weighted averaging. Doing
so can reduce the overall variance in group statistics and reduce the effect of data
artifacts without discarding data from the analysis. Both these effects can lead to
a higher statistical power in group studies.
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4.1 Introduction
Diffusion Magnetic Resonance Imaging (dMRI) allows for non-invasive inves-
tigation of brain tissue microstructure. By fitting a dMRI model to each voxel,
various quantitative measures can be derived from the data, such as fractional
anisotropy (Basser, Mattiello, and LeBihan, 1994), neurite density (H. Zhang,
Schneider, et al., 2012) and axonal radii maps (Assaf and Pasternak, 2008; Alexan-
der, Hubbard, et al., 2010). These quantitative measures can be used in statistical
group analysis. For example, tract-based spatial statistics (TBSS) is a popular ap-
proach to group analysis of fractional anisotropy measures (S. M. Smith et al.,
2006). More often than not, these approaches (including TBSS) ignore the uncer-
tainty in the quantitative measures. In functional magnetic resonance imaging,
previous work has shown that incorporating uncertainty estimates can lead to
group statistics with a higher statistical power (Chen et al., 2012; Woolrich et al.,
2004). For linear diffusion models, a method for computing and using uncertainty
estimates has been shown before (Sjölund et al., 2018), but this has not yet been
generalized to non-linear diffusion models like NODDI (H. Zhang, Schneider, et
al., 2012) and CHARMED (Assaf and Basser, 2005).

Previous work in quantifying the parameter uncertainties include Markov Chain
Monte Carlo (MCMC) (Behrens et al., 2003; Wegmann, Eklund, and Villani, 2017;
Gu et al., 2017) and bootstrapping (D. K. Jones, 2003; Chung, Lu, and Henry, 2006;
Whitcher et al., 2008) methods. Of these two techniques, bootstrapping is often
not applicable as it is either model specific (Whitcher et al., 2008) or requires very
specific additional MRI measurements (D. K. Jones, 2003; Chung, Lu, and Henry,
2006) which are often not acquired in diffusion MRI datasets. MCMC on the other
hand can readily be extended to all microstructure models, but often requires
long computation times, even with parallel processing on graphical processing
units (Harms and Roebroeck, 2018).

We propose the Fisher Information Matrix (FIM) as a generally applicable method
for quantifying the parameter uncertainties in non-linear diffusion MRI models.
The FIM allows for estimating the local variances around the maximum likeli-
hood point estimate, which is the point estimate typically used in group statistics.
Computing the FIM is a relatively fast operation, requiring only a few additional
model evaluations. In other fields, like for example astrophysics, the Fisher In-
formation Matrix is already recognized as a useful tool for quantifying the uncer-
tainty in parameter estimates (Vallisneri, 2008; Rodriguez et al., 2013). In diffu-
sion MRI, the FIM has been applied before, but only specific to the multi-Tensor
model (Versteeg et al., 2018) and has not yet been generalized to all non-linear
microstructure models.

The Fisher Information Matrix can additionally be used to compute the Cramér
Rao Lower Bound (CRLB; Rao, 1945; Cramer, 1946), if and only if the true pa-
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rameters are known (Kay, 1993). For example, in simulation studies the CRLB
can function as a ground truth lower bound on the estimable variances, thereby
indirectly evaluating the performance of the maximum likelihood routines (Kay,
1993). Although in brain data the FIM can be interpreted as an approximation to
the CRLB, we follow the results in astrophysics and only interpret the FIM as a
measure of uncertainty around the estimated parameters (Vallisneri, 2008).

We first compare the uncertainty estimates from the Fisher Information Matrix to
those of MCMC, using multiple datasets and multiple dMRI microstructure mod-
els. We then investigate several data and model characteristics that can influence
the parameter variances, like data complexity and Signal-to-Noise Ratio (SNR).
In the end, we discuss the use of uncertainty estimates in white matter artifact
detection (e.g. detecting fat saturation) and show how weighted averaging could
lead to an increase in power in group studies.

4.2 Methods
4.2.1 Parameter distribution estimates

We compare two different methods for summarizing the parameter posterior
distributions of a single voxel, a frequentist method using Maximum Likelihood
Estimation (MLE) and the Fisher Information Matrix (FIM) and a Bayesian
method using Markov Chain Monte Carlo (MCMC) (see figure 4.1 for a
schematic overview). With both methods we summarize the voxel-wise
posteriors as a point estimate with a corresponding standard deviation (std.).

In the first method we use the Powell optimization routine (Powell, 1964; Harms,
Fritz, et al., 2017) to get an MLE parameter point estimates. We estimate the stan-
dard deviations around those point estimates using the theory of the FIM. Stan-
dard deviations in derived parameter maps (e.g. Tensor Fractional Anisotropy)
can be obtained by propagating the uncertainty of the model parameters. We
refer to this method as MLE+FIM.

The second methodology uses MCMC sampling to approximate the full posterior
distribution, using the Adaptive Metropolis Within Gibbs routine as discussed in
(Harms and Roebroeck, 2018). From these samples we summarize the posterior
distribution using a mean and standard deviation, as done before in before in
dMRI modeling (Behrens et al., 2003; Sotiropoulos et al., 2013; Wegmann, Eklund,
and Villani, 2017). Uncertainties in derived parameter maps can be obtained by
computing the derived parameter maps at every sampled point and summarizing
the result. We refer to this method as MCMC.

The MLE+FIM provides a local variance around a mode while MCMC provides
a global variance around the mean. As such, these methods are only comparable
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if the posterior is unimodally Gaussian distributed, since then the mean equals
the mode. As in previous work (Behrens et al., 2003; Sotiropoulos et al., 2013;
Wegmann, Eklund, and Villani, 2017), we assume the posteriors to be unimodally
Gaussian distributed.

This assumption may not necessarily hold. For example, multi-modality could
arise when fitting a single fiber model to a crossing fiber voxel. In such cases,
different post-processing would be required on the MCMC samples to correctly
reflect the parameter variances. The FIM would be less sensitive to this issue since
the FIM provides only local variances estimates. That is, the MLE would choose
one mode of the distribution and the FIM would provide a local variance estimate
around the chosen mode. This issue could also be circumvented by applying
appropriate model selection to every voxel.

Non-Gaussian distributions can happen near parameter boundaries. For
instance, very low (close to zero) or very high (close to one) compartment
volume fractions can lead to a truncated posterior. In such cases the FIM no
longer applies. For MCMC different post-processing would be required, like
fitting a truncated normal distribution to the posterior. This could again be
solved by appropriate model selection. We take no special precautions for these
boundary effects and assume these to not be present in white matter.

Nevertheless, we expect most posteriors to be unimodally Gaussian distributed.
This assumption is also supported by two theoretical arguments. First, if the
model is suitable to describe the data (e.g. if model selection was successfully ap-
plied), the posterior asymptotically approaches a Gaussian distribution (Gelman,
Carlin, et al., 2013). Second, according to the central limit theorem, each parame-
ter’s marginal distribution will asymptotically tend to a Gaussian as the number
of model parameters increases (Gelman, Carlin, et al., 2013).

Figure 4.1: The uncertainty computation methods for both the Maximum Likelihood Estimation
(MLE) and Markov Chain Monte Carlo (MCMC) methods.

Fisher Information Matrix

The observed Fisher Information Matrix is defined as the negative Hessian of
the log-likelihood function when evaluated at the maximum likelihood estimate
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(Pawitan, 2013; Gelman, Carlin, et al., 2013). The inverse of the FIM is an asymp-
totic estimator of the covariance matrix (Pawitan, 2013; Gelman, Carlin, et al.,
2013). Formally, let l(x) be a log-likelihood function with maximum likelihood
estimate x̂. A second order Taylor approximation of l(x) centered at x̂ is then
given by:

l(x) = l(x̂) +
1

2
(x− x̂)T

∂2

∂x2
l(x̂)(x− x̂) (4.1)

ignoring the higher terms and having dropped the linear term since the first
derivative of a function is zero at the mode. Considering the first term, l(x̂), a
constant and the second term, 1

2 (x − x̂)T ∂2

∂x2 l(x̂)(x − x̂), proportional to the log-
arithm of a normal density, we get the approximation:

l(x) ≈ N (x̂, [I(x̂)]−1) (4.2)

where I(x̂) is the observed Fisher Information Matrix:

I(x̂) = −H(x̂) = − ∂2

∂x̂2
l(x̂) (4.3)

For the Hessian to be positive definite, this theory requires x̂ to lie within the
boundaries of the parameter space (Gelman, Carlin, et al., 2013). We compute
the Hessian numerically (see Appendix B.1) and its inverse using a direct in-
verse where possible with a fallback on the (Moore-Penrose) pseudo-inverse for
ill-conditioned Hessians. Ill-conditioned Hessian can for example arise with pa-
rameter estimates lying at a predefined parameter boundary (Gelman, Carlin, et
al., 2013).

Uncertainty propagation

Given a function y = f(θ) where f(·) is a known function, uncertainty propaga-
tion provides the probability distribution of y given the probability distribution
of θ. For example, we can use this to estimate the standard deviation of a Ten-
sor Fractional Anisotropy (FA) estimate, by propagating the standard deviation
estimates of the Tensor diffusivities. We use a first order Taylor expansion linear
approximation (Arras, 1998), which states that if θ is normally distributed with
mean µθ and covariance matrix Σθ, the distribution of y can be approximated
as:

y ≈ N (µy,Σy) = N (f(θ), Jf (θ)ΣθJf (θ)>) (4.4)
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with Jf the Jacobian matrix of f . More succinctly, the covariance matrix of y =
f(θ) is given by:

Σy = JfΣθJ>f (4.5)

which holds as a generally applicable formula for linear propagation of covari-
ances (Arras, 1998). In the case of an univariate output y = f(θ), the Jacobian can
be formulated as a gradient vector∇f , leading to the following expression for the
variance in y:

σ2
y = ∇fΣθ∇>f (4.6)

This error propagation technique uses both the variances and the co-variances of
all the propagated parameters. Additionally, this technique takes into account
the functional form of the propagated function, i.e. if the function is linear or
non-linear. The Jacobian or gradient can be computed numerically using finite-
differences or can be evaluated at an analytical derivative. We use analytical ex-
pressions for all uncertainty propagations. See Appendix B.2 for error propaga-
tion examples of the Tensor FA and Ball&Stick Fraction of Stick parameters.

4.2.2 Variance weighted average

Variance weighted averaging makes it possible to include the variances of the
data points when computing a mean and standard deviation. For example, the
voxel-wise variances discussed earlier can be used in averages of white matter
regions within a subject, or in voxel-wise averages over multiple subjects. First,
given n data points zi, we define the regular mean as:

µ̄regular =
1

n

n∑
i

zi (4.7)

and regular standard deviation as:

σ̄regular =

√∑n
i (zi − µ̄regular)2

n
(4.8)

If each data point zi has a corresponding weight wi, we can compute a weighted
mean as:
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µ̄weighted =

∑n
i wizi∑n
i wi

(4.9)

and a weighted standard deviation as:

σ̄weighted =

√∑n
i wi(zi − µ̄weighted)2

(m−1)
m

∑n
i wi

(4.10)

with m for the number of non-zero weights, included here to allow for non-
normalized weights. It has been shown that the weights that minimize the vari-
ance of the weighted average are the reciprocals of the variances of each of the
data points zi (Shahar, 2017). That is, given the variances σ2

i for each zi, the
weights that minimize Var(

∑
i wizi) is given by:

wi =
1

σ2
i

(4.11)

Incidentally, these weights are also the maximum likelihood estimator of the
weighted mean and variance under the assumption that the data points zi are
independent and normally distributed with the same mean (Cochran, 1937).

4.2.3 Diffusion microstructure models

To capture the variety of microstructure models in diffusion MRI we chose four
different models, the Tensor (Basser, Mattiello, and LeBihan, 1994), Ball&Stick
(Behrens et al., 2003), Bingham-NODDI (Tariq et al., 2016) and CHARMED (As-
saf, Freidlin, et al., 2004) models. The Tensor model is the oldest diffusion MRI
model and still sees widespread usage in the literature. From the Tensor we de-
rive the Fractional Anisotropy (FA) quantity. The Ball&Stick model (Behrens et
al., 2003) is the first multi-compartment model and is often used as local esti-
mator for tractography. To delineate multiple fiber orientations, the Ball&Stick
model can feature multiple Stick compartments, but always with a single Ball
compartment. To differentiate between the Ball&Stick models with one or more
Stick compartments, we denote the specific Ball&Stick model as ”BallStick in1”,
”BallStick in2” and ”BallStick in3” for respectively one, two or three Stick com-
partments. This is a general naming scheme to denote models that can have one
or more intra neuronal compartments relative to the other compartments. From
the Ball&Stick model we derive the Fraction of Stick (FS) quantity, which is the
sum of the volume fractions of the Stick compartments.
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More recent, biologically inspired, models include Bingham-NODDI and
CHARMED. The Bingham-NODDI model assumes that white matter consists
of restricted intra-cellular and hindered extra-cellular water compartments,
with the intra-cellular compartment capturing neurite orientation dispersion.
From the Bingham-NODDI model we use the Fraction of Restricted (FR)
quantity, the volume fraction of the restricted intra-cellular compartment.
The CHARMED model assumes a tissue model of restricted intra-neuronal
and hindered extra-neuronal water compartments, with the intra-neuronal
compartment assuming a bundle of axons. Since CHARMED can be used with
multiple intra-neuronal compartments we again denote these with the ’ in’
suffix. Here, we only use CHARMED with one intra-neuronal compartment,
denoted as ”CHARMED in1”. From the CHARMED model we use the Fraction
of Restricted (FR) quantity, the volume fraction of the restricted intra-neuronal
compartment. For implementation notes of these models see (Harms, Fritz,
et al., 2017).

4.2.4 Software

All models and routines used in this study are implemented in a Python based
GPU (graphical processing unit) accelerated toolbox, the Microstructure Diffu-
sion Toolbox, MDT, which is freely available under an open source license at
https://github.com/cbclab/MDT. We used the models and MCMC routine as im-
plemented in MDT version 0.18.3. From this version onward, MDT automat-
ically computes the FIM after every maximum likelihood estimation operation
and writes out the variances and covariances alongside the parameter estimates.
Scripts for reproducing the results in this article can be found at https://github.
com/robbert-harms/uncertainty paper. All computations for this paper were per-
formed on a single AMD Fury X graphics card.

4.2.5 Datasets

In this study we used simulated data and imaging data from two population
studies. To illustrate the methods on a dataset with a clinically feasible, fast to
acquire, acquisition scheme, we used data from the diffusion protocol pilot phase
of the Rhineland Study (www.rheinland-studie.de). We refer to these datasets and
acquisition schemes as RLS-pilot. To illustrate the methods on a dataset with
a high-end, long acquisition time, acquisition scheme, we used data from the
Human Connectome Project MGH-USC Young Adult study. We refer to these
datasets and acquisition schemes as HCP MGH. For simulated data we used a
single representative acquisition scheme from both the RLS-pilot and HCP MGH
studies.
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The RLS-pilot datasets were acquired on a Siemens Magnetom Prisma (Siemens,
Erlangen, Germany) with the Center for Magnetic Resonance Research (CMRR)
multi-band (MB) diffusion sequence (Moeller et al., 2010; Xu et al., 2013). These
datasets had a resolution of 2.0 mm isotropic with diffusion parameters ∆ = 45.8
ms, δ = 16.3 ms, TE = 90 ms and TR = 4500 ms, and with Partial Fourier = 6/8, MB
factor 3, no in-plane acceleration with 3 shells of b = 1000, 2000, 3000 s/mm2, with
respectively 30, 40 and 50 directions to which are added 14 interleaved b0 vol-
umes leading to 134 volumes in total per subject. Additional b0 volumes were ac-
quired with a reversed phase encoding direction which were used to correct sus-
ceptibility related distortion (in addition to bulk subject motion) with the topup
and eddy tools in FSL version 5.0.9 (J. L. Andersson and Sotiropoulos, 2016). The
total acquisition time is 10 min 21 sec. These three-shell datasets represent a rel-
atively short time acquisition protocol that still allows many models to be fitted.
From this dataset we used a single representative subject (v3a 1 data ms20).

The HCP MGH datasets come from the freely available fully preprocessed dMRI
data from the USC-Harvard consortium of the Human Connectome project. Data
used in the preparation of this work were obtained from the MGH-USC Human
Connectome Project (HCP) database (https://ida.loni.usc.edu/login.jsp). The data
were acquired on a specialized Siemens Magnetom Connectom with 300 mT/m
gradient set (Siemens, Erlangen, Germany). These datasets were acquired at a
resolution of 1.5 mm isotropic with diffusion parameters ∆ = 21.8 ms, δ = 12.9
ms, TE = 57 ms, TR = 8800 ms, Partial Fourier = 6/8, MB factor 1 (i.e. no simul-
taneous multi-slice), in-plane GRAPPA acceleration factor 3, with 4 shells of b =
1000, 3000, 5000, 10,000 s/mm2, with respectively 64, 64, 128, 393 directions to
which are added 40 interleaved b0 volumes leading to 552 volumes in total per
subject, with an acquisition time of 89 minutes. These four-shell, high number
of directions, and very high maximum b-value datasets allow a wide range of
models to be fitted. From these datasets we used a single representative subject
(hcp 1003) in single subject illustrations and we used all 35 subjects in the group
comparisons.

Since the CHARMED in1 model requires relatively high b-values (≥∼6000
s/mm2), which are not present in the RLS-pilot datasets, we will only use the
HCP MGH dataset when showing CHARMED in1 results. Additionally, since
the Tensor model is only valid for b-values up to about 1200 s/mm2, we only use
the b-value 1000 s/mm2 shell and b0 volumes in maximum likelihood estimation
and MCMC sampling of the Tensor model. All other models use all the data
volumes.

For all datasets we created a white matter (WM) mask from the Tensor FA esti-
mates and, using BET from FSL (S. M. Smith, 2002), a whole brain mask. The
whole brain mask is used for MLE and MCMC sampling, whereas averages over
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the WM mask are used in model or data comparisons. For each dataset, voxel-
wise SNR is estimated using only the unweighted (b0) volumes, by dividing the
mean of the unweighted volumes by the standard deviation.

Ground truth simulations

We additionally created simulated data to illustrate the effects of the signal-to-
noise ratio (SNR) on the variance of the estimated parameters. We used a sin-
gle representative acquisition scheme from both the RLS-pilot and HCP MGH
datasets (the acquisition schemes of subject v3a 1 data ms20 and hcp 1003), and
simulated data for each model. For each acquisition scheme and each model, we
simulate 10000 voxels with random volume fractions in [0.2, 0.8], diffusivities in
[5e−11, 5e−9] mm2/s, and orientations in [0, π]. From these, we created multiple
copies with Rician noise (Gudbjartsson and Patz, 1995) of SNRs 5, 10, 20, 30, 40
and 50. We then fit and sample each model ten times to these simulated datasets
and estimate the standard deviation using both the FIM and MCMC approach as
described above. Per SNR we summarize the results of these ten trials as a mean
standard deviation and its corresponding standard error of the mean.

Group statistics

For the group statistics we computed Tensor FA and Bingham-NODDI FR and
FR standard deviation maps on all 35 subjects using the MLE+FIM method. To
be able to compare the subjects, we first registered the Tensor FA estimates to
the FMRIB58 FA 1mm template using FLIRT and FNIRT from FSL (J. Andersson,
Jenkinson, and S. Smith, 2010). Next, we used those registration templates to
co-register the Bingham-NODDI FR and FR standard deviation maps.

With uncertainty maps available there are three methods to compute group statis-
tics that are robust against subject-level artifacts. Method one, apply variance
weighted averaging using the uncertainty estimates to downweight voxels with
a high standard deviation. This would automatically remove artifacts if these
artifacts lead to high parameter uncertainties. Method two, exclude outlier sub-
jects from the group statistic. Outlier subjects could be detected using the point
estimates or using the uncertainty maps. Method three, use a combination of
method one and two, i.e. computing weighted group estimates after removal of
outliers.

To illustrate these three artifact reduction methods, we first computed a base-
line statistic using a simple mean and standard deviation over all 35 subjects.
We then used artifact reduction method one and used the FR standard deviation
maps as weights in the variance weighted averaging. To apply artifact reduction
method two and three, we created a new subgroup with only 30 subjects, where
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we manually removed five subjects (mgh 1008, mgh 1009, mgh 1013, mgh 1017
and mgh 1032) that had a large white matter artifact over the corpus callosum.
We then applied regular averaging and weighted averaging over these remaining
30 subjects.

As a comparison method between regular and weighted averaging we computed
(µweighted − µregular)/µregular and (σweighted − σregular)/σregular as difference measure
for the mean and standard deviation estimates between regular and weighted
averaging.

4.3 Results
We begin by comparing the parameter estimates and parameter uncertainty es-
timates of MLE+FIM to the corresponding estimates from MCMC. Next, we in-
vestigate the effect of SNR on the parameter standard deviations using both sim-
ulated and imaging data. We end with a comparison of regular versus weighted
averaging in group statistics.

4.3.1 Parameter distribution estimates

Figure 4.2 visually compares the results of MLE+FIM to those of MCMC, using
the Bingham-NODDI Fraction of Restricted (FR) parameter, on a single subject
from the RLS-pilot dataset. Comparing results of a single transverse slice shows
high qualitative correspondence between the MLE and MCMC methods (fig-
ure 4.2A), with both the point estimates and corresponding standard deviations
(stds.) in close resemblance. A single voxel illustration of the estimated Gaus-
sian distributions (figure 4.2B) again shows a high degree of similarity, with both
Gaussian fits capturing the characteristics of the MCMC sample distribution to a
large degree.

To further quantify the correspondence between the MLE and MCMC method-
ologies, we created scatter plots between the MLE and MCMC estimates of both
the point estimate and standard deviation estimate. This was performed over a
white matter mask for a single subject from both the HCP MGH and RLS-pilot
datasets. Figure 4.3 shows Bingham-NODDI FR mean and standard deviation
scatter plots. The FR point estimates are very tightly confined to the identity line,
illustrating a high degree of correspondence in the point estimates from MCMC
and MLE. The variation of point estimates along the diagonal corresponds to vari-
ation of FR values over the white matter mask, ranging between roughly 0.3 and
0.7. The std. estimates between the MLE and MCMC methodologies again show
a high correspondence, although the off-diagonal spread in the std. plot is visibly
larger than that in the point estimate plot. There is also some clipping visible in
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the std. plot, with MLE estimating a zero std. while MCMC provides a range of
values. This is mostly due to very low point estimates (near zero), at which point
the FIM is no longer applicable. The blue-green-yellow-red coded points in both
plots account for 97-99.5% of the voxels and the purple points account for the re-
maining fraction of outliers. The std. estimates for the HCP MGH data are clearly
lower than for the RLS-pilot data, confirming an expected higher precision (lower
uncertainty) of point estimates based on more dMRI data-points.

To investigate the correspondence in MCMC and MLE uncertainty estimates for
a larger number of models, figure 4.4 shows scatter plots for multiple microstruc-
ture models. Parameter point estimate comparisons are not shown here, but
are generally in correspondence to a very high degree. Across all models and
data, except for the CHARMED in1 model fit on RLS-pilot data, MCMC and
MLE uncertainty estimates are in high correspondence and located close to the
identity diagonal. A relatively large off-diagonal variance in standard deviation
estimates is visible in the CHARMED in1 FR parameter on the RLS-pilot data.
This is expected as the RLS-pilot dataset is not well suited for the CHARMED -
in1 model due to too low b-values (the CHARMED in1 model requires b-values
≤ 6000s/mm2). Standard deviation estimates for CHARMED in1 on the HCP
MGH data are not only much more tightly confined to the identity diagonal, the
std. estimates themselves are also about a factor two lower. A large spread to the
right is also visible in the Ball&Stick in3 results. This might be related to MLE
choosing a different mode and is perhaps solved using model selection. There
is also again some clipping visible, with MLE providing a zero std. with voxels
with a very low point estimate.

Irrespective of the method (MCMC or MLE+FIM), the std. estimates on the RLS-
pilot data are always higher than the corresponding estimates on the HCP MGH
data, once again confirming the expected higher precision on datasets with a
larger number of direction. Conversely, one would expect higher complexity
models (i.e. models with more compartments and more parameters to fit) to have
higher uncertainty when fitted on the same data. This is indeed illustrated by the
Ball&Stick in{1,2,3} results, were we see an increasing estimated standard de-
viation for an increasing number of Sticks, within each of the HCP MGH and
RLS-pilot datasets. Finally, Tensor FA standard deviations are about a factor two
higher than those of the other models. This is probably related to Tensor FA being
a compound parameter.

To quantify correspondence in the MCMC and MLE std. estimates in the scatter
plots, table 4.1 shows the percentage of voxels for which the difference between
the MLE and MCMC variances is less than two standard deviations from the
mean difference. We note an average similarity of ∼98.7% across six models and
two datasets, even including the 97.9% similarity for the CHARMED in1 model
fit on RLS-pilot data. Table 4.2 compares runtimes between the MLE with the

93



Chapter 4. Fast quantification of uncertainty in non-linear diffusion MRI
models

FIM and the MCMC methodologies, measuring the time between loading the
data and writing the results. Averaged over six models and two subjects, the
GPU-optimized MLE and FIM together compute approximately 38 times faster
than GPU-optimized MCMC.

Figure 4.2: A) Visual comparison of parameter and standard deviation uncertainty maps between the
Maximum Likelihood Estimation (MLE) and Markov Chain Monte Carlo (MCMC) methodologies
for the Bingham-NODDI Fraction of Restricted (FR) on an RLS-pilot dataset. B) Histogram of the
20 thousand MCMC samples of the highlighted voxel in figure A, with in red and blue the fitted
Gaussian distributions of, respectively, the MLE and MCMC methodologies.

HCP MGH RLS-pilot

Ball&Stick in1 99.5% 98.8%
Ball&Stick in2 99.9% 99.4%
Ball&Stick in3 98.8% 97.5%
Bingham-NODDI 98.9% 98.7%
CHARMED in1 98.6% 96.9%
Tensor 99.0% 97.9%

Table 4.1: For each model and dataset the percentage of voxels where the difference between the
parameter stds. from the FIM and of MCMC are within two standard deviations from the mean
difference. These percentages correspond to the red/yellow high densities in figure 4.4.
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Figure 4.3: Scatter plots comparing Maximum Likelihood Estimation (MLE) and Markov Chain Monte
Carlo (MCMC) point estimates (left column) and standard deviations (right column) for the Bingham-
NODDI Fraction of Restricted (FR) values over a white matter mask for both a complex, long acqui-
sition time HCP MGH dataset and a clinically feasible RLS-pilot dataset. Plots are color coded using
a kernel density estimate (a.u) from purple (low density) to red (high density). Purple points corre-
spond to a small percentage (0.5-3%) of the data (c.f. Table 4.1).

HCP MGH RLS-pilot
MLE + FIM MCMC rel. MLE + FIM MCMC rel.

Ball&Stick in1 00:01:49 01:21:55 45x 00:00:30 00:20:49 42x
Ball&Stick in2 00:04:32 02:33:18 34x 00:01:08 00:42:36 38x
Ball&Stick in3 00:13:01 07:00:51 32x 00:03:19 01:53:33 34x
Bingham-NODDI 02:06:19 111:32:52 53x 00:28:19 26:11:47 56x
CHARMED in1 02:09:49 53:34:47 25x 00:21:53 07:49:55 21x
Tensor 00:02:41 01:59:07 44x 00:02:18 01:02:11 27x

Table 4.2: Runtime comparison between the two methodologies for computing parameter statistics,
Maximum Likelihood Estimation (MLE) with the Fisher Information Matrix (FIM) and Markov Chain
Monte Carlo (MCMC) sampling, for six different models and using a single representative subject
from both the HCP MGH and the RLS-pilot datasets. Reported run times are over the entire brain
mask and are in units of (h:m:s), with next to it the relative speed advantage of the MLE + FIM over
MCMC.
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Figure 4.4: Scatter plots comparing Maximum Likelihood Estimation (MLE) and Markov Chain Monte
Carlo (MCMC) standard deviations for multiple models over a white matter mask for both an HCP
MGH and an RLS-pilot dataset. Acronyms are Fraction of Stick (FS), Fraction of Restricted (FR) and
Fractional Anisotropy (FA). Plots are color coded using a kernel density estimate (a.u) from purple
(low density) to red (high density). Purple points correspond to a small percentage (0.5-3%) of the
data (c.f. Table 4.1).
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4.3.2 Effect of SNR on parameter variances
Lower SNR per data point (i.e. single diffusion volume) is expected to lead to
higher uncertainty in fitted parameter estimates. This issue is of extra importance
in brain dMRI by the fact that SNR is non-uniform over the brain, especially in
modern high number-of-channel phased array RF-coils. In order to assess the
effect of SNR on parameter variances, figure 4.5 compares an estimate of SNR,
its reciprocal, and the parameter standard deviation estimates of multiple white
matter models on a single HCP MGH dataset. We observe a decreased SNR in
the center of the brain and an increase of SNR towards the periphery. A very sim-
ilar gradient can be observed in the standard deviation maps, with a decrease in
parameter standard deviations towards the periphery. As in the previous results,
we observe an increase in standard deviations for an increased number of Sticks
in the Ball&Stick in{1,2,3}models, and Tensor FA standard deviations are about
a factor two higher than the other standard deviation estimates.

To further compare SNR and standard deviation estimates, figure 4.6 plots SNR
versus parameter standard deviations, for both simulated data and imaging data.
In general, we observe an inverse relationship between SNR and standard devi-
ation, where an increase in SNR leads to an decrease in parameter std. estimates.
Standard deviations on RLS-pilot data are always higher than corresponding es-
timates on HCP MGH data, except for the imaged data analysis at an SNR of
5, where the RLS-pilot dataset has a lower standard deviation. For lower SNR
(< 10), MLE std. estimates are slightly higher than the MCMC estimates. For
higher SNR (> 10), the MLE and MCMC standard deviation estimates quickly
converge, except for Ball&Stick in2, Ball&Stick in3 and Tensor estimates on the
RLS-pilot dataset, where MLE standard deviations stay higher than those from
MCMC. For the HCP MGH dataset, results are consistent between simulated and
imaging data, with differences within the Standard Error of the Mean (SEM). Re-
sults on the RLS-pilot dataset are generally also consistent, except for an SNR of
5, where imaging data results are lower than those on simulated data. We finally
observe that the standard error of the mean is generally higher for the simulated
data compared to the imaging data, especially for lower SNR.
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Figure 4.5: Illustration of the effect of Signal to Noise ratio (SNR) on parameter standard deviation
estimates (using the MLE methodology), for a single HCP MGH subject (subject 1003). Maps are
slightly smoothed with a 3d Gaussian filter (σ = 1voxel). Parameter acronyms are Fraction of Stick
(FS), Fraction of Restricted (FR) and Fractional Anisotropy (FA).
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Figure 4.6: Effect of SNR on parameter standard deviations for simulated data and imaging
data. Simulation results are over 10000 simulated voxels per SNR with a standard error of the
mean (SEM) as error bar over 10 optimization and sampling trials. Real data results are for
10 subjects of the HCP MGH and 10 subjects of the RLS-pilot datasets, with SNR estimated as
mean(b0 volumes)/std(b0 volumes).
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4.3.3 Group statistics
Figure 4.7 shows Bingham-NODDI FR results of three subjects of the HCP MGH
dataset after co-registration, to illustrate the behavior of standard deviations in
regions of white matter acquisition artifacts. The first subject (top row) has a
clear artifact across the genu of the corpus callosum, perhaps due to incomplete
fat saturation. This artifact is visible in both the mean parameter estimates and
the standard deviation estimates. The second subject (middle row) shows a patch
of relatively large standard deviations in and near the splenium of the corpus
callosum, without an easily detectable alteration in the mean parameter map. For
comparison, we show a third subject (bottom row) at the same contrast scaling,
with no visible artifacts or alterations in either the mean or standard deviation
estimates. This figure illustrates that parameter std. maps can play a role in
detecting biased estimates resulting from imaging artifacts. In particular, artifacts
which may not always be detectable in the parameter maps themselves.

Figure 4.8 shows four group statistic estimates, a regular (baseline) and three
statistics using the three mentioned artifact reduction methods using the param-
eter variances. To reiterate, these were method one, a weighted average on all
35 subjects, method two, remove outlier subjects and apply regular averaging
and method three, a weighted average with outlier subjects removed. Between
regular and weighted averaging we computed a percentile difference map over
a white matter mask to highlight the differences in estimates of both the group
mean and group standard deviations.

For both the all-subjects and outliers-removed subject groups, the variance
weighted mean is approximately lower across the artifact above the corpus
callosum and, to a lesser degree, over the left internal and external capsules.
For both groups, standard deviation estimates vary more between regular
and weighted averaging, with a lower weighted average across the white
matter artifact, equal values in most of the white matter and higher estimates
near the border with gray matter. Group statistics with a few outlier subjects
removed give lower averages and lower standard deviations for both weighted
and regular averaging. Removing the outlier subjects brings the regular and
weighted averages closer to each other, with percentile differences dropping by
at least half.

The white matter artifact is most present in the regular average over all subjects
(baseline), followed by regular averaging over the reduced group (artifact reduc-
tion method two), then by weighted averaging over all subjects (artifact reduc-
tion method one), and the artifact is least present in weighted averaging over the
reduced group (artifact reduction method three).
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Figure 4.7: Illustration of artifacts in the HCP MGH datasets using the Bingham-NODDI Fraction of
Restricted (FR) mean and standard deviation (std.) estimates from the MLE methodology. In the
top row, estimates for HCP MGH subject 1017, with an artifact across the corpus callosum. In the
middle row, estimates for HCP MGH subject 1016 with increased standard deviation estimates near
a ventricle. In the bottom row, estimates for HCP MGH subject 1016 with no artifacts visible in the
mean or standard deviation map.
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Figure 4.8: Group averages of Bingham-NODDI Fraction of Restricted (FR) estimates using the HCP
MGH data, once over all 35 subjects (left two columns) and once over only 30 subjects where 5 outlier
subjects have been removed (right two columns). First row, the regular mean and standard deviation,
second row, the variance weighted mean and standard deviations, final row, percentage difference
between regular and weighted averages. Point estimates and variances were computed using the
MLE methodology.
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4.4 Discussion
We evaluated parameter variance estimates as a quantification of parameter un-
certainties. We compared standard deviation estimates from Maximum Like-
lihood Estimation (MLE) plus the Fisher Information Matrix (FIM) to those of
Markov Chain Monte Carlo (MCMC) sampling and showed that both results are
identical in ∼98.7% of the voxels. In terms of computer processing time, the es-
timates of MLE+FIM computed about 38x faster than those of MCMC. We then
showed how data complexity and the signal-to-noise ratio can affect the param-
eter variances. Finally, we illustrated how the parameter variances can be ap-
plied in group studies to identify and downweight the effect of outliers, thereby
decreasing the variance in group estimates, leading to an increase in statistical
power of group studies.

4.4.1 Comparison of the FIM and MCMC
In general, we noted a close correspondence between the parameter distribution
estimates from the FIM and those from MCMC sampling, with an average sim-
ilarity of ∼98.7% across six models and two datasets. Compared on runtime,
computing MLE+FIM is about 38x faster than the use of MCMC, for comparable
results.

We made the explicit assumption that the parameter posterior distributions
would follow a Gaussian distribution with a single mode. Theoretically, only a
symmetrical distribution with a single mode would have an equal mode and
mean. Therefore, if the MLE point estimate, which attempts to find the mode
of the posterior, and the MCMC point estimate, which was computed here as
the mean of the sample distribution are equal, then this is evidence towards
symmetric single mode posteriors. Since our results from the FIM and MCMC
were highly comparable (i.e. up to 98.7% of points estimates were indeed nearly
equal), the Gaussian assumption is often confirmed. In the remaining 1.3% of the
voxels, it could either be that the parameter posteriors were not fully Gaussian
distributed, or that the posterior distributions were multi-modal. In the case of a
multi-modal distribution, the FIM will give variance estimates around a single
mode only, the mode found by the maximum likelihood routine. Our current
MCMC methodology would provide an average and variance over all modes.
To proper deal with multi-modal distributions when using MCMC, would
require fitting a multi-modal normal distribution to the MCMC samples. If
the parameters are not normally distributed, like for example near parameter
boundaries or with skewed posterior’s, the FIM no longer applies and MCMC
would require different post-processing of the samples.

Compared on signal-to-noise (SNR), we note that the FIM provides higher stan-
dard deviation estimates at low SNR (< 10) when compared to MCMC. These
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differences are small and quickly vanish for SNR ≥ 10. This follows results from
astrophysics, where they recommend a minimum SNR of 10 to compute vari-
ances using the FIM, in gravitational wave assessments (Rodriguez et al., 2013).

In general, both the FIM and MCMC give comparable answers and both can be
used for computing parameter standard deviations estimates to compute uncer-
tainty. The only essential difference is one of computation time, computing a
maximum likelihood point estimate together with the FIM is about 38x faster
than using MCMC. This was expected, MCMC is generally known to be a time-
consuming process, even when run on a GPU (Harms and Roebroeck, 2018). MLE
on the other hand can be applied very efficiently using a GPU (Harms, Fritz, et
al., 2017) and computing the FIM requires only a few extra function evaluations
(dependent on the number of parameters, see Appendix B.1).

4.4.2 Effects on estimates of the standard deviations

There are several model and data characteristics that can affect standard devia-
tion estimates, like data complexity, derived parameter maps and the signal-to-
noise ratio. In general, these effects apply equally to both the FIM and MCMC.

Concerning data dependency, as expected, standard deviation estimates on the
RLS-pilot dataset are generally higher than those on the HCP MGH dataset, re-
flecting a decrease in point estimate uncertainties with more data points. The
same holds for the relatively large standard deviations in the Tensor Fractional
Anisotropy (FA) estimates, since for the Tensor model we used only the data vol-
umes with a low b-value.

A higher variance can additionally be observed for parameter maps which are
not estimated directly but derived from the estimated parameters. This makes the
variance of such derived parameters maps also a function of multiple variances,
often leading to a higher total variance. This can for example be observed in the
Tensor FA measure. The same compound effect could apply to the variance of
the Fraction of Stick (FS) of the Ball&Stick models. For an increasing number of
Sticks, the variance in FS is also a function of multiple volume fractions, which
could increase the total variance.

For all models, parameter standard deviations are influenced by the signal-to-
noise (SNR) ratio of the data, with a low SNR (< 10) leading to a large increase in
standard deviations. Both shown in real and simulated data, the effect of SNR on
the standard deviation estimates seems to be more gradual after an SNR ≥ 20.
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4.4.3 Artifact detection
The computed parameter standard deviations (either from the FIM or MCMC)
could be used as a tool for detecting acquisition artifacts. In one provided ex-
ample (figure 4.7 top row), an artifact in the white matter was visible in both the
parameter estimate and in the standard deviation as a patch of high intensity vox-
els. In another example (figure 4.7 middle row), a patch of high intensity voxels
was visible in the standard deviation estimate but not in the parameter estimate
itself. As such, standard deviation maps have the potential to be more sensitive in
detecting white matter artifacts than point estimate maps themselves. A promis-
ing future development could be to include these standard deviation maps into
quality control frameworks (Bastiani et al., 2019; Z. Liu et al., 2010; Oguz et al.,
2014).

4.4.4 Increasing power in group studies
By weighing down voxels with a high standard deviation, weighted averaging
can reduce the effect of white matter artifacts, approach lower and more accu-
rate estimates of group variances and increase power of group statistics. In the-
ory, if the within group datapoints are distributed with the same mean, variance
weighted averaging promises the lowest possible variance in the group mean.
We observe this in large parts of the white matter where weighted averaging low-
ers the variance in the group average as expected, thereby indirectly increasing
power in group comparisons.

We have shown that some white matter artifacts are visible in the parameter stan-
dard deviation maps as patches of relatively large standard deviations. Since
variance weighted averaging automatically reduces the effects of outliers when-
ever they have a large variance, variance weighted averaging automatically re-
duces the presence of artifacts. Even after removing a few subjects with a similar
artifact, white matter averaging still reduces the presence of what appears to be a
lower-expressed artifact in the remaining subjects. Due to this mechanism, sub-
jects no longer need to be excluded from analysis, thereby improving the power
of one’s study.

Near the gray-white matter border we noticed some voxels where weighted aver-
aging provides a higher variance than regular averaging. Theoretically, weighted
averaging only predicts lower standard deviations if the points are distributed
with the same mean. Misalignment between subjects can cause a single voxel
to contain white matter for one subject and gray matter for another subject. Pa-
rameter estimates on such voxels will then be distributed with a different mean,
leading to a higher group standard deviation when applying weighted averaging.
This could be considered to be desirable, since such misalignment should not lead
to high certainty group results and is therefore downweighted by the weighted
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averaging. In other words, the weighted group standard deviation could diag-
nose alignment errors in group studies.

We note that although weighted averaging is shown here over subjects, weighted
averaging can also be applied within subjects. For example, when averaging vox-
els over a white matter tract. In essence, weighted averaging can be applied in
all cases where variances of an estimate are available. In the future this could be
applied to tract based microstructure or tractometry studies (Bells et al., 2011), for
tract based summary statistics with a lower variance.

4.4.5 Conclusions and recommendations
Considering the advantages in processing time and close correspondence to
Markov Chain Monte Carlo estimates, we recommend the use of the Fisher
Information Matrix theory to quantify the uncertainties in parameter estimates.
In individual subjects, the parameter standard deviations can help in detecting
white matter artifacts as patches of relatively large standard deviations. In group
statistics, we recommend using the parameter standard deviations by means of
variance weighted averaging. Doing so can reduce the overall variance in group
statistics and reduce the effect of data artifacts without discarding data from
the analysis. Both these effects can lead to a higher statistical power in group
studies.
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Chapter 5. MDT, the Microstructure Diffusion Toolbox

Abstract
We present the Microstructure Diffusion Toolbox (MDT), a framework and li-
brary for microstructure and diffusion modeling of Magnetic Resonance Imaging
(MRI) data. We designed MDT for robust and efficient model fitting, modular-
ity of models and optimization routines, and easy extensibility. This software
package focuses on parametric microstructure models, formulated as biophysical
multi-compartment models. Since these parametric models often share similar
structures, we designed a modeling framework to maximize the reuse of code. By
parallelizing computations on graphical processing units, this software greatly
reduces computation times. Since the available models and optimization algo-
rithms have been discussed in previous works, this work focuses on the design
concepts, user interfaces and application examples. MDT is free, open source and
well documented with installation steps for all major platforms and a step by step
user guide, available at: https://github.com/cbclab/MDT.
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5.1 Introduction
The Microstructure Diffusion Toolbox, MDT, is a software package dedicated to
microstructure and diffusion modeling of Magnetic Resonance Imaging (MRI)
data. We designed MDT for robust (i.e. lowest bias and variance), efficient (i.e.
fast), and flexible (i.e. applicable to many models) microstructure model fitting.
We provide a common platform for microstructure modeling with a multitude of
models already provided. For comparable results, all models can be processed
using the same noise models, non-linear optimization routines and MCMC sam-
pling routines. For maximum performance, all models and algorithms were im-
plemented with parallel processing capabilities, drastically reducing the runtime
of the computations. MDT combines flexible modeling with fast processing, tar-
geting both model developers and data analysts.

MDT focuses on parametric diffusion MRI models, formulated as biophysical
multi-compartment models. These models subdivide the MRI signal into a
weighted sum of compartments, inspired by different water pockets in biological
tissue like intra-axonal fluid, extra-cellular fluid, myelin pockets, glial cells and
cerebrospinal fluid (Assaf, Freidlin, et al., 2004; Assaf and Basser, 2005; Assaf,
Blumenfeld-Katzir, et al., 2008; Alexander, Hubbard, et al., 2010; Panagiotaki
et al., 2012; H. Zhang, Schneider, et al., 2012; Assaf, Alexander, et al., 2013;
Fieremans et al., 2013; De Santis, Drakesmith, et al., 2014; De Santis, Assaf, et al.,
2014; Jelescu, Veraart, Fieremans, et al., 2015). These models are typically of the
form:

S = S0

n∑
i=0

wiSi (5.1)

Where S0 is the signal for the non-diffusion weighted (or b0) acquisitions, wi the
volume fractions (signal weights, signal fractions or water fractions) and Si is the
signal function for the i’th of n total compartments (Harms, Fritz, et al., 2017).
Although there are many microstructure models available, these models often
share similar compartments. To be able to reuse previously implemented com-
partments, we designed a modeling framework specific for microstructure mod-
eling of diffusion MRI data. This modeling frameworks defines compartments as
separate identities which can then be combined into microstructure models using
a high level modeling language.

For maximum performance, all microstructure models and all analysis methods
where implemented for processing on graphical processing units (GPUs). Previ-
ous work has shown that GPUs can greatly reduce computation times by paral-
lelizing the computations over many processing cores (Harms, Fritz, et al., 2017;
Harms and Roebroeck, 2018; Hernández et al., 2013; Hernandez-Fernandez et
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al., 2018). Since most microstructure models consider the voxels to be indepen-
dent of each other, all voxels can be processed in parallel. In addition, intra-
voxel parallelization is possible wherever computations can be parallelized over
the MRI volumes. By making use of both these levels of parallelization, MDT
greatly reduces the computation times from days and hours to minutes and sec-
onds (Harms, Fritz, et al., 2017; Harms and Roebroeck, 2018). This work focuses
on the design concepts, user interfaces and application examples of MDT.

5.2 Design concepts
The software is split into two packages, the Microstructure Diffusion Toolbox
(MDT) and the Multi-threaded Optimization Toolbox (MOT), as illustrated in the
software overview in figure 5.1. The MDT package contains the microstructure
modeling framework while the MOT package contains the GPU accelerated opti-
mization and sampling algorithms. This division hides the complexity of the nu-
merical routines, allowing MDT to focus on user friendly microstructure model
formulation.

Both software packages are written in the programming languages Python and
OpenCL. The optimization and sampling routines in the MOT library are im-
plemented in OpenCL, a programming language specifically designed for high
performance computations. OpenCL can leverage both multi-core central pro-
cessing units (CPU’s) as well as graphical processing units (GPU’s) (Stone, Go-
hara, and Shi, 2010). GPU’s can process thousands of data points simultane-
ously, often allowing for large speed-gains compared to the traditional CPU’s.
Although OpenCL can be a very efficient language, it is very technical and deals
with multi-core hardware at a detailed level. To lower the technical expertise re-
quired for programming models in MDT, we wrapped the OpenCL functions in
Python code. Python is generally recognized as an easy to use programming lan-
guage and is widely used for scientific analysis, as for example in the neuroimag-
ing software packages Dipy (Garyfallidis et al., 2014) and Nipype (Gorgolewski
et al., 2011).

We first summarize the MOT package as it provides the numerical foundation
for the MDT package. All remaining subsections discuss various aspects of the
modeling framework in MDT.

5.2.1 The Multi-threaded Optimization Toolbox

The Multi-threaded Optimization Toolbox (MOT) contains all the numerical rou-
tines necessary for optimizing and sampling the models built in MDT. The MOT
package is a domain agnostic, general purpose numerical optimization library,
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Figure 5.1: Unified Modeling Language (UML) diagram of the MDT and MOT software packages,
in which diamond arrow are aggregation relations (has-a), open arrows are dependency relations
(depends-on) and closed arrows are usage relations (uses-a). Composite models are composed out
of one or more compartments and combined with a likelihood function. Compartment models are
composed out of two types of parameters, free and protocol parameters. Protocol parameters are
implicitly linked to the Input Data, an object containing all relevant data needed for model fitting and
sampling. Composite models can be optimized or sampled using the GPU accelerated routines from
the MOT package.

specialized in parallel processing. In contrast, MDT is a domain specific mi-
crostructure modeling toolbox and is invariant to the numerical library used for
processing the data. Although MDT can work with any numerical optimization
library, we primarily use MOT for the optimization and MCMC sampling due to
its parallel processing capabilities.

The advantage of providing MOT as a separate software package is that it opens
the possibility of using the developed parallel routines for purposes other than
that of MRI microstructure analysis. For example, in (Kashyap et al., 2018) the
authors use the MOT software package for combining the multiple channels of a
multi-channel functional MRI acquisition.

All routines in the MOT library are implemented in OpenCL. In addition to the
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choice of language (OpenCL), MOT puts strong emphasis on efficient processing.
For example, the numerical routine used to compute the Fisher Information Ma-
trix has been specifically adapted to only use the upper triangular elements of the
Hessian matrix. By recognizing the Hessian to be symmetric and subsequently
adapting the code we effectively halved the run time and storage space. Other
optimizations are caching common computations and using approximations to
costly functions wherever it can be done without sacrificing computational accu-
racy.

For maximum likelihood estimation, we (re-)implemented four different
optimization algorithms (Harms, Fritz, et al., 2017), the Powell (Powell, 1964),
Levenberg-Marquardt (Levenberg, 1944), Nelder-Mead simplex (Nelder and
Mead, 1965) and Subplex (Rowan, 1990) algorithms. For MCMC sampling
(Harms and Roebroeck, 2018), we implemented the Adaptive Metropolis
Within Gibbs (AMWG) (G. O. Roberts and Rosenthal, 2009), Single Component
Adaptive Metropolis (SCAM) (Haario, Saksman, and Tamminen, 2005), t-walk
sampler (Christen and Foxy, 2010) and Metropolis Within Gibbs (MWG)
(Ravenzwaaij, Cassey, and Brown, 2016). By default, MDT uses the Powell
routine for maximum likelihood estimations and the AMWG routine for MCMC
sampling (Harms, Fritz, et al., 2017; Harms and Roebroeck, 2018).

5.2.2 Providing the input data

All input data relevant for maximum likelihood estimation and MCMC sampling
are stored in a single data structure, called the InputData structure. This struc-
ture should at least contain the MRI volumes, the volume-by-volume acquisition
details, and a mask for marking the region of interest. It can optionally contain
a gradient deviations matrix, a noise standard deviation estimate and volume
weights.

The volume-by-volume acquisition details are primarily provided by the user in
a Protocol file, a tabular representation of the acquisition details with for every
measured volume a row and for every acquisition parameter a column. For ex-
ample, a simple protocol file containing only b-vectors and b-values looks like:

#gx,gy,gz,b
0.000e+00 0.000e+00 0.000e+00 0.000e+00
5.572e-01 6.731e-01 -4.860e-01 1.000e+09
4.110e-01 -5.254e-01 -7.449e-01 2.000e+09
...

A protocol file additionally containing diffusion times can be defined as:
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#gx,gy,gz,Delta,delta,b
-0.00e+0 0.00e+0 0.00e+0 2.18e-2 1.29e-2 0.00e+0
2.92e-1 1.71e-1 -9.41e-1 2.18e-2 1.29e-2 3.00e+9
-9.87e-1 -8.54e-3 -1.60e-1 2.18e-2 1.29e-2 5.00e+9
...

The first row of the protocol denotes the name of each of the columns. All other
rows contain the tabularized acquisition settings with values in the International
System of Units (SI) units. By matching column names with model parame-
ter names (see modeling section), columns in the protocol file are automatically
linked to model parameter, enabling flexibility in modeling and allowing MDT
process a variety of MRI modalities with a variety of changing acquisition param-
eters (such as echo time TE, repetition time TR, inversion time TI, mixing time TM
and flip angle alpha). The columns in the protocol are unordered and there can
be as many columns as desired, only the name of the columns, are significant.

Since every cell in the protocol file can have unique values, this format enables the
use of a variaty of diffusion MRI sampling schemes like cartesian q-space sam-
pling, single-shell or multi-shell sampling and sparse sampling schemes, such
as compressed sensing diffusion imaging. In most of these acquisition schemes,
the diffusion times and b-values are not constant over acquisitions, meaning that
MDT’s flexibility is required for analyzing multi-shell or compressed sensing
data.

For applications that demand a specific acquisition setting per voxel, MDT also
allows loading 3d or 4d volumes to the input data. These volumes can hold for
every voxel (and optionally every volume) a distinct protocol setting, enabling
the model to account for voxel-wise deviations in the acquisition settings, such as
those caused by gradient non-linearities or flip angle inhomogeneities. To save
memory, gradient non-linearities can also be represented as a gradient deviations
matrix, a 3d or 4d matrix with for every voxel, or optionally every volume a 3x3
matrix, with an affine transformation of the b-vectors and b-values.

The input data can additionally contain a noise standard deviation estimate and
volume weights.The estimate of the noise standard deviation is either given as
a scalar or as a voxel-wise volume. The noise standard deviations are used in
the likelihood model during model fitting and sampling. The volume weights
can be provided as a 4d volume, with for every voxel and volume a normalized
scalar which weights the objective function values per observation. These volume
weights can be used for voxel-wise compensation of artifacts or outlier volumes.
(Sairanen, Leemans, and Tax, 2018).
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5.2.3 Adding a microstructure model to MDT

Microstructure models in MDT are structured in three layers: parameters, com-
partment models and composite models, as shown in figure 5.1. The composite
models correspond to complete microstructure models from the literature, such
as NODDI (H. Zhang, Schneider, et al., 2012), CHARMED (Assaf and Basser,
2005) and Ball&Stick (Behrens et al., 2003). These composite models are build us-
ing compartment models, like the NODDI intra-cellular compartment (H. Zhang,
Schneider, et al., 2012) or the Ball and Stick compartments in the Ball&Stick model
(Behrens et al., 2003). Each compartment has its own set of parameters. These pa-
rameters are divided between free parameters and protocol parameters, where
free parameters indicate that the parameter needs to be estimated from the data
and protocol parameters represent known values such as acquisition parame-
ters.

Composite models

To illustrate modeling in MDT, we show how the Ball&Stick model can be imple-
mented in MDT. For one diffusion volume, the unidirectional Ball&Stick model
is mathematically defined as (Behrens et al., 2003):

S = S0 ∗
[
wBall ∗ e−bdBall + wStick ∗ e−bdStick(n·g)2

]
(5.2)

Here, S0 is the level of the unweighted signal or b0 volume, the w are volume
fractions that should sum to one, the diffusion b-value is given by b, and the d
parameters represent diffusivities. The diffusion gradient vector is given by g.
The expected direction of diffusion is given by n and is typically parameterized
as the spherical coordinates θ and φ. S0, w, d, and n are free parameters. The b
and g are protocol parameters (i.e. acquisition settings).

If we would abstract away the parameters in equation 5.2, we can identify the
following functional elements:

S = S0 ∗ [WeightBall ∗ Ball + WeightStick ∗ Stick] (5.3)

With the mapping S0 := S0, WeightBall := wBall, Ball := e−bdBall , WeightStick :=

wStick and Stick := e−bdStick(n·g)2 . In terms of multi-compartment modeling, we
identified the compartments Ball and Stick, each individually modulated by a
weight in a weighted-sum signal model. (Behrens et al., 2003). If we assume for
a moment that each of S0, Weight, Stick and Ball are defined in MDT, we could
implement equation 5.3 as:
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class BallStick(CompositeModelTemplate):
model_expression = '''

S0 * ( (Weight(w_ball) * Ball) +
(Weight(w_stick) * Stick) )

'''

This example defines the Ball&Stick model as a composite model by inheriting
from CompositeModelTemplate, using the model expression attribute. MDT
considers each of S0, Weight, Ball and Stick as a compartment, with its ow signal
equation, and the model expression allows arbitrary compositions of compart-
ments using the algebraic operators {∗, /,+,−}. To ensure unique compartment
names, the syntax ”Weight(w ball)” and ”Weight(w stick)” defines two separate
Weight compartments, with one Weight nicknamed ”w ball” and the other ”w -
stick”. The normalization rule for the weights (Behrens et al., 2003), i.e. all model
weights must sum to unity, is automatically handled by MDT.

Compartment models

The compartment models represent distinct parts of a model equation (Panagio-
taki et al., 2012). In the Ball&Stick example we recognized the compartments S0,
Weight, Ball and Stick. Each of these compartments need to be defined in MDT
before being used in a composite model. As an example, we show how the Stick
compartment can be implemented in MDT:

class Stick(CompartmentTemplate):
parameters = ('g', 'b', 'd', 'theta', 'phi')
dependencies = ['SphericalToCartesian']
cl_code = '''

float4 n = SphericalToCartesian(theta, phi);
return exp(-b * d * pown(dot(n, g), 2));

'''

This defines Stick as a compartment model by inheriting from Compartment-
Template. The list of parameters are references to parameter objects. The depen-
dencies attribute list functions this compartment model depends on. The ”cl -
code” attribute contains the OpenCL code for the compartment model, which in
this case implements the equation e−bd(n·g)2 .

Parameters

Each compartment model depends on one or more parameters. This can either be
free parameters or protocol parameters depending on their usage. Free parame-
ters can be defined as follows:
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class theta(FreeParameterTemplate):
init_value = PI / 2.0
lower_bound = 0
upper_bound = PI

This defines theta as a free parameter by inheriting from FreeParameterTem-
plate. Each free parameter must define an initialization value and a lower and
upper bound. Defining a parameters as a free parameter indicates that this pa-
rameter is meant to be estimated from the data.

Protocol parameters are defined as follows:

class b(ProtocolParameterTemplate):
pass

This defines b as a protocol parameter by inheriting from ProtocolParameterTem-
plate. No further definition is required for protocol parameters. Defining a pa-
rameter as a protocol parameter indicates that this parameter depends on pro-
vided acquisition data. Parameters of this type are automatically coupled to the
columns in the protocol file (see the section on providing the input data).

Extending the Ball&Stick model to multiple Sticks

Once defined, each of these components can be reused for new model defini-
tions. For example, after having defined all parameters and compartments for a
Ball&Stick model with a single Stick, extending this to a two Stick model can be
as simple as:

class BallStick_r2(CompositeModelTemplate):
model_expression = '''

S0 * ( (Weight(w_ball) * Ball) +
(Weight(w_stick0) * Stick(Stick0)) +
(Weight(w_stick1) * Stick(Stick1)) )

'''

By default, MDT ships with a large library of parameter definitions, compartment
models and composite models, allowing the user to quickly get started with im-
plementing a new model and easily compose new models using existing compo-
nents.
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5.2.4 Parameter dependencies
Some diffusion MRI microstructure models have dependencies between the pa-
rameters of different compartments. These dependencies can be shared parame-
ters, or represent complex combinations of multiple compartment parameters. To
keep the compartment models reusable, MDT supports parameter dependencies
in composite models.

Without any dependencies, MDT defines the NODDI model (H. Zhang, Schnei-
der, et al., 2012) as:

class NODDI(CompositeModelTemplate):
model_expression = '''

S0 * ((Weight(w_csf) * Ball) +
(Weight(w_ic) * NODDI_IC) +
(Weight(w_ec) * NODDI_EC))

'''

Where NODDI IC and NODDI EC are the compartment models of respectively
the intra-cellular and the extra-cellular water compartments (H. Zhang, Schnei-
der, et al., 2012).

To fully implement the NODDI model, we need to add the tortuosity assump-
tion to the model definition (H. Zhang, Schneider, et al., 2012). The tortuosity
assumption models the exchange of water between the intra-cellular and extra-
cellular compartments and is defined as:

dec⊥ = dec‖(wec/(wec + wic)) (5.4)

This states that the perpendicular diffusivity of the extra-cellular compartment
dec⊥ is fixed to the extra-cellular parallel diffusivity dec‖ multiplied by the ratio of
the extra-cellular water volume fraction. As such, dec⊥ is no longer a free param-
eter but is fixed to the value of the dependency formulation, i.e. it is calculated
from the values of the parameters dec‖ , wec, and wic and updated when the value
of any of these changes.

The tortuosity dependency can be added to our NODDI definition using the
fixes attribute of the composite model definitions. This attribute allows us
to define arbitrary parameter dependencies to the parameters of a compartment
model. The new model definition then becomes:
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class NODDI(CompositeModelTemplate):
model_expression = '''

S0 * ((Weight(w_csf) * Ball) +
(Weight(w_ic) * NODDI_IC) +
(Weight(w_ec) * NODDI_EC))

'''
fixes = {

'NODDI_EC.dperp0':
'NODDI_EC.d * w_ec.w / (w_ec.w + w_ic.w)'

}

Here, we use the naming format ”<compartment>.<parameter>” to refer to a
specific parameter of a specific compartment. For example, the string ”NODDI -
EC.dperp0” refers to the ”dperp0” parameter of the NODDI EC compartment,
which refers to the parameter dec⊥ in equation 5.4.

The ”fixes” attribute can also be used to fix parameters to constant values or to
lock parameters of two compartments together to ensure that they are optimized
as a single value. For example, the NODDI model sets the diffusivities of the
various compartments to a-priori values. Furthermore, the dispersion distribu-
tion and the orientation of the intra-cellular and extra-cellular compartments are
optimized together. These dependencies can be added to our NODDI implemen-
tation by changing the ”fixes” attribute of the NODDI model as follows:

class NODDI(CompositeModelTemplate):
...
fixes = {

'NODDI_EC.dperp0':
'NODDI_EC.d * w_ec.w / (w_ec.w + w_ic.w)',

'NODDI_IC.d': 1.7e-9,
'NODDI_EC.d': 1.7e-9,
'Ball.d': 3.0e-9,
'NODDI_EC.kappa': 'NODDI_IC.kappa',
'NODDI_EC.theta': 'NODDI_IC.theta',
'NODDI_EC.phi': 'NODDI_IC.phi'

}

5.2.5 Likelihood functions

Maximum likelihood estimation and MCMC sampling require the objective func-
tion to be stated in terms of a likelihood. Typical likelihood functions in MRI anal-
ysis are the Gaussian, Offset Gaussian and Rician (Alexander, 2009; Panagiotaki
et al., 2012; Harms, Fritz, et al., 2017) likelihoods, each differing in the way they
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account for the noise inherent to MR imaging. By default, MDT uses the Offset
Gaussian likelihood model (Harms, Fritz, et al., 2017). This can be changed by
defining the attribute likelihood_function of a composite model with the
name of another likelihood model. For example, to use a Rician noise model with
the Ball&Stick model defined earlier, we define the composite model as:

class BallStick(CompositeModelTemplate):
model_expression = '''

S0 * ( (Weight(w_ball) * Ball) +
(Weight(w_stick) * Stick) )

'''
likelihood_function = 'Rician'

5.2.6 Initialization methods

Previous work has shown that providing a good starting point for a model can
benefit the accuracy, precision and run time of non-linear optimization (Harms,
Fritz, et al., 2017), and increase convergence times for MCMC sampling (Harms
and Roebroeck, 2018). By default, when optimizing a model, MDT will initialize
any given model using an initialization dictionary, which functions similar to
the Cascade Initialize of previous work (Harms, Fritz, et al., 2017). Cascading
describes a method for obtaining a starting point for a complex model by first
fitting a simpler model.

The automatic initialization can be disabled, or be overruled by providing a user-
defined set of initialization values for the free parameters of a composite model.
Similarly, for MCMC sampling, the user can provide an initial starting point,
which is typically a maximum likelihood estimate from non-linear optimization.
For example, to optimize the NODDI model given some input data we can use
the following Python code:

mdt.fit_model('NODDI', input_data, 'output')

This would first compute a Ball&Stick model and use the angles of diffusion to
initialize the NODDI model, as described in (Harms, Fritz, et al., 2017). To disable
automatic initialization, we can use:

mdt.fit_model('NODDI', input_data, 'output',
use_cascaded_inits=False)

Alternatively, if we would like to use the default initialization but overwrite the
initial values for the NODDI orientation angles, we can use:
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mdt.fit_model(
'NODDI', input_data, 'output',
initialization_data={

'inits': {'NODDI_IC.theta': np.array(...),
'NODDI_IC.phi': np.array(...)}

}
)

The last example would run a Ball&Stick estimate first, use that to initialize the
angles and then overwrite that with the provided angles.

5.2.7 Defining automatic post-processing

Various microstructure models in diffusion MRI describe scalar maps that are not
estimated directly but are computed from the estimated parameters after opti-
mization or MCMC sampling. For example, the Orientation Dispersion Index
(ODI) of the NODDI model is defined as (H. Zhang, Schneider, et al., 2012):

ODI =
2

π
arctan(1/κ) (5.5)

and can only be computed after optimization or MCMC sampling of the κ pa-
rameter of the NODDI model.

To automate the computation of additional maps, MDT allows defining post-
processing routines for the composite models. For example, to automatically
compute the ODI after optimizing the parameters of the NODDI model, we add a
new function to the extra_optimization_maps attribute of the NODDI com-
posite model:

class NODDI(CompositeModelTemplate):
...
extra_optimization_maps = [compute_odi]

where compute_odi is a function accepting a dictionary of input maps and re-
turns a dictionary of output maps:

def compute_odi(results):
kappa = results['NODDI_IC.kappa']
return {'ODI': (2 / pi) * arctan2(1.0, kappa)}

The extra_optimization_maps attribute allows multiple post-processing
routines to be defined, and each routine can return multiple data volumes.
Optionally, these post-processing routines can also be added to the
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compartments models, allowing the post-processing routines to be reused by all
composite models that use that compartment model. For post-processing the
results of MCMC sampling, the same feature exists based on sampling results
and can be defined with the extra_sampling_maps attribute.

Supplementary to these extra maps, MDT always computes a few generic statis-
tical maps after optimization or MCMC sampling. Additional results after opti-
mization include the variances and co-variances of each of the estimated model
parameters (computed using the Fisher Information Matrix, see Chapter 4), the
log-likelihood of the estimate and the Bayesian Information Criterion (Schwarz,
1978). These additional results are written as additional nifti files. Additional
results after MCMC sampling include an estimation of the effective sample size
(Harms and Roebroeck, 2018), a maximum a posteriori estimate, a maximum log-
likelihood estimate, the average acceptance rate, and a univariate normal fit to
the samples of each of the parameters of a model, providing a Gaussian mean
and Guassian standard deviation for each sampled free parameter.

5.3 Interfaces to MDT
MDT offers several interfaces for data processing and data visualization. Each of
these interfaces differs in ease-of-use, complexity and programming freedom. For
single subject data exploration there is a user friendly graphical user interface and
a command line interface. For access to all features there is a well documented
Python programming interface. For large group studies there is a batch fitting
routine. For visualizing results, MDT offers a data visualization tool.
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5.3.1 Graphical interface
The graphical interface allows single subject MRI analysis without in depth
knowledge of programming. To obtain a maximum likelihood estimate of your
model using the GUI you only need to provide the (pre-processed) MRI data and
your acquisition settings. The GUI then guides you through the steps needed to
fit your desired model to the dataset. For feature reuse, the GUI automatically
creates a Python and a Bash/command line script file allowing reproducibility
of the model fitting using a script. Figure 5.2 illustrates the GUI.

Figure 5.2: A screenshot of the MDT GUI
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5.3.2 Command line interface
MDT has a rich selection of command line functions, allowing you to generate
protocol files, create brain masks, apply mathematical operations on nifti files and
fit a model. Code listing 5.1 illustrates the steps from data to model fitting using
the MDT example data. The commands in code listing 5.1 can be executed in a
command line console, like the bash shell on Linux or Mac, or the cmd prompt
on Windows.

1 mdt-get-example-data /tmp
2

3 mdt-create-protocol b1k_b2k.bvec b1k_b2k.bval
4

5 mdt-create-mask data.nii.gz data.prtcl
6

7 mdt-model-fit NODDI \
8 b1k_b2k_example_slices_24_38.nii.gz \
9 b1k_b2k.prtcl \

10 data_mask.nii.gz
11

12 mdt-view-maps output/BallStick_r1

Listing 5.1: Command Line Interface (CLI) example of fitting NODDI to the MDT example data. Line
1 loads the example data, line 3 prepares the protocol, line 5 prepares the mask and line 7 to 10 fits the
NODDI model to the data. Line 12 opens the MDT maps visualizer for inspecting the results.

5.3.3 Python interface
The Python interface provides access to all features of MDT, including model
fitting and MCMC sampling. Code listing 5.2 illustrates the steps from data
to model fitting using the MDT example data, following the same steps as the
command line example above. The code in listing 5.2 can easily be extended to
MCMC sampling, as shown in listing 5.3
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1 import mdt
2

3 mdt.get_example_data('/tmp')
4

5 protocol = mdt.create_protocol(
6 bvecs='b1k_b2k.bvec',
7 bvals='b1k_b2k.bval',
8 out_file='b1k_b2k.prtcl')
9

10 mdt.create_median_otsu_brain_mask(
11 'b1k_b2k_example_slices_24_38',
12 'b1k_b2k.prtcl')
13

14 input_data = mdt.load_input_data(
15 'b1k_b2k_example_slices_24_38',
16 'b1k_b2k.prtcl',
17 'b1k_b2k_example_slices_24_38_mask')
18

19 mle = mdt.fit_model(
20 'NODDI', input_data, 'output')
21

22 mdt.view_maps(mle)

Listing 5.2: Python interface example of fitting NODDI to the MDT example data. Line 3 loads the
example data, line 5 to 8 prepares the protocol, line 10 to 12 prepares the mask, line 14 to 17 load all
the data into a structure and line 19 and 20 fit the NODDI model to the data using the prepared data.
Line 22 opens the MDT maps visualizer for inspecting the Maximum Likelihood Estimate (mle).

23 ...
24

25 samples = mdt.sample_model(
26 'NODDI', input_data, 'output',
27 nmr_samples=1000,
28 burnin=0,
29 thinning=0,
30 initialization_data={'inits': mle}
31 )

Listing 5.3: MCMC sampling the NODDI model on the bundled MDT example data using Python.
This code listing extends listing 5.2 with MCMC sampling. In this example we sample the NODDI
model with 1000 samples without thinning and burn-in.
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5.3.4 Batch fitting
For ease of use with group studies or population studies, MDT has batch fitting
functionality that can automatically detect common directory layouts and auto-
matically load each subject’s data. A specific batch profile for the Human Con-
nectome Project (HCP) studies is included, allowing MDT to automatically load
all the subjects of the HCP MGH (Fan et al., 2016) and HCP WuMinn (Van Essen
et al., 2012) studies. As an example, to fit the NODDI model to all HCP MGH or
HCP WuMinn subjects the following command suffices:

mdt-batch-fit /hcp_data_dir/ NODDI

This command automatically detects the correct study and fits the selected model
to all the subjects. This process can be interrupted and resumed at a later stage
without losing intermediate results.

Since group studies often have a unique directory layout, MDT can recognize
studies based on the directory layout described in the batch profiles. New batch
profiles can be added dynamically, allowing the extension of this functionality to
custom group studies.

5.3.5 Map visualizer
To visualize the scalar maps resulting from model fitting or sampling, MDT offers
a visualization tool called the MDT maps visualizer. This visualization program
is meant to visualize a single slice of multiple scalar maps for comparison across
parameters, as illustrated in figure 5.3.

The provided data is plotted according to a text based plot configuration based on
the YAML syntax (https://yaml.org/). This allows scripting figure plots and storing
repeatable plot configurations for later reference. As an example, given the data,
the results of figure 5.3 can be reproduced exactly by loading the configuration of
listing 5.4 in the visualizer.
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Figure 5.3: A screenshot of the MDT Maps visualizer showing model fitting results of the NODDI
model on the NODDI example data (H. Zhang, Schneider, et al., 2012; Winston et al., 2014).
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maps_to_show: [NDI, ODI, w_ic.w, w_ic.w.std]
slice_index: 25
zoom:

p0: {x: 27, y: 21}
p1: {x: 99, y: 118}

map_plot_options:
NDI:

scale: {use_max: true, use_min: true,
vmax: 1.0, vmin: 0.0}

ODI:
scale: {use_max: true, use_min: true,

vmax: 1.0, vmin: 0.0}
w_ic.w:

scale: {use_max: true, use_min: true,
vmax: 1.0, vmin: 0.0}

w_ic.w.std:
scale: {use_max: true, use_min: true,

vmax: 0.05, vmin: 0.0}

Listing 5.4: Example of a plot configuration for the MDT map visualizer. By storing the configurations,
plots can be reproduced exactly.
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5.4 Application examples
To demonstrate the flexibility of MDT with specific software, hardware setups,
and models, we applied MDT to a range of datasets using multiple software and
hardware combinations. The following subsections show a variation of examples,
with each example using different data, software configurations and with varying
hardware. Table 5.1 shows an overview of the the models, software and hardware
settings used to compute each of the results.

Model Likelihood
model

Estimation
routine

Hardware Operating
system

NODDI Rician Levenberg-
Marquardt

AMD Fury
X

Linux

CHARMED in3 Offset-
Gaussian

AMWG
(MCMC)

NVIDIA
Tesla K40c

Windows

Bingham-NODDI Gaussian Powell Intel Xeon
E5-2650v3

Windows

Table 5.1: Overview of the software settings and hardware we used to compute each of the application
examples.
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5.4.1 NODDI
Figure 5.4, shows MDT NODDI fitting results on the example data pre-supplied
with the NODDI Matlab toolbox (H. Zhang, Schneider, et al., 2012; Winston et al.,
2014), a two-shell dataset with 24 b-val 700s/mm2, 48 b-val 2000s/mm2, and 9
b0 measurements (Winston et al., 2014). For these results we used the Levenberg-
Marquardt optimization routine, the Rician likelihood model and computed it
using an AMD Fury X graphics card on Linux. The total run time for whole
brain fitting was 3 minute and 1 second. If we instead of Levenberg-Marquardt
we would have used the Powell routine, the runtime would have dropped to 1
minute and 15 seconds, as computed on a single AMD Fury X graphics card.

Figure 5.4: NODDI Neurite Dispersion Index (NDI) and Orientation Dispersion Index (ODI) results
computed on the NODDI example dataset, using the Levenberg-Marquardt optimization method
with the Rician likelihood model using an AMD Fury X graphics card running on Linux.
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5.4.2 CHARMED in3
To illustrate the use of the MCMC sampling options in MDT, we sampled the
CHARMED in3 model (Assaf and Basser, 2005) on subject mgh 1003 of the HCP
MGH datasets (Fan et al., 2016). This dataset is from the MGH study of the
Human Connectome Project (HCP), scanned at 1.5mm isotropic with 4 shells of
b=1000, 3000, 5000, 10,000, s/mm2, with respectively 64, 64, 128, 393 directions
and with 40 b0 volumes. The high b-values make this dataset well suited for
the CHARMED models which require such high b-values. The CHARMED
model can be defined using one or more intra-neuronal compartments meant
to resolve one or more fibre organizations (Assaf and Basser, 2005). We used
the CHARMED model with three intra-neuronal compartments, signified as
CHARMED in3 (Harms, Fritz, et al., 2017). We sampled this model using the
default MCMC sampler in MDT using 10k samples with a burnin of 200 samples
and using a maximum likelihood estimate as starting point, computed using
an NVIDIA Tesla K40c graphics card. After sampling, MDT automatically
computed a mean and standard deviation of the Fraction of Restricted (FR).

Figure 5.5: Three intra-neuronal compartment CHARMED Fraction Of Restricted (FR) mean and stan-
dard deviation maps computed using MCMC sampling on an HCP MGH dataset mgh 1003 (Fan et
al., 2016), This example used the Offset-Gaussian likelihood model and was computed on an NVIDIA
Tesla K40c graphics card running on Microsoft Windows.
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5.4.3 Bingham-NODDI
To illustrate the use of the batch fitting functionality in MDT, we computed
Bingham-NODDI on one of HCP Wu-Minn datasets using the command:

mdt-batch-fit /wuminn_data_dir/ BinghamNODDI

This command suffices to compute the Bingham-NODDI (Tariq et al., 2016) on
all 1200 subjects of the HCP Wu-Minn study (Van Essen et al., 2012). Each of
these datasets is acquired at a resolution of 1.25mm isotropic with three shells of
b=1000, 2000, 3000 s/mm2, with 90 directions each and 18 b0 volumes. Figure 5.6
shows the hindered volume fraction (fhindered) of Bingham-NODDI model fitted
on HCP Wu-Minn subject 100307. For these results we adapted the Bingham-
NODDI to use an Gaussian likelihood model and then fitted it with the Powell
routine using all ten cores of an Intel Xeon E5-2650v3 processor. After model fit-
ting, MDT automatically computes a standard deviation estimate using the the-
ory of the Fisher Information Matrix (see Chapter 4).

Figure 5.6: Bingham-NODDI hindered volume fraction (fhindered) and corresponding standard de-
viation computed using the Powell optimization routine and Fisher Information Matrix, using the
Gaussian likelihood model. This example is computed using an Intel Xeon E5-2650v3 CPU running
on Microsoft Windows with diffusion MRI data from subject 100307 of the Wu-Minn data project (Van
Essen et al., 2012).
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5.4.4 Different data

Besides diffusion data, MDT can be used for other types of data and new models
can be easily added. Pilot analysis have been performed for ex-vivo data, cortical
diffusion analysis, mouse brains, monkey brains and spinal cord data, with vary-
ing MRI scanners ranging from 1.5T to 9.4T. As such we expect MDT to function
with various kinds of data, scanned with various MRI scanners.

5.5 Discussion

We presented the design concepts and usage interfaces of the Microstructure Dif-
fusion Toolbox (MDT), concluding with a few application examples. We showed
how the modeling framework allows easy definition of microstructure models
using multiple layers of reusable components. To use these models for data anal-
ysis purposes we illustrated the graphical user interface, the command line inter-
face and the Python programming interface. As application examples we applied
MDT to multiple datasets using multiple models using varying hardware config-
urations.

For GPU accelerated processing we presented a second toolbox called the Multi-
threaded Optimization Toolbox (MOT). This package is used by MDT for all non-
linear optimization and MCMC sampling of microstructure models. MOT is a
pure numerical optimization package, agnostic of MRI microstructure modeling.
By splitting the software stack into MDT and MOT we open the possibility of
using the developed parallel routines for purposes other than that of MRI mi-
crostructure analysis. For example in (Kashyap et al., 2018) the authors use the
MOT software package for combining the multiple channels of a multi-channel
functional MRI acquisition. Potential other applications could be with genetical
data or geological data.

A few other toolboxes with a similar purpose as MDT have been presented in
the past (Cook et al., 2006; Fick, Wassermann, and Deriche, 2018; Hernandez-
Fernandez et al., 2018). Although more verbose, the modeling framework in
(Cook et al., 2006) is similar to that of MDT in that they also define composite
models as a combination of compartments. In contrast to MDT, their software
includes no GPU acceleration and is more rigid in the types of MRI data accepted
as input. In (Fick, Wassermann, and Deriche, 2018), the authors propose an alter-
native modeling framework, but this toolbox does not include any parallelization
strategies. The software presented in (Hernandez-Fernandez et al., 2018) includes
GPU accelerated model fitting, but their modeling framework is not as advanced
as that of (Cook et al., 2006; Fick, Wassermann, and Deriche, 2018) or that of MDT.
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Their applicability is also limited to NVIDIA hardware and to the Linux operat-
ing system. In contrast, MDT works on Intel, AMD and NVIDIA hardware and
on the Windows, Linux and Apple OSX operating systems.

Future extensions to the modeling framework can include multi-modality fitting.
Diffusion MRI is relatively insensitive to water in the myelin compartment, due
to its very low T2, but relatively sensitive water in the intra- and extra-cellular
compartments. Other modalities like susceptibility MRI, quantitative magnetic
transfer imaging, and myelin water imaging are relatively sensitive to myelin
and not as sensitive to intra and extra celluar compartments. These differences in
contrast may prove beneficial in joint multi-modal analysis. Although MDT al-
ready offers susceptibility MRI and quantitative magnetic transfer models, it has
no support yet for conjoint analysis. Future work can extend the current mod-
eling framework to support fitting multiple models (with shared parameters) to
multiple datasets at the same time.
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Summary and Discussion
The primary aim of this thesis was to improve the robustness and efficiency of
the methods used in diffusion MRI microstructure modeling. A secondary aim
was to provide the community with software to utilize the findings of this work.
For the primary aim we studied maximum likelihood estimation in Chapter 2,
MCMC sampling in Chapter 3 and uncertainty estimation in Chapter 4. For
the secondary aim we created the Microstructure Diffusion Toolbox, discussed
in Chapter 5. The first section of this chapter summarizes the scientific contribu-
tions of each of the individual chapters. The second section discusses this thesis
and provides an outlook for future work in microstructure modeling.

6.1 Summary

Chapter 2: Robust and fast nonlinear optimization of diffusion MRI
microstructure model

Most of the authors in microstructure modeling prefer the use of non-linear opti-
mization routines for their microstructure modeling. Often mentioned optimiza-
tion routines are the Levenberg-Marquardt (Jespersen et al., 2010; Assaf, Freidlin,
et al., 2004; Assaf, Blumenfeld-Katzir, et al., 2008) and Nelder-Mead Simplex rou-
tine (Landman, Bazin, and Prince, 2007). The initialization strategy is often not
specified, although some authors mention a grid search prior to optimization (H.
Zhang, Schneider, et al., 2012). In Chapter 2 we studied these two aspects of
non-linear optimization, the choice of optimization routine and the choice of ini-
tialization strategy.

We tested three optimization routines against each other on a multitude of mod-
els and datasets, the Levenberg-Marquardt, Nelder-Mead simplex and a newly
proposed routine, the Powell method. Based on robustness, accuracy, precision
and run time we recommend the Powell method as preferred optimization rou-
tine for dMRI modeling. We recommend using a single optimization strategy for
all microstructure models in a study to minimize possible bias from the optimiza-
tion strategy.

We recommend the use of cascades as an initialization strategy. In cascaded op-
timization, the parameters of a complex model are initialized with correspond-
ing and already estimated parameters of a simpler model. Applied recursively,
this can lead to a cascade of models to fit, with each new model slightly more
complex than the previous model. As an extension to cascaded initialization, we
proposed fixing the diffusion orientation estimates of a model using orientations
from Ball&Stick estimates. Fixing the orientation parameters reduces the degrees
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of freedom in a model, improving run time and fitting robustness of the remain-
ing parameters.

Chapter 3: Robust and fast Markov Chain Monte Carlo sampling of
diffusion MRI microstructure models

Some authors prefer the use of MCMC sampling for their model fitting purposes
(Behrens et al., 2003; Sotiropoulos et al., 2013; Wegmann, Eklund, and Villani,
2017). Whereas maximum likelihood estimation provides only a point estimate
of the fitted model parameters, MCMC recovers the entire posterior distribution
of the model parameters given the data. In addition to a point estimate, the pos-
terior distribution provides parameter uncertainties and parameter correlations.
The aim of chapter 3 was to provide a generally applicable, scientifically vali-
dated MCMC methodology for microstructure modeling. To this end, we stud-
ied several methodological aspects of MCMC including the choice of proposal
distribution, burn-in, thinning and number of samples to draw.

There are many different MCMC strategies proposed in the literature, each de-
fined uniquely by their proposal distribution. In Chapter 3 we focused on self ad-
justing univariate proposal distributions and recommend the Adaptive Metropo-
lis Within Gibbs routine based on its theoretical soundness and its general robust
performance. For burn-in and thinning we provide empirical and theoretical ar-
guments against their use and recommend to use them sparingly, if at all. To
determine the number of MCMC samples to draw, we propose the effective sam-
ple size theory to predict the number of samples required for the estimate of the
posterior to reach a predetermined precision.

Chapter 4: Fast quantification of uncertainty in non-linear diffusion
MRI models

Parameter uncertainties are typically ignored in diffusion MRI studies, although
recognized for their benefits in functional MRI (Chen et al., 2012; Woolrich et al.,
2004). In Chapter 4 we discuss and compare two methods for computing parame-
ter uncertainties, the Fisher Information Matrix (FIM) and MCMC sampling. We
then show how these uncertainty estimates could be used for artifact detection
and increasing the power in group studies.

We first compared the FIM against gold standard MCMC using multiple datasets
and models. We show that the parameter uncertainties obtained using the FIM
show close correspondence to that of MCMC, yet computed in only a fraction
of the time. We then proposed two use cases for the computed parameter un-
certainties, artifact detection and variance reduction in group statistics. Results
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show that parameter uncertainties are often high in regions with white matter ac-
quisition artifacts, allowing the uncertainties to be used for single subject artifact
detection. For group studies we recommend the use of variance weighted aver-
aging. Doing so can reduce the overall variance in group statistics and reduce
the effect of data artifacts without discarding data from the analysis. Since the
power of a study depends partially on the variance in the estimates, lowering the
variance in group statistics increases the power of a study.

Chapter 5: MDT, the Microstructure Diffusion Toolbox

To make the findings in this thesis reproducible and easily applicable to other
studies, we additionally present our research findings in the form of a software
package. This software package, the Microstructure Diffusion Toolbox (MDT) is
dedicated to diffusion MRI microstructure modeling. Since the models and algo-
rithms in MDT have been discussed in the previous chapters, Chapter 5 focuses
on the design concepts, user interfaces and application examples of MDT.

This software package contains all the optimization and MCMC sampling rou-
tines mentioned in this thesis. By default, it uses the Powell optimization routine
and the Adaptive Metropolis Within Gibbs sampling routine for all microstruc-
ture fitting and MCMC sampling purposes. In addition, MDT automatically com-
putes parameter uncertainties using the Fisher Information Matrix after every
microstructure model optimization.

Unique to MDT is the combination of high level model definitions with high per-
formance parallel processing. For maximum performance, we re-implemented
all models and methods for execution on graphical processing units (GPU’s). Us-
ing GPU’s, MDT can process thousands of voxels simultaneously, making it one
of the fastest microstructure modeling tools currently available. To hide away
most of the GPU programming complexity, we created a microstructure model-
ing framework. Users can interact with this modeling framework using the high
level Python programming language, while MDT creates the necessary GPU code
in the background.

6.2 Discussion
6.2.1 Limitations

A large part of this thesis was dedicated to evaluating different optimization and
MCMC sampling routines for their use in microstructure modeling. Although
time did not permit us to evaluate all available routines, it can still be considered
a limitation of this thesis.
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To make this research feasible, we re-implemented several optimization and sam-
pling routines in a language suitable for execution on GPU’s. Without the speed-
up of GPU’s, some of the experiments in this thesis would have computed for
over sixty weeks instead of one week. While this speed-up is a virtue, the need
to re-implement all the optimization and sampling routines put a constraint on
the choice of algorithms. For example, the optimization routine we currently rec-
ommend for microstructure modeling is the Powell conjugate gradient method
(Powell, 1964). This is a relatively straightforward optimization routine with a
small codebase and low memory requirements, making it ideal for GPU pro-
gramming. Nevertheless, this routine is from 1964 and is superseded by later
algorithms such as NEWUOA (Powell, 2006) and LINCOA (Powell, 2015) from
the same author. These routines are also vastly more complex than the conjugate
gradient method so we decided to focus on the simpler algorithms first.

The choice in optimization routines was also limited by a methodological choice.
That is, we only compared local optimization routines and deliberately ignored
global optimization routines like simulated annealing (Bohachevsky, M. E. John-
son, and Stein, 2008), self-organizing migrating algorithm (Zelinka, 2004) and
particle swarm optimization (Eberhart and Kennedy, 2002). There are two major
justifications for this choice. First, global optimization routines are rarely used
and most microstructure modeling authors prefer the use of local optimization
routines (Assaf, Freidlin, et al., 2004; Assaf, Blumenfeld-Katzir, et al., 2008; Jes-
persen et al., 2010; Landman, Bazin, and Prince, 2007). Second, if the function
is well behaved or if a local optimum is good enough, these global optimization
routines may not be as fast as local optimization routines in finding the local op-
timum.

The MCMC comparisons were limited by similar constraints and choices as with
the optimization routines. That is, we re-implemented several MCMC samplers
to benefit from the speed-up provided by GPU’s, and this constraint our choice
in sampling routines. As a methodological choice we decided to only compare
univariate updating MCMC samplers, thereby ignoring multivariate updating
MCMC samplers like the t-walk sampler (Christen and Foxy, 2010) and the No-
U-Turn sampler (Hoffman and Gelman, 2011). This choice for univariate updat-
ing MCMC samplers is partly justified by previous work, as most microstructure
modelers use univariate MCMC samplers (Behrens et al., 2003; Sotiropoulos et
al., 2013; Wegmann, Eklund, and Villani, 2017).

6.2.2 Future research

The tools developed in this thesis can potentially be extended to different
branches of MRI research. Here we hope to give an overview of ideas for future
research which build upon the work of this thesis.
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Future extensions to MDT could include multi-modality fitting, i.e. fitting multi-
ple models (with shared parameters) to multiple datasets at the same time. Due
to its very low T2, diffusion MRI is relatively insensitive to the myelin compart-
ment but relatively sensitive to the size of intra- and extra-cellular compartments.
Other modalities like susceptibility MRI, quantitative magnetic transfer imaging,
and myelin water imaging are relatively sensitive to myelin and not as sensitive
to the compartment sizes. These differences in contrast may prove beneficial in
joined analysis. MDT already offers multiple susceptibility MRI and quantita-
tive magnetic transfer models that can be combined with diffusion MRI models.
For example, MDT already includes the time-dependent ActiveAx method (De
Santis, D. K. Jones, and Roebroeck, 2016), a multi-modality relaxometry and dif-
fusion model. At the moment defining these joined models is relatively involved
because MDT was designed around single dataset, single model fitting. Future
work could extend the current modeling framework to support simultaneous fit-
ting of multiple models to multiple datasets, providing a cleaner programming
semantic.

Another possible line of research is including Automatic Differentiation to MDT.
Automatic Differentiation (AD) can compute the derivative of a computer pro-
gram by making repetitive use of the chain rule (Wengert, 1964; Griewank, 1989).
This technique has the performance and exactness of analytical derivatives with-
out needing to program the derivative explicitly. We currently use numerical
derivatives to compute the first derivatives in the Levenberg-Marquardt routine
and the second derivatives for the Fisher Information Matrix. The use of AD
would make these derivatives more accurate and faster to compute.

The modeling framework in MDT could also be used for experimental design op-
timization, similar to (Alexander, 2008). In a typical dMRI study, the experimental
design is based on expert knowledge. That is, given the desired microstructure
model, a dMRI expert will propose acquisition settings such that the acquired
data has sufficient information to fit the desired microstructure model. The key
idea in experimental design optimization is to take a more systematic approach
to the choice of acquisition settings. Instead of an expert, experimental design op-
timization systematically optimizes the acquisition settings such that the chosen
model can be fitted more precisely to the acquired data. With a large collection of
models and the possibility of computing the Cramér Rao Lower Bound, MDT is
a highly suitable toolbox for implementing experimental design optimization.

At the moment MDT is very focused on processing microstructure models which
use signal equations. An alternative class of models that could be added to MDT
are simulation based models like Extended Phase Graphs (Weigel, 2015). Instead
of a model equation, this class of models simulate the state and relaxation of wa-
ter molecules with the tissue specifications as free parameters. Since this kind of
models simulate a physical process they are often slower to compute than signal
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equation models. The use of GPU’s could prove beneficial to this class of models
as well.

Another model fitting paradigm suitable for inclusion in MDT would be MR fin-
gerprinting (Ma et al., 2013). This technique first prepares a dictionary of possible
signal evolutions. A matching or pattern recognition algorithm is then used to se-
lect a signal vector or a weighted set of signal vectors from the dictionary that best
correspond to the observed signal evolution (Ma et al., 2013). Both the dictionary
creation step as well as the pattern recognition step can potentially be accelerated
using GPU programming.

There are other optimization approaches for microstructure modeling which
avoid the use of non-linear optimization altogether. These approaches typically
linearize the optimization problem (Daducci et al., 2015; Canales-Rodrı́guez
et al., 2015; Novikov, Jelescu, and Fieremans, 2015). For instance, AMICO
(Daducci et al., 2015; Canales-Rodrı́guez et al., 2015) constructs a convex
formulation with a single global minimum by choosing a finite dictionary of
atoms. This technique has already been successfully applied to the NODDI,
ActiveAx (Daducci et al., 2015) and VERDICT (Bonet-Carne, Johnston, et al.,
2019) models. It might be possible to extend the modeling framework in MDT to
include convex formulations of each of the compartments. This could effectively
lead to a generalized AMICO implementation with GPU accelerated model
fitting, built on top of MDT.

In the current MCMC sampling approach we initialize the MCMC sampler us-
ing a point estimate derived from a prior maximum log likelihood estimate. This
initialization could be extended to also initialize the parameter priors and param-
eter proposal distributions based on parameter uncertainty estimates. Or, from
a more Bayesian viewpoint, the priors of a model could be set to posterior esti-
mates of a simpler model, similar to our cascaded initialization technique from
Chapter 2. This could increase efficiency of the MCMC sampler by restricting the
search to known high probability areas.

The results of this thesis could also be interesting to tractometry (Bells et al., 2011)
frameworks. Tractometry is a method which maps voxel-wise microstructure
measurements on reconstructed white matter pathways. In effect, this provides
a tract based assessment of the underlying microstructure. In Chapter 2 we dis-
cussed ”cascade fixed” as a method to fix the axonal orientations of a complex
model based on orientation estimates from a simpler model. We hinted that
this technique could prove essential in correctly mapping microstructural mea-
surements of a complex model on white matter pathways reconstructed using
another, simpler model. The uncertainty measurements from Chapter 4 could
additionally be mapped to the white matter pathways, to provide tract-wise mi-
crostructure measurement uncertainty.
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6.2.3 Conclusion
Diffusion MRI promises a structural understanding of the human brain with nu-
merous applications in both scientific and clinical disciplines. However, the inter-
pretation of dMRI images is not a straightforward process and requires modeling
of the dMRI signal. While the primary focus is often on the choice of models,
small implementation differences and choice of algorithms can make modeling
results irreproducible and incomparable between software packages. A single
shared modeling framework, like the one proposed in this thesis, can merge the
knowledge from both the model developers and the computer scientists, provid-
ing a solid foundation for future dMRI applications.
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Appendix to Chapter 2

A.1 Parameter transformations
To enforce boundary conditions on the parameters and to scale the parameters
to a range better suited for optimization, we use encoding and decoding trans-
formations on the model parameters. Table A.1 shows the model encoding and
decoding transformations used in this work. For models that share the same
parameter and that have a different transformation we have listed the specific
transformation per parameter. The cosine and sin transformations are used to
restrain the parameter within a given set of lower and upper bounds. The sin
encode transformation f̄sin(x) is generated by:

f̄sin[lb,ub](x) = arcsin

√∣∣∣∣ x− lb

ub− lb

∣∣∣∣ (A.1)

and the sin decoding transformation is given by fsin:

fsin[lb,ub](x̄) = sin2(x̄) · (ub− lb) + lb (A.2)

with a similar transformation for f̄cos and fcos.
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Parameter Model (& com-
partment)

Encoding trans-
formation

Decoding
transformation

d‖ Tensor f̄sin[0, 10−10] fsin[0, 10−10]

d⊥1 Tensor f̄sin[0, 10−10] fsin[0, 10−10]

d⊥2 Tensor f̄sin[0, 10−10] fsin[0, 10−10]

ψ - ψ̄ = |ψ|mod π ψ =
∣∣ψ̄∣∣mod π

θ - θ̄ = |θ|mod π θ =
∣∣θ̄∣∣mod π

φ - φ̄ = |φ|mod π φ =
∣∣φ̄∣∣mod π

κ - f̄sin[10−5, 2π] fsin[10−5, 2π]

d‖ CHARMED f̄sin[10−10, 5 · 10−9] fsin[10−10, 5 · 10−9]

d⊥1
CHARMED f̄sin[10−10, 3 · 10−9] fsin[10−10, 3 · 10−9]

d⊥2
CHARMED f̄sin[10−10, 3 · 10−9] fsin[10−10, 3 · 10−9]

d CHARMED f̄sin[10−10, 3 · 10−9] fsin[10−10, 3 · 10−9]

Table A.1: Parameter transformations, the units of the diffusivities is in m2/s, other units are dimen-
sionless.
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A.2 Cascaded model initializations
While in an Cascade S0 (CS) we only initialize S0 to the unweighted signal level,
in a CI and CF cascade we initialize and/or fix more parameters. Table A.2 and
Table A.3 show the model initializations for the more intricate CI and CF cas-
cades. The target model (first column) is the final model we wish to optimize,
the source model (second column) is the model we use as a source of initial-
ization. In the CI table, the last column shows which parameters are initialized
from source model to target model. In the CF table, the last column shows which
parameters are fixed instead of initialized. Please note that the cascades are de-
fined recursively. For example, if we optimize CHARMED in[n] using CI, we use
Ball&Sticks in[n] as a source model. Ball&Sticks in[n] in turn uses Ball&Sticks -
in[n-1] as a source of initialization, and so forth until the source model is S0. The
initialization and fixes are indicated with an assignment operation. For example,
Tensor.θ = Stick0.θ indicates that the θ parameter of the Tensor compartment in
the target model is initialized with the optimized θ parameter maps of the Stick0
model. In all the tables we use the convention that initializations and fixes with
similar named models are abbreviated to a single statement. For example, ini-
tializing/fixing Stick0.θ of the previous model to the Stick0.θ of the next model is
abbreviated as just Stick0.θ.

Target model Source model Cascade parameters inits

Ball&Sticks in1 S0 S0.s0

Ball&Sticks in[n] Ball&Sticks in[n-1] S0.s0, Stick[n].{θ,φ}, wstick{0,1,2,...,n−1}

CHARMED in[n] Ball&Sticks in[n] S0.s0, CHARMED[n].{θ,φ} =
Stick[n].{θ,φ}, Tensor.{θ,φ} = Stick0.{θ,φ},

wres{0,1,2,...,n} = wstick{0,1,2,...,n}

Tensor Ball&Sticks in1 S0.s0, Tensor.{θ,φ} = Stick0.{θ,φ}

NODDI Ball&Sticks in1 S0.s0, NODDI in.{θ,φ} =
Stick0.{θ,φ}, wcsf = wball,

win = wstick0/2, wex = wstick0/2

Table A.2: The initializations in a Cascade Initialize (CI) cascade.

Target model Source model Overriding cascade fixes

CHARMED in[n] Ball&Sticks in[n] CHARMED[n].{θ,φ} = Stick[n].{θ,φ}

NODDI Ball&Sticks in1 NODDI in.{θ,φ} = Stick0.{θ,φ}

Table A.3: The Cascade Fixed (CF) fixed parameters.
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Appendix to Chapter 4

B.1 Numerical Hessian

To compute the Hessian we use a numerical differentiation routine with multiple
step sizes and extrapolations to provide an estimate with a O(h6) order of accu-
racy. For a single step size vector d, we compute each element of the Hessian
using a second order Taylor expansion central difference,

Hij(x) :=
1

4didj
[ l(x + eidi + ejdj)

−l(x + eidi − ejdj)

−l(x− eidi + ejdj)

+l(x− eidi − ejdj))]

(B.1)

where x ∈ Rn is the parameter vector, l(x) is the log-likelihood function and
ek is a zeros vector with only element k set to one. We evaluate the Hessian
multiple times with exponentially diminishing steps and with the largest step
size chosen such that x ± d is within bounds and d is within predefined upper
and lower limits. In this work we evaluate the Hessian for five different step sizes
d with each step half the previous step. We then apply Richardson extrapolation
(Burg and Erwin, 2009) twice to produce three estimates with a sixth order of
accuracy. These three approximations we extrapolate again using Wynn’s epsilon
algorithm (Weniger, 1991) to arrive at a single final estimate.
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B.2 Uncertainty propagation
This appendix provides two illustrations of uncertainty propagation, one exam-
ple using Ball&Stick Fraction of Stick and one example using Tensor Fractional
Anisotropy.

Uncertainty propagation of the Ball&Stick Fraction of Stick can be defined as fol-
lows. For a two Stick Ball&Stick model, the Fraction of Stick is defined as:

FS = w0 + w1 (B.2)

The analytical gradient of this function is given by:

∇FS = (w0, w1) (B.3)

The covariance matrix of the weights can be defined as:

Σw =

(
σ2
w0

σw0w1

σw1w0
σ2
w1

)
(B.4)

with σ2
wi

denoting the variance of weight wi, and σwiwj
denoting the covariances

of weights wi and wj . When evaluated, these quantities are taken from the co-
variance matrix provided by the FIM.

Using equation 4.6, we can write the uncertainty propagation as:

σ2
FS = ∇FSΣw∇>FS (B.5)

which simplifies to:

σ2
FS = w2

0σ
2
w0

+ w2
1σ

2
w1

+ 2w0w1σw0w1
(B.6)

By evaluating expression B.6 using the point estimates, variance estimates and
covariance estimates of the weights, we can compute the variance in the FS met-
ric.

Uncertainty propagation of Tensor FA is slightly more complex considering FA is
not a linear function of its inputs. The Tensor FA can be defined in terms of the
three Tensor diffusivities (the eigenvalues of the diffusion Tensor) as:

FA =

√
1

2

√
(d0 − d1)2 + (d1 − d2)2 + (d0 − d2)2√

d2
0 + d2

1 + d2
2

(B.7)
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The derivative of FA with respect to the first diffusivity can be written as:

∂FA

∂d0
=

2d0d1d2 + d2
0(d1 + d2)− d2

1d2 − d1d
2
2 − d3

1 − d3
2

2 3/2

√
d2

0 + d2
1 + d2

2

√
d2

0 − d0(d1 + d2) + d2
1 − d1d2 + d2

2

(B.8)

and similar derivatives can be derived for the second and third diffusivity by
suitable permutations of the diffusivity indices. The analytical gradient of FA,
∇FA can now be defined as:

∇FA =

(
∂FA

∂d0
,
∂FA

∂d1
,
∂FA

∂d2

)
(B.9)

The covariance matrix of the diffusivities can be defined as:

Σd =

 σ2
d0

σd0d1 σd0d2
σd1d0 σ2

d1
σd1d2

σd2d0 σd2d1 σ2
d2

 (B.10)

with σ2
di

denoting the variance of diffusivity di, and σdidj denoting the covari-
ances of diffusivities di and dj .

Using equation 4.6, we can define the uncertainty propagation of FA as:

σ2
FA = ∇FAΣd∇>FA (B.11)

By evaluating expression B.11 using the point estimates of the diffusivities to-
gether with the corresponding variance and covariance estimates from the FIM,
we can compute the propagated variance in the FA metric.
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the secrets of white matter - Bridging the gap between cellular, animal
and human imaging studies”. In: Neuroscience 276, pp. 2–13. DOI:
10.1016/j.neuroscience.2014.06.058.

Wang, P. C. and T. E. Shoup (2011). “Parameter sensitivity study of the Nelder-
Mead Simplex Method”. In: Advances in Engineering Software 42.7, pp. 529–
533. DOI: 10.1016/j.advengsoft.2011.04.004.

Wedeen, V. J. et al. (2005). “Mapping Complex Tissue Architecture With Diffusion
Spectrum Magnetic Resonance Imaging”. In: 1386, pp. 1377–1386. DOI: 10.
1002/mrm.20642.

Wegmann, B., A. Eklund, and M. Villani (2017). “Bayesian Rician regression for
neuroimaging”. In: Frontiers in Neuroscience 11.OCT. DOI: 10 . 3389 / fnins .
2017.00586.

Weigel, M. (2015). “Extended phase graphs: Dephasing, RF pulses, and echoes -
Pure and simple”. In: Journal of Magnetic Resonance Imaging 41.2, pp. 266–295.
DOI: 10.1002/jmri.24619.

Wen, Q. et al. (2015). “Clinically feasible NODDI characterization of glioma using
multiband EPI at 7 T”. In: NeuroImage: Clinical 9, pp. 291–299. DOI: 10.1016/
j.nicl.2015.08.017.

Wengert, R. E. (1964). “A simple automatic derivative evaluation program”. In:
Communications of the ACM 7.8, pp. 463–464. DOI: 10.1145/355586.364791.

Weniger, E. J. (1991). “On the derivation of iterated sequence transformations
for the acceleration of convergence and the summation of divergent series”.
In: Computer Physics Communications 64.1, pp. 19–45. DOI: 10 . 1016 / 0010 -
4655(91)90047-O.

Werring, D. J. et al. (1999). “Diffusion tensor imaging of lesions and normal-
appearing white matter in multiple sclerosis”. In: Neurology 52.8, pp. 1626–
1626. DOI: 10.1212/WNL.52.8.1626.

Whitcher, B. et al. (2008). “Using the wild bootstrap to quantify uncertainty in
diffusion tensor imaging”. In: Human Brain Mapping 29.3, pp. 346–362. DOI:
10.1002/hbm.20395.

Winston, G. P. et al. (Feb. 2014). “Advanced diffusion imaging sequences could
aid assessing patients with focal cortical dysplasia and epilepsy”. In: Epilepsy
Research 108.2, pp. 336–339. DOI: 10.1016/j.eplepsyres.2013.11.004.

Woolrich, M. W. et al. (2004). “Multilevel linear modelling for FMRI group anal-
ysis using Bayesian inference”. In: NeuroImage 21.4, pp. 1732–1747. DOI: 10.
1016/j.neuroimage.2003.12.023.

Xu, J. et al. (2013). “Evaluation of slice accelerations using multiband echo planar
imaging at 3T”. In: NeuroImage 83, pp. 991–1001. DOI: 10.1016/j.neuroimage.
2013.07.055.

Yablonskiy, D. A., G. L. Bretthorst, and J. J. Ackerman (Oct. 2003). “Statistical
model for diffusion attenuated MR signal”. In: Magnetic Resonance in Medicine
50.4, pp. 664–669. DOI: 10.1002/mrm.10578.

166

https://doi.org/10.1016/j.neuroscience.2014.06.058
https://doi.org/10.1016/j.advengsoft.2011.04.004
https://doi.org/10.1002/mrm.20642
https://doi.org/10.1002/mrm.20642
https://doi.org/10.3389/fnins.2017.00586
https://doi.org/10.3389/fnins.2017.00586
https://doi.org/10.1002/jmri.24619
https://doi.org/10.1016/j.nicl.2015.08.017
https://doi.org/10.1016/j.nicl.2015.08.017
https://doi.org/10.1145/355586.364791
https://doi.org/10.1016/0010-4655(91)90047-O
https://doi.org/10.1016/0010-4655(91)90047-O
https://doi.org/10.1212/WNL.52.8.1626
https://doi.org/10.1002/hbm.20395
https://doi.org/10.1016/j.eplepsyres.2013.11.004
https://doi.org/10.1016/j.neuroimage.2003.12.023
https://doi.org/10.1016/j.neuroimage.2003.12.023
https://doi.org/10.1016/j.neuroimage.2013.07.055
https://doi.org/10.1016/j.neuroimage.2013.07.055
https://doi.org/10.1002/mrm.10578


Yap, P.-T., Y. Zhang, and D. Shen (2015). “Iterative Subspace Screening for Rapid
Sparse Estimation of Brain Tissue Microstructural Properties”. In: Medical Im-
age Computing and Computer-Assisted Intervention -MICCAI. Ed. by N. Navab
et al. Cham: Springer International Publishing, pp. 223–230.

Zelinka, I. (2004). “SOMA - Self-Organizing Migrating Algorithm”. In: New Op-
timization Techniques in Engineering. Ed. by G. C. Onwubolu and B. V. Babu.
Berlin, Heidelberg: Springer Berlin Heidelberg, pp. 167–217. DOI: 10.1007/
978-3-540-39930-8 7.

Zhang, H., P. L. Hubbard, et al. (2011). “Axon diameter mapping in the presence
of orientation dispersion with diffusion MRI”. In: NeuroImage 56.3, pp. 1301–
1315. DOI: 10.1016/j.neuroimage.2011.01.084.

Zhang, H., T. Schneider, et al. (2012). “NODDI: Practical in vivo neurite orien-
tation dispersion and density imaging of the human brain”. In: NeuroImage
61.4, pp. 1000–1016. DOI: 10.1016/j.neuroimage.2012.03.072.

167

https://doi.org/10.1007/978-3-540-39930-8_7
https://doi.org/10.1007/978-3-540-39930-8_7
https://doi.org/10.1016/j.neuroimage.2011.01.084
https://doi.org/10.1016/j.neuroimage.2012.03.072




Valorisation

Knowledge valorisation refers to the ”process of creating value from knowledge,
by making knowledge suitable and/or available for social (and/or economic) use
and by making knowledge suitable for translation into competitive products, ser-
vices, processes and new commercial activities” - as detailed in ”Regulation gov-
erning the attainment of doctoral degrees”, Maastricht University (2018). As the work
presented in this thesis can potentially be applied in commercial products, in this
chapter I take the opportunity to elaborate on the various valorisable aspects of
the work in this thesis.

Diffusion MRI (dMRI) is one of the preferred approaches for investigating the
brain’s white matter microstructure in vivo. In a scientific setting, dMRI can be
used to further a structural understanding of the human brain, while in a clinical
setting it can be used as a diagnostic instrument for detecting, for instance, acute
ischemia (lack of oxygen) in the human brain.

Due to the nature of a dMRI scan, the measured signal provides only an indi-
rect view of the underlying cellular structures. This makes modeling essential
in order to extract quantitative measures from diffusion MRI data. Many mod-
els have been proposed over the years, each differing in underlying assumptions
and applicable tissue types. To infer information from the dMRI signal, most of
these models need to be fitted to the data. This model fitting typically depends on
non-linear analysis methods which have their respective problems in robustness,
accuracy, precision and run-time. Improving on these can have a large impact in
both the scientific and clinical domain.

The choice of algorithms
Since the quality and run-time of the dMRI analysis depend on the methods used,
the investigation in the choice of algorithms can save both time and money.

In the first two chapters of this thesis we compared various optimization and
Markov Chain Monte Carlo (MCMC) sampling algorithms on their usefulness
for dMRI modeling. We noted that a smart choice of algorithm can heavily in-
fluence the run-time and quality of the results. For example, by showing that
burn-in and thinning in MCMC sampling should be avoided, we can save hours
of computation time for every dataset. In addition, we showed that using the
same optimization routine for different models can improve the quality of the
model comparisons. Since the used optimization routines influences the results,
using the same routine for different models removes a possible confound from a
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study, increasing the effect size and leading to a lower requirement in required
participants.

The results from the third chapter also allow for a potential reduction of required
participants in a dMRI study. The use of weighted averaging can reduce the effect
of white matter artifacts in the averaged results. As such, subjects that previously
would have been removed from consideration can now still be included in the
group statistics as the weighted averaging will take care of removing or damp-
ening the effect of the white matter artifacts. In addition, weighted averaging
promises the lowest possible standard deviation of the mean. This in turn pro-
vides for a higher effect size when comparing two different populations. Both
these effects can reduce the number of participants required for a study, reducing
the number of expensive dMRI scans required.

Advantages of GPU computing
Next to the choice of analysis methods, the specific implementation can affect the
analysis computation times. Since every increase in (d)MRI resolution leads to a
power of three increment in the number of voxels, we need faster hardware and
software to keep up with future datasets. Recently, Graphical Processing Units
(GPU’s) have seen increased usage in data sciences due to their large parallel
computation possibilities. The use of a GPU is however not straightforward as
software needs to be specifically adapted to take advantages of their compute
power.

To take advantage of graphical processing units in dMRI modeling, we developed
multiple open-source software packages with native support for GPU computa-
tions. The first of these packages, the MOT package, contains GPU accelerated
implementations of all the non-linear optimization routines, all Markov Chain
Monte Carlo sampling methods and the Fisher Information Matrix computation
as used in this thesis. The second software package, the MDT package, contains
highly optimized implementations of a large set of dMRI models. By making
these routines open-source we bring all the advantages of this thesis to the com-
munity and wider public.

The reduction in computation time associated with GPU computing has several
advantages. First of all, it allows researchers to analyze datasets faster, allowing
for a higher throughput in modeling analysis. Second, it allows for more and
faster iterations when developing new dMRI models, making research more time
efficient. As a third advantage, it could reduce the need for a compute cluster.
Since GPU’s are between 30 and 60 times more efficient then a central process-
ing unit (CPU) for dMRI modeling (see Chapter 4), providing researchers with a
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single good GPU can prevent the need for a CPU cluster, potentially saving large
amounts of money.

The modeling framework
Although GPU computing is a large selling point of the MDT and MOT software
packages presented in this work, the MDT package has another useful feature, a
large scale modeling framework. This modeling framework provides researchers
with several advantages. Foremost, by bundling various dMRI models in one
software package we allow for model comparisons using a single optimization
routine for all models. This will increase effect size, leading to a reduction of re-
quired participants. Another useful aspect is that by providing a model building
framework we allow researchers to reuse existing model implementations. This
can save time when developing new models as the existing models are highly
optimized and considered correct.

As a final selling point, the presented software packages can perhaps form the
bridge between the scientific and the clinical domains. If the optimization and
MCMC sampling routines can be verified for use in a medical setting, the MDT
and MOT software packages could be used a model implementation framework
to bring new dMRI models to the clinic.

Beyond diffusion MRI
One of the software packages written for this thesis is a stand-alone non-linear
optimization toolbox with parallel processing capabilities, the Multithreaded Op-
timization Toolbox (MOT). While this software was essential to accelerating the
computations in diffusion MRI analysis, it is in essence a general purpose opti-
mization toolbox, capable of being extended to various other domains of science.
For example, already within the field of magnetic resonance imaging, one may
think of accelerating functional MRI computations, quantitative magnetic trans-
fer models and structural MRI models. Outside of MRI, MOT may prove of use in
genetic data analysis, protein folding, cancer cell research, microscopy analysis or
any other field where a large amount of parallelizable optimization computations
are required.
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