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Introduction and outline of the thesis

INTRODUCTION

Low dose rate (LDR) transperineal permanent seed implantation performed under
transrectal ultrasound (TRUS) guidance is widely used in the treatment of early stage
prostate cancer” . Seed implants have also recently been used for partial breast
irradiation of early stage breast cancer patients?"5 following breast-conserving surgery.
Both these techniques employ low energy photons (energies below 50 keV) to irradi-
ate malignancies.

The dosimetry of low energy photon brachytherapy procedures based on LDR
seed implants using ) and '®Pd or high dose rate (HDR) electronic brachytherapy
sources (EBS) follows the AAPM Radiation Therapy Committee Task Group 43 formal-
ism®”’ (TG-43). The use of dosimetric functions obtained in uniform water spheres of
15 cm radius has reported shortcomings, such as the inability to handle tissue hetero-
geneities and interseed attenuation in prostate and breast seed implantss'“. These
shortcomings are further discussed in chapter 2.

The AAPM Radiation Therapy Committee Task Group 186 (TG-186)" has re-
cently published their investigations on model based dose calculation (MBDC) algo-
rithms capable of addressing the shortcomings of TG-43. Monte Carlo (MC) simulations
have been recommended as one of the alternatives for their ability to accurately
transport low energy photons in realistic geometrieslo. To achieve maximum accuracy
in this energy range, MC methods and other model-based algorithms require voxel by
voxel knowledge of mass density p and tissue elemental composition.

In current clinical practice, quantitative information on tissues is determined
by conventional single energy CT (SECT) in the form of attenuation coefficients (often
expressed by Hounsfield Units, HU). From these, mass or electron densities are derived
using empirical relationships. The current standard for heterogeneous dose calcula-
tions, which are almost exclusively used in external beam therapy, is based on these
densities and does not account for tissue typeB. Tissue type identification based on
SECT measurement of the linear attenuation coefficient has been shown to lead to MC
dose calculation errors in the megavoltage photon and electron energy range“. Be-
cause of the strong dependence of the photoelectric cross sections on the tissue’s
atomic number, such errors are expected to be amplified in the low energy range
employed in brachytherapy.

Objective of the study

The goal of this study was twofold. In the first part of the study MC techniques
were employed to assess the sensitivity of LDR brachytherapy dosimetry using low
energy sources (<50 keV) to variations in human tissue composition. Dose distributions
were calculated for a series of human tissues and the impact of uncertainties on the
composition of these tissues were quantified. In the second part of the study a dual
energy CT (DECT) procedure for tissue composition assignment was developed and

9



10 |Chapter 1

compared to the conventional tissue composition assignment scheme based on SECT
imaging. DECT imaging consists of the acquisition of two CT images taken at different
kVp and exploits the Z dependence of photon attenuation to extract additional infor-
mation on tissue composition, generally in the form of a single effective atomic num-
ber Z.. The DECT technique was first validated then applied to the case of low energy
brachytherapy dose calculations. Furthermore the DECT method was improved in
terms of accuracy and precision, and its applicability to other areas of radiotherapy
investigated.

Thesis outline

Chapter 1 covers the objective of the study and introduces the issue of tissue
composition assignment for LDR brachytherapy based on low energy sources. Chapter
2 reviews the use of MC methods in brachytherapy. In that chapter it is presented why
MC methods are essential in accounting for patient inhomogeneities as well as the
issues associated with CT imaging and tissue composition assignment. In Chapter 3 the
sensitivity of brachytherapy dosimetry for low energy sources to variations in human
tissue compositions around population averaged values is investigated for a series of
tissues relevant for brachytherapy. Chapter 4 covers the difference between calculat-
ing the radiation dose deposited in water or tissues for photons transported in various
tissues. Chapter 5 is the first chapter dedicated to dual energy CT. In that chapter a
simulation tool for CT imaging is employed to compare conventional SECT imaging and
DECT imaging in the context of low energy brachytherapy dose calculations. In Chapter
6 the simulation tool is validated against measurements obtained from a DECT scan-
ner. The next two chapters deal with improvements of the DECT method in terms of
precision and accuracy. Chapter 7 is dedicated to the evaluation of a commercial noise
reduction algorithm for CT imaging in the context of DECT while Chapter 8 presents a
novel, simpler and more accurate way of deriving Z.+. Chapter 9 aims at evaluating
whether DECT can be useful for deriving the concentrations of carbon an oxygen in
human tissues for ion therapy applications. Finally Chapter 10 contains an outlook on
the use of DECT in brachytherapy and radiotherapy in general. Chapters 3-9 are based
on papers which are either published or under review in international peer-reviewed
journals. Chapter 2 is an abbreviated version of a book chapter.
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INTRODUCTION

As in other branches of radiation therapy, Monte Carlo (MC) simulation has be-
come an essential dosimetry tool in modern brachytherapy, playing key roles in both
clinical practice and research. The most established application of MC methods in
brachytherapy is the determination of dose rate distributions around individual radia-
tion sources. Modern sources generally contain low energy radionuclides such as 103Pd,
125I, or Plcs (mean energies < 0.05 MeV, referred to henceforth as low-energy
sources); higher energy radionuclides such as %) and ¥’Cs (mean energies 0.355 and
0.662 MeV); or may consist of miniature x-ray sources (e.g. 50 kVp Bremsstrahlung
spectrum). Both source geometries and clinical applications are quite variable: in low
dose rate (LDR) brachytherapy, radioactive material and radio-opaque markers are
encapsulated to form permanently implantable seeds; while in high dose rate (HDR)
brachytherapy e.g. an iridium pellet is welded to the tip of a single-stepping source
remote-afterloader cable. Miniature x-ray sources with tungsten anodes also fall in the
HDR category, even though they emit photons in the low energy range. While inverse-
square law dependence is the dominating feature of brachytherapy dose distributions,
photon attenuation and scatter build-up in the surrounding medium and radiation
interactions within the source structure give rise to anisotropic dose distributions. The
significant modulation of dose distributions must be properly modeled to attain clini-
cally acceptable dosimetric accuracy, and these features are not readily derived from
analytical methods such as the Sievert integrall. The complexities of experimentally
measuring single-source dose distributions caused by the sharp dose gradients, low
photon energies and dose rates associated with brachytherapy make computational
dosimetry techniques such as MC simulations an essential tool in brachytherapyz.

The first computational efforts towards obtaining brachytherapy dose distributions
are attributed to the 1960s work of Meisberger who derived 1D tissue-attenuation and
scatter build-up factors for 198Au, 192Ir, 137Cs, 226Ra, and ®co point sources3, while Dale
was the first to apply similar techniques to modern'®l in 1983", Although MC modeling
of a 3D brachytherapy source geometry was performed as early as 1971 by Krish-
naswamy for 22t needless, it took another decade for the field to fully embrace 3D
modeling. Williamson showed in 1983, using 3D MC simulations, that the Sievert
integral deviated by 5%-100% from MC results for mono-energetic photons of energies
lower than 0.3 MeV emitted from an encapsulated line source, emphasizing the need
for accurate computational dosimetrye. Burns and Raeside were the first to fully model
a commercial | seed (model 6711, 3M, now GE HealthCare / Oncura), modeling the
silver radiomarker, 123 distribution and titanium encapsulation to obtain a 2D dose
rate distribution’. Since the range in water of secondary electrons generated by 30 keV
photons is less than 20 um, Burns and Raeside did not transport electrons in their
simulations and scored collision kerma using a track-length estimator®. Approximating
absorbed dose by collision kerma is commonly employed by most MC codes used for
brachytherapy dosimetry.

While estimating relative 2D dose distributions in medium around 2| sources
from measurements and MC methods’ was relatively common by the mid-1980’s, the
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dose rate constant (dose at a reference point in medium per unit source strength) for
low energy seeds had not been definitively measured or calculated until the late
1980s. Williamson performed simulations in 1988 for models 6711, 6702 and 6701 3M
sources as well as the National Institute of Standards and Technology (NIST) Ritz low
energy free air chamber, used as air kerma strength standard, to obtain dose rate
constants™. By including the effects of 4.5 keV Ti K x-rays produced in the source
encapsulation, first experimentally observed by Kuboll, Williamson showed that '>°|
absolute dose rates obtained from semi-empirical methods were overestimated by
10%-14%.

The 1990s saw several studies comparing MC simulations of brachytherapy
sources and thermoluminescent dosimetry (TLD) measurements'>". Williamson
observed good agreement (1%-5%) between simulations and measurements for 125
when accounting for the measurement phantom medium in the simulations™. Excel-
lent agreement was observed for 92 (2%-3%), when the shape and size of the meas-
urement phantom were modeled although the influence of its composition was found
to be less important in this energy range“. In a significant series of articles, William-
son’s group performed extensive benchmarking of MC photon-transport calculations
against precision diode measurements in water showing that MC accurately (1%-3%)
reproduced both relative and absolute dose rates across the entire brachytherapy
energy range in both homogeneous and heterogeneous phantom geometries”’lg.
These results confirmed that the MC methodology applied to brachytherapy dosimetry
was mature and sufficiently accurate and robust to support clinical dosimetry. This was
reinforced by the American Association of Physicists in Medicine (AAPM) Task Group
No. 43 (TG-43) requirement that at least one experimental and one MC determination
of dosimetry parameters be published before using a source clinically, essentially
making MC simulations an industry standard®. However, MC results should not be
trusted blindly, as illustrated by the significant dose-estimation errors resulting from
use of obsolete low energy cross sections data21'23, a problem first pointed out by
Williamson™. For brachytherapy dose distributions in the < 50 keV energy range,
where energy deposition is dominated by photo-electric absorption, even 1%-2%
errors in the photoelectric cross section can give rise to dose computation errors as
large as 10%-15% at 5 cm distance. This led to the adoption of modern cross section
libraries derived largely from theoretical quantum mechanical models®®. The reader is
referred to Williamson and Rivard for a more detailed discussion of this complex
issue”.

The rising popularity of prostate seed implantation in the United States, increasing
from 5,000 procedures in 1995 to about 50,000 in 2002, fuelled a rise in the number of
commercially available brachytherapy seeds and designszs. While the initial 1995 TG-
43 report presented consensus dosimetry parameters for two 2| and one '®pd
seedsZ7, its 2004 low-energy seed update (TG-43U1) presented data for 8 seed
modelszg, while the 2007 supplement presented data from an additional 8 seed mod-
els”. Yet another supplement is in preparation for the remaining commercially availa-
ble low-energy photon emitting sources. The recently published joint AAPM/ESTRO
report30 on high energy brachytherapy dosimetry applied the AAPM prerequisite31 to
21 192Ir, 137Cs, and ®Co source models. This increasing proliferation of new brachy-
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therapy sources and dosimetry datasets was associated with a rapidly growing number
of MC related brachytherapy publications in the peer-reviewed literature (Figure 2.1).
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Figure 2.1: Results of a PubMed search (11 April 2012)
for the terms MC and brachytherapy presented per
publication year. The arrow indicates the extrapolated
2012 number of publications to a complete year (=61).

The use of MC methods in brachytherapy now goes beyond single-source dosime-
try. An important area of current research is application of MC simulations to perform
patient specific dose calculations. This effort is necessary to overcome the limitations
of TG-43-style table-based source-superposition algorithms, which include neglecting
interseed attenuation and tissue heterogeneities for low-energy seed implantsaz'34 and
neglect of applicator shielding and partial scattering effects for higher energy brachy-
therapy proceduresl?” 337 several MC dose calculation platforms, generally based on
CT images, have been presented in the literature®***. For low-energy sources, the
biggest challenge to accurate patient-specific dosimetry is accurate voxel-by-voxel

assignment of photon cross sections tables.

THE TREATMENT OF INHOMOGENEITIES

The TG-43 formalism, based on the work of the Interstitial Collaborative Working
Group (ICWG)AZ, was a major step forward in brachytherapy dose calculation. It re-
placed the use of semi empirical calculation methods based on apparent activity,
equivalent mass of radium, exposure-rate constants, and tissue-attenuation coeffi-
cients, quantities that are not source-model but only radionuclide dependent. By
employing dosimetry parameters that are dependent on the radionuclide, its distribu-
tion in the source, and the source geometry itself, and by recommending measured or
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calculated consensus datasets, the formalism of the TG-43 protocol, and its subse-
guent updates, improved standardization and accuracy in brachytherapy dose calcula-
tions. Fifteen years later, the widely-cited (over 900 citations as of April 2012 [Web of
Science 17 April 2012, Times cited=915]) and -adopted formalism is still heavily used,
ensuring consistency, standardization and comparability of brachytherapy dose calcu-
lations across institutions worldwide.

Since dose calculations based on the TG-43 formalism rely on the superposition of
single source dose distributions over the dwell or seed positions used for treatment,
dose distributions can be obtained with minimal calculation time. This fast and practi-
cal method facilitates clinical practices such as transrectal ultrasound image-guided
live planning and dose distribution optimization. However, the inherent simplicity of
the TG-43 formalism can lead to inaccurate dose distributions when the calculation
geometry deviates significantly from the reference water sphere used to derive the
source’s dosimetric parameters. Patient tissue compositions, densities, and dimensions
deviate significantly from the reference geometry, which can result in large discrepan-
cies between estimated and delivered dose, especially for low energy sources. Gener-
ally, TG-43 dose calculation limitations can be attributed to five phenomena: absorp-
tion, attenuation, shielding, scattering, and breakdown of the kerma approximation for
absorbed dose. Depending on source energy and anatomic site, some or all of these
phenomena may induce significant dose calculation errors. Table 2.1 lists, for both
high- and low-energy brachytherapy sources, sites where the formalism leads to
significant dose calculation errors®™. The following sections briefly discuss these as-
pects.

Table 2.1: List of anatomic sites where the limitations of the TG-43 dose calculation formalism
lead to significant dose calculation errors (indicated by “Y”). From Rivard et al®®

Anatomic Source Absorption Attenuation Shielding Scattering
site energy
Prostate High N N N N
Low Y Y Y N
Breast High N N N Y
Low Y Y Y N
GYN High N N Y N
Low Y Y N N
Skin High N N Y Y
Low Y N Y Y
Lung High N N N Y
Low Y Y N Y
Penis High N N N Y
Low Y N N Y
Eye High N N Y Y
Low Y Y Y Y
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Absorbed dose differences between water and human tissues

At low photon energies, the mass-energy absorption coefficient p.,/p varies
significantly between tissues due to the importance of the approximately z depend-
ence of the photoelectric cross section. For a given photon energy fluence under
conditions of charged particle equilibrium, the absorbed dose-to-water and -tissue are
related by Dtissue/(,uen/p)tissue = Dwater/(,uen/p)water- As seen in Figure 221 the ratio
(Uen/ Ptissuel (Uen/ P)water differs from unity for most tissues in the energy range of low-
energy sources. At high photon energies, the ratios converge to unity as the Compton
cross section becomes more important. This gives rise to significant dependence of the
fluence-to-kerma conversion factor on tissue elemental composition and mass
density“.
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Figure 2.2: The EGSnrc® user code ‘g’ was used to
calculate u.,/p for a series of human tissues taken
from ICRU Report 46* and ICRP Report 89", RBM
and YBM stand for red and yellow bone marrow
from “active and inactive marrow” in ICRP Report
89", From Beaulieu et al.*

Attenuation differences between water and human tissues

As the linear attenuation coefficient i is proportional to p, density differences
between water and human tissues will result in different photon energy fluence and
dose distributions, for both low- and high-energy sources. Mass attenuation coeffi-
cients u/p also vary between tissues and water at low photon energies because of the
aforementioned dependence of photoelectric cross section on atomic number. As u/p
is larger at low photon energies (disregarding the absorption edges), differences of
elemental composition or density will result in larger dose differences for low-energy
sources.

19
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Shielding

In multisource implants, photons emitted from a given source can be absorbed by
the radio-opaque markers (e.g., Au, Ag, Pb) or the radio-opaque components of adja-
cent sources, causing a lower dose than predicted by TG-43. This is generally referred
to as interseed attenuation (ISA) in the literature. For HDR high-energy sources, ISA is
not an issue since a single source steps through the implanted applicators, treating one
dwell position at a time. However, applicator materials such as stainless steel can
cause deviations. Some applicators also contain high atomic number, high density
shielding material such as tungsten, used to protect organs at risk. The most common
are shielded vaginal and intrarectal applicators

Scattering conditions

TG-43 parameters are calculated in water spheres with radii of 15 cm and 40 cm
for low- and high-energy sources, respectively, ensuring TG-43 calculations represent
doses in unbounded water medium over the therapeutically relevant distance range.
Situations where full scatter conditions are not met, sources close to the skin for
example, will result in deviation of delivered dose from TG-43. Given the longer path-
length and higher Compton scattering cross section, high-energy photons are more
sensitive to geometries with tissue boundaries near the implanted sources. Example
clinical geometries include the breast, skin, and Iung%.

Magnitude of clinical impact

Several studies have compared MC dose calculations to the results of the TG-43
formalism. Meigooni et al. were the first to investigate interseed attenuation (ISA) in
1992 using TLD measurements and estimated that dose reductions of 6% could be
expected at the edge of a 123 prostate implant49. Chibani et al. and Carrier et al. pub-
lished results of MC simulations performed in real 25 and '®pd prostate implant
geometries in 2005 and 2006 respectively, finding Dgg reductions of 2%-5% due to ISA>”
> Chibani et al. also investigated the dosimetric impact of the presence of calcifica-
tions in the prostate and found Dgg reductions of up to 37%. Carrier et al. subsequently
performed a retrospective study of 28 prostate cancer patients implanted with 12
using post-implant CT data (Figure 2.3) based upon ICRP recommended tissue compo-
sitions™. They found an average Doy decrease of 7% due to ISA and tissue
compositionsg. Afsharpour et al. performed a similar study for breast brachytherapy
with ®°pd impIantsS4. They found Dgy reductions ranging from 4% for an all-gland
breast to 35% for an all-adipose breast. This increased sensitivity of breast brachy-
therapy compared to prostate implants is caused in part by the lower energy of 103Pd,
but mostly by the larger deviation of adipose tissue’s effective atomic number to that
of water compared to the relatively small difference between ICRP prostate and water.
All studies listed above reported dose to tissue.
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Figure 2.3: Impact of interseed attenuation and tissue non-
water equivalence on the clinical parameter Dq, from post
implant dosimetry of 28 prostate cancer patients treated
with 2 implants. Tissue effect and Interseed attenuation
represent the Dq, reductions from the TG-43 estimate from
each effect. Complete Monte Carlo represents the D
pararfgeter when accounting for both effects. From Carrier
etal

Melhus and Rivard showed that tissue effects were negligible for %) over clinical-
ly relevant distances in soft tissue, muscle, and breast using point sources in uniform
spherical phantomsss. This is due to the higher photon energies of %2t On the other
hand, applicator shielding, designed to spare organs at risk, can cause dose reductions
of 5% - 11% for GYN applicators56 and up to 24% for endorectal applicators when
compared to the TG-43 predicted dose>. Poon et al. showed that TG-43 dose distribu-
tions for **’Ir breast implants overestimated dose to the skin by 5%, due to differences
from full scatter conditions with MC simulations36, confirming earlier findings from
Pantelis et al.”®.

MC dose calculation tools
ALGEBRA

ALGEBRA (ALgorithm for heterogeneous dosimetry based on Geant4 for BRAchy-
therapy) is based on the general purpose MC code Geant4 and the DICOM RT stand-
ard. Initially developed by Carrier and co-workerssa, and referred to as Geant4/DICOM-
RT in the recent review by Rivard et al.”® the code was later modified by Afsharpour
and given its current name®’. The code can import planning data from a TPS (seed

21
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position, air kerma strength, etc.) and structural data (contours). CT images are im-
ported and a semi automatic segmentation method uses the CT calibration curve to
assign densities and organ contours to assign elemental compositions to each voxel.
Seed geometries and voxels do not overlap in ALGEBRA; voxels intersecting seeds are
discarded, and the missing volume is replaced by water. The new layered mass geome-
try (LMG) functionality of Geant4, where the overlap of seeds and voxels is permitted,
should eliminate the need to perform this stepeo. Dose scoring is performed using the
‘parallel world’ functionality of Geant4 by creating a scoring mesh independent of the
transport geometry. The resolution of the CT derived transport geometry can be
modified, as well as that of the scoring mesh, and they need not be equivalent. Sec-
ondary electrons are immediately discarded and collision kerma is scored with a path-
length estimator. Both kerma in water or medium by transporting photons in medium,
Kw,m and K, can be scored. The use of source phase space files is also possible.
Calculation times in ALGEBRA for 2 x 2 x 2 mm’ voxels are about 6 and 12 minutes for
2% statistical uncertainty for a breast 13py implant and a prostate 123 implant, respec-
tively.

Other tools

MCPI (Monte Carlo dose calculation for prostate implant) was developed by
Chibani and co-workers in 2005 to perform patient specific prostate implant dose
calculations with I and ®*Pd *'. The code is based on the general purpose MC soft-
ware GEPTSGl, using only photon transport for low-energy ( < 1 MeV) sources. Several
variance reduction techniques, in addition to the track-length collision kerma estima-
tor, were developed for MCPI.

The correlated sampling technique62 has recently been implemented in William-
son’s PTRAN_CT63 by Sampson and co-workers®®, The PTRAN_CT implementation also
included the variance reduction techniques of MCPI described above and expected-
value track-length scoring. This code can input DICOM CT images and currently uses
the EGSnrc CTcreate software to assign cross-section files based upon single-energy
CT. An alternative could be the user interface BrachyGUI, developed at McGill Univer-
sity64.

BRACHYDOSE is an EGSnrc® user code utilizing Yegin’s multi-geometry package65
and was developed to perform prostate implant dose calculations®. The code has
been extensively benchmarked by generating single source TG-43 parameters for

. . 125, 103 192 40
several commercially available I, ""Pd and ~"“Ir sources .

Issues involved in clinical implementation
Dy,mor Dy m

An excellent overview of this issue can be found in the report of AAPM Task
Group 186". MC simulations provide the ability to calculate the energy deposition in
the medium present in each voxel of a treatment geometry, either from photons (K, m)
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or electrons set in motion by photons (D m). An alternative approach to reporting
dose to medium would be to calculate the energy deposition in a unique reference
medium. For historical/practical reasons, this reference medium has consistently been
water. While in EBRT Dy, m/Dmm differences between soft tissues and water are of the
order of 2%, at the energies of brachytherapy sources these differences can be much
larger. In EBRT, conversion is performed by using ratios of mass collision stopping
power under the assumptions of Bragg-Gray cavity theory (electron ranges larger than
size of cavity). For brachytherapy, the method of conversion depends on the cavity
size. Millimeter sized voxels are several times larger than the range of secondary
electrons produced by photons emitted from low- or high-energy sources, thus ratios
of mass energy absorption coefficients u../p (large cavity theory) may be used to
convert K, m to Kym. The ue./p differences between tissue and water are generally
important for low-energy sources (up to 80% for certain soft tissues), while the situa-
tion is similar to EBRT for high-energy brachytherapy sources (3% - 5%).

Complications arise when we consider that the radiation response of tissues and
tumors correlates with the energy deposited in the nuclei of cells. The dimensions of
mammalian cells (~¥10 um) mean that they act as Bragg Gray or small cavities at the
energies of high-energy brachytherapy sources and as intermediate cavities bracketed
by large and small cavity theories at the energies of low-energy brachytherapy sources.
This makes the conversion of Dy, m to Dy, m Using L, ratios questionable for low-energy
sources and means that different conversion methods are required across the brachy-
therapy energy range. There is also no clear indication that water is the best material
to represent the nuclei of various cells”’. For these reasons, it has been recommended
to report both D, and D,,n, when performing MC dose calculations for brachythera-

48
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Tissue composition selection

MC dose calculations generally require voxel-by-voxel assignment of tissue density
and elemental composition (mass fraction of each element composing the tissue).
While tissue composition essentially plays no role for brachytherapy MC dose calcula-
tions with high-energy sources, it becomes very important for low-energy sources due
to the Z dependence of u/p and pe./p (photoelectric effect). While tissue density also
affects dose distributions, it is readily obtained from CT images of the treated anatomy
using a Hounsfield Unit (HU) to density calibration (similar to the HU to electron
density calibration used in external beam).

Soft tissue composition, on the other hand, is difficult to correlate with HU, as
several human tissues possessing different compositions have HU falling in the [-
100,100] range around water®®, In most MC brachytherapy studies, tissue composition
is assigned on the basis of anatomical organ contours, i.e. prostate tissue is uniformly
assigned to the prostate contour and breast tissue is uniformly assigned to the breast
contour. With this practice, the question of what constitutes prostate or breast tissue
arises. Literature reports46' > provide compositions for a wide range of human tissues,
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however these compositions are based on old (1930-1970) measurements on a small
number of subjects and may be of questionable accuracy in characterizing average
tissue composition in the population served by brachytherapy. Some reports provide a
range of composition for a given tissue, an indication of inter-sample variabilityeg. Only
one modern study of elemental composition of tumors appears to exist, that of
Maughan et a/.7°, which demonstrated a large variation in carbon content (8% to 32%

by weight) and mineral ash (0.9% to 3% by weight) which gives to variation in

tumor
(/1 /p) of 20% at 30 keV.
en water

CT image usage

CT images are generally the standard input to MC calculation, as CT image intensi-
ty approximately tracks the relative linear attenuation coefficient, evaluated at the
effective scanning energy, of the underlying tissue. Converting HU to electron or mass
density is a relatively straightforward step, as explained above. For low energy sources,
the issues of the previous section demand special attention, but for high-energy
sources, where tissue composition effects are essentially negligible, CT images provide
all the necessary information to accurately calculate the dose. Additionally, the loca-
tion of implanted seeds, catheters, or applicators are easily derived from CT images.

CT artifacts, especially those caused by the high density components of implanted
LDR seeds (streaking artifacts) and other foreign metal bodies implanted in the body,
can seriously degrade the information required for accurate dose calculations. Metal
artifact correction algorithms exist and can alleviate this problemn. However, metal
artifact reduction cannot be considered to be a solved problem, especially at the level
of quantitative accuracy needed to specify tissue composition for low-energy brachy-
therapy. Even relatively subtle streaks can degrade voxel-by-voxel single energy CT
tissue identity analysesn.
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ABSTRACT

Purpose The objective of this work is to assess the sensitivity of Monte Carlo (MC)
dose calculations to uncertainties in human tissue composition for a range of low
photon energy brachytherapy sources: 125I, de, Bl¢cs and an electronic brachythera-
py source (EBS). The low energy photons emitted by these sources make the dosimetry
sensitive to variations in tissue atomic number due to the dominance of the photoelec-
tric effect. This work reports dose to a small mass of water in medium, D,, ,, as opposed
to dose to a small mass of medium in medium, Dy, .

Methods Mean adipose, mammary gland and breast tissues (as uniform mixture of the
aforementioned tissues) are investigated as well as compositions corresponding to one
standard deviation from the mean. Prostate mean compositions from three different
literature sources are also investigated. Three sets of MC simulations are performed
with the GEANT4 code: (1) dose calculations for idealized TG-43-like spherical geome-
tries using point sources. Radial dose profiles obtained in different media are com-
pared to assess the influence of compositional uncertainties. (2) Dose calculations for
four clinical prostate LDR brachytherapy permanent seed implants using 125 seeds
(Model 2301, Best Medical, Springfield, VA). The effect of varying the prostate compo-
sition in the planning target volume (PTV) is investigated by comparing PTV Dy values.
(3) Dose calculations for four clinical breast LDR brachytherapy permanent seed im-
plants using 1%pg seeds (Model 2335, Best Medical). The effects of varying the adi-
pose/gland ratio in the PTV and of varying the elemental composition of adipose and
gland within one standard deviation of the assumed mean composition are investigat-
ed by comparing PTV Dy, values. For (2) and (3) the influence of using the mass density
from CT scans instead of unit mass density is also assessed.

Results Results from simulation (1) show that variations in the mean compositions of
tissues affect low energy brachytherapy dosimetry. Dose differences between mean
and one standard deviation of the mean composition increasing with distance from the
source are observed. It is established that the I and "*'Cs sources are the least
sensitive to variations in elemental compositions while 1%pg is most sensitive. Results
from simulation (2) show that two prostate compositions are dosimetrically equivalent
to water while the third shows Dy, differences of up to 4%. Results from simulation (3)
show that breast is more sensitive than prostate with dose variations of up to 30%
from water for 70% adipose/30% gland breast. The variability of the breast composi-
tion adds a £10% dose variation.

Conclusion Low energy brachytherapy dose distributions in tissue differ from water
and are influenced by density, mean tissue composition and patient-to-patient compo-
sition variations. Our results support the use of a dose calculation algorithm account-
ing for heterogeneities such as MC. Since this work shows that variations in mean
tissue compositions affect MC dosimetry and result in increased dose uncertainties, we
conclude that imaging tools providing more accurate estimates of elemental composi-
tions such as dual energy CT would be beneficial.
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INTRODUCTION

Low dose rate (LDR) transperineal permanent seed implantation performed under
transrectal ultrasound (TRUS) guidance is widely used in the treatment of early stage
prostate cancer” 2. Given the demonstrated dose-outcome relationship3 for such
implants, accurate dosimetry is necessary. Seed implants have also recently been used
for partial breast irradiation of early stage breast cancer patients“’6 following breast-
conserving surgery.

LDR brachytherapy seed implant dosimetry currently follows the AAPM Radiation
Therapy Committee Task Group 43 formalism”" ® (TG-43). The TG-43 protocol utilizes
dose kernels obtained in uniform water spheres of 15 cm radius centered on a brachy-
therapy seed. This approach is an approximation of the patient geometries encoun-
tered in clinical implants and has its shortcomings. Since the photoelectric effect is the
dominant interaction mode for the low energy photons emitted by isotopes such as
l°‘°’Pd, 125I, and ®'Cs or by electronic brachytherapy (EBS) sources, tissue heterogenei-
ties and interseed attenuation influence dosimetryg'm. Post-surgical clips and prostate
calcifications also may have an influence. Furthermore, the continuous low energy
spectrum of EBS sources is subject to a non-negligible spectral hardening effect.

The AAPM Radiation Therapy Committee Task Group 186 (TG-186) has been
mandated to investigate model based dose calculation (MBDC) algorithms capable of
addressing the shortcomings of TG-43. Monte Carlo (MC) simulations have been
proposed as one of the alternatives for their ability to accurately transport low energy
photons in realistic geometriesla. To achieve maximum accuracy in this energy range,
MC methods and other model-based algorithms require voxel by voxel knowledge of
mass density p and elemental composition. The use of modern clinical CT scanners can
provide accurate density information using scanner specific mass (or electron) density—
Hounsfield Units (HU) calibration curves™” ™. However, factors such as beam harden-
ing, position in phantom, scanner diameter and beam energy have an influence on
accuracy.lg'21 Accurate elemental composition extraction is more challenging as many
tissues with different compositions possess similar HU values®. Various schemes™*
have been developed to extract compositions from CT data and inaccuracies incurred
by this procedure have been evaluated®. In general the elemental compositions
assigned to voxels are obtained from population-averaged data sets’’? and ignore
individual variability. Such variability introduces an uncertainty in human tissue com-
position, which has the potential to influence brachytherapy dosimetry for individual
patients at low photon energies.

The objective of this work is to assess the influence of variations in the elemental
composition of human tissues on the MC dosimetry of various low energy brachy-
therapy photon sources. Idealized TG-43-like spherical geometries are studied as well
as clinical seed implants for breast and prostate LDR brachytherapy patients.

MBDC algorithms such as MC simulations allow dose calculations in various media
and naturally provide dose to the local medium with transport in medium, D, , and
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can also provide dose to a small mass of water with transport in medium, D,, ,. There
is debate in the community over which approach is preferable. For this work the latter
scoring scheme has been selected. This should not be interpreted as support by the
authors for using Dy, ,, over Dy, .

MATERIALS AND METHODS

Monte Carlo code and dose analysis tool

GEANT4® is a general purpose MC simulation toolkit. Version 9.3 was used for this
work with the photoelectric effect, Compton scattering and Rayleigh scattering pro-
cesses of the Lawrence Livermore National Laboratory low energy electromagnetic
model activated. This model exploits the EPDL34, EEDL*® and EADL* evaluated data
libraries. Since the range of secondary electrons is negligible for the energy regime of
interest, dose was approximated by collision kerma and electrons were not tracked.
There is lack of consensus in the field regarding the reporting of dose from photons
transported in medium and scored in medium, D, ,,, vs. dose from photons transport-
ed in medium and scored in water, DW,,,,37'39. This problem has not been addressed
satisfactorily for low-energy brachytherapy. Ideally both quantities would be reported,
but for clarity’s sake the choice was made to report only one. D,, ,, was scored using a
track length estimator and mass energy absorption coefficients of water were calculat-
ed at 1 keV intervals using the EGSnrc™ (version V4-r2-3-1) user-code g. When using a
track length estimator the D, , (approximated by the collision kerma to water in
medium, K,, ) deposited in a scoring region of arbitrary shape by a photon j is given
by:

D =K :Ef('ue”—/p)wlf (3.1)

w,m w,m vV

where E; is the photon’s energy, /; is the straight line distance travelled inside the
scoring regions of volume V and (ue./p)w is the mass energy absorption coefficient of
water at Ej“. This method of scoring is used in this study for two types of scoring
regions. For the idealized geometries spherical shells are used while grids of voxels are
used for the clinical cases.

BrachyGUI42' ®isa brachytherapy dose analysis and planning tool developed with
MATLAB (version 7.9.0, MathWorks, Natick, MA). It was used in this work to process
DICOM data and to create input files for GEANT4 patient simulations as well as to
analyze dose distributions.

Composition of human tissues

. . 27-32 . ey
There are various literature sources reporting elemental compositions of
human tissues. All report mean (M) compositions of the main tissue types while a
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28, 30, 31
few

also provide a range of compositions corresponding to the standard devia-
tion (o) for a given tissue type. Since most sources cite Woodard®® when discussing the
range of compositions, we based the majority of our work on the compositions report-
ed in that paper. For a given tissue type three compositions are used; M - o, M and M
+ o and are indexed as hi-Z, mean-Z and lo-Z. The indexing is based on the value of the

effective atomic number Z., given by:

1/3.5
2, =(Zwze) 3:2)
where w; is the mass fraction of element i with atomic number Z,.44 Prostate composi-
tions varying from one report to the other were also included and are indexed A, B, C.
The compositions studied and their sources are reported in Table 3.1. The tissues listed
were chosen because they represent tissues found in clinical sites where low-energy
brachytherapy is a treatment option. Mammary gland tissue is labeled as Gland.

Table 3.1: Elemental composition of human tissues and water investigated in this work. Unless
indicated otherwise, compositions are from Woodard and White®®.

. Mass
Tissue H C N 0] Z>8 density Zefy
% by weight g-cm’3

Adipose hi-Z 11.2 51.7 1.3 35.5 Na(0.1), S(0-), 0.970 6.84
Cl(0.1)

Adipose mean-Z 11.4 59.8 0.7 27.8 (’\:ll?éoﬁ)’ S(0-), 0.950 6.67

Adipose lo-Z 11.6 68.1 0.2 19.8 Na(0.1), S(0-), 0.930 6.47
Cl(0.1)

. Na(0.1), P(0.1),

Gland hi-z 10.2 15.8 3.7 69.8 5(0.2), CI(0.1) 1.060 7.58
Na(0.1), P(0.1),

Gland mean-Z 10.6 33.2 3.0 52.7 5(0.2), CI(0.1) 1.020 7.27
Na(0.1), P(0.1),

Gland lo-Z 10.9 50.6 2.3 35.8 5(0.1), CI(0.1) 0.990 6.89
Na(0.2), P(0.1),

Prostate A 10.5 8.9 2.5 77.4 5(0.2), K(0.2) 1.040 7.76
Na(0.21), P(0.1),
Mg(0.019), K(0.2),

*

Prostate B 9.76 9.11 247 78.1 Zn(0.008), 1.045 7.76
Ca(0.023)
Na(0.1), P(0.2),

Prostate Ct 10.5 25.6 2.7 60.2  5(0.3), Cl(0.2), 1.040 7.60
K(0.2)

Water 0.112 0 0 2'88 0 1.000 7.73

*|CRP (1975)%
+ICRP (2002)*

Female breast tissue, which can be modeled as being composed of adipose and
mammary gland tissue, has also been studied in this work. The mass fraction of both
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tissues in the female breast is known to vary from one individual to the other® and to
influence low energy brachytherapy dosimetry“’ . We modeled breast tissue as a
uniform mixture of adipose and mammary gland tissue and three mass fractions
(Adipose/mammary Gland) were studied: A30/G70, A50/G50 and A70/G30. This range
approximates the reported range of breast composition in women undergoing mam-
mography46. For each A/G mixture the nine possible combinations of adipose and
mammary gland tissue compositions in Table | were investigated.

Given the difficulty of accurately extracting tissue composition from CT data and
the practice of assigning mean tissue compositions in MC simulations, the variations in
tissue compositions introduced above can be interpreted as a compositional uncer-
tainty.

Simulations in uniform geometries

A GEANT4 application was designed to transport photons emitted from isotropic
point sources in 100 cm radius spheres of uniform medium. Such a large radius was
chosen to simulate an infinite geometry and provide full backscatter. Dose to water
per emitted photon was scored in 1 mm thick spherical shells centered at every milli-
meter for photons transported in both medium and water (using the track length
estimator). The application was benchmarked by running mono energetic simulations
in water and results were compared to in-house EGSnrc MC simulations using the C++
class Iibrary47 and published Penelope (v. 2001)48 MC results™. Sub percent agreement
was obtained between all codes.

Photon spectra used for the point sources were obtained by fully simulating four
brachytherapy sources: a model 2301 2] source and a model 2335 '®Pd source (Best
Medical, Springfield, VA), a model Cs-1Rev2 Blcs source (IsoRay Medical, Richland,
WA) and an Axxent EBS (Xoft, Sunnyvale, CA) source. The 123 1%pg and "*'Cs sources
were modeled in GEANT4 according to published descriptionsso' > Radial dose func-
tions for these three sources agreed with published results®® " within +1.5% over the 0
to 8 cm range and dose rate constants within 0.5%. Anisotropy functions also showed
good agreement with absolute differences averaged over the 0 to 90 degree and 0 to 4
cm range of 1 + 2 % (absolute standard deviation), 1 + 1 % and 1 + 1% while the maxi-
mum deviations were 8 %, 2.3 % and 7% for the 125I, 1%3pd and **'Cs sources respective-
ly. Deviations above 3% were only observed at 0 degree where volume averaging
effects are more severe. Phase space files containing the photon distribution were
collected at the surfaces of each source and photon spectra accounting for the spectral
shift caused by the encapsulation were extracted from them. The spectra were collect-
ed over the whole phase space file, averaging out the source anisotropy. They were cut
below 5 keV, neglecting the 4.5 keV characteristic x-rays produced in the titanium
encapsulation, which only affects the dose in the first mm from the source. The Axxent
source operating at 50 kV with its cooling water sheath was simulated with GEANT4
and its emission spectrum was extracted following the same approachsz.
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Each of these spectra was used to emit photons from the point source, ignoring
anisotropy. The mean photon energies for model 2335 (103Pd), model 2301 (IZSI),
model Cs-1Rev2 (131Cs) and 50 kV Axxent emission spectra were 21.0 keV, 28.4 keV,
30.4 keV and 26.9 keV respectively. Absolute radial dose distributions were obtained
for tissue compositions by simulating 10° photon histories ensuring relative statistical
uncertainty less than 1% (calculated according to Walterssa) at 10 cm. The dose distri-
bution obtained by transporting photons in water and scoring dose to water, D,,,,
represents a close approximation of the TG-43 protocol. The approximation consists of
using a point source instead of a real brachytherapy source. The fact that the water
volume in our work simulates infinity as opposed to the 15 cm radius used in TG-43 is
of no consequence for doses of interest, which are in the first 0-8 cm and are not
influenced by scatter beyond 15 cm, given the low energies at pIay54. Therefore, D,
will be labeled as Drg.43.

Clinical site 1: prostate

MC dose calculations were performed for four prostate cancer patients who
underwent transperineal implantation of the model 2301 2| source under TRUS
guidance at the MAASTRO Clinic where a 145 Gy prescription dose is given to the
ultrasound prostate contour, taken as the planning target volume (PTV). Implant
description for each patient is presented in Table 3.2. CT scans with 3 mm slice thick-
ness taken within 24 hrs of implantation were imported in the VariSeed planning
system (Varian, Palo Alto, CA) where prostate contours were drawn by a radiation
oncologist and seed positions established using VariSeed’s seed finder algorithm.
DICOM data exported from VariSeed were imported in BrachyGUI where material and
density assignment were established for each voxel. Two simulations were prepared
with BrachyGUI. In the first one (MCp.,), the density of every voxel was set to 1 g-cm'3
while in the second one (MCp-cr) mass density maps were established according to the
CT scanner’s HU — p calibration curve. It is not possible to assign continuous densities
in GEANT4 so density values were discretized in 0.01 g-cm'3 intervals. In all simulations
the interseed effect’® ™ was ignored; in MCp-cr simulations this was done by replac-
ing the mass density of the seeds by the mean mass density of surrounding tissue. This
was done to provide clear insight on the influence of tissue composition and also
because the interseed effect has been studied elsewhere. In both types of simulations,
phase space files were used and the geometry did not contain a model of the brachy-
therapy seed, again to neglect the interseed attenuation. In these simulations the
sources’ anisotropy was preserved.

For both MCp-; and MCp-cr simulations, Prostate A, B and C as well as Water
compositions were assigned to voxels within the prostate contour. Voxels outside the
prostate contour were modeled as water. The CT data was resampled on a 2 mm X
2 mm X3 mm (slice thickness is 3 mm) voxel grid and a phase space file containing the
anisotropic photon distribution of the seed was used as photon source at every seed
position. Seeds were assumed parallel to the direction of implantation. The D, , in
each voxel was obtained using the track length estimator. The dose distributions
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obtained from MCp.; simulations using the Water composition are conceptually
equivalent to the TG-43 formalism and will be labeled Drg.43. The number of histories
(5 X107) yielded a statistical (type A) dose uncertainty smaller than 1% in the prostate
contour. Dose distributions were imported in BrachyGUI where the minimal dose to
90% of the prostate contour volume, Dgg, was obtained from dose volume histogram
analysis for each composition assigned to the PTV and for each simulation type. Dy is
of interest given its correlation with outcome’. The Dy calculated by BrachyGUI for the
Drg.43 distribution and the Dy, reported by VariSeed for a clinical implant using our TG-
43 parameters for the model 2301 23| source agreed within 2%. The absolute type A
uncertainty on Dg is estimated to be 0.2% (percentage of prescribed dose) and was
assessed by running ten batches of photons and obtaining the standard deviation of
the distribution of DggVvalues.

Table 3.2: Description of prostate implants with 2% seeds.
Patient number

1 2 3 4
Prescription dose (Gy) 145 145 145 145
Seed activity (U¥*) 0.596 0.603 0.603 0.603
Prostate volume (cc) 54.8 31.8 27.3 83.6
Number of seeds 75 77 51 99

*1U=1uGym’h™”

Clinical site 2: breast

Dose calculations were performed for four breast cancer patients from the Sunny-
brook Health Sciences Centre (Toronto, Canada) who underwent permanent breast
seed implants4'6 using the model 2335 1%pg seed. A 90 Gy dose was prescribed, cover-
ing the PTV which consists of “the lumpectomy cavity plus a margin of 1 cm modified
to 5 mm deep to the skin surface and also along the fascia pectoralis”e. CT scans with
5 mm slice thickness taken 2 months post implantation with PTV contours drawn by a
radiation oncologist were exported from VariSeed to BrachyGUI where MCp.; and
MCp-ct simulations were prepared. Voxels within the PTV contour were assigned each
of the breast compositions described in Table 3.3 as well as Water. For a given adi-
pose/gland ratio, the compositions labeled hi-Z and lo-Z were chosen to illustrate the
largest possible variations from A50/G50 mean-Z attainable from the selection of
compositions used in this work. The dose calculation grid used for these cases was
1 mm X1 mm X5 mm (slice thickness is 5 mm). BrachyGUI was used to extract the PTV
Dgg. Again 5 X 10 photons histories were simulated yielding type A relative uncertain-
ties within the PTV lower than 1%. Implant specific details are in Table 3.4.
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Table 3.3: Description of the breast compositions used for patient dose calculations.

Composition Adipose Adipose Gland Zefr
fraction composition composition
(% mass)
A30/G70 hi-Z 30 Adipose hi-Z Gland hi-Z 7.38
A30/G70 mean-Z 30 Adipose mean-Z Gland mean-Z 7.10
A50/G50 mean-Z 50 Adipose mean-Z Gland mean-Z 6.99
A70/G30 mean-Z 70 Adipose mean-Z Gland mean-Z 6.86
A70/G30 lo-Z 70 Adipose lo-Z Gland lo-Z 6.60

Table 3.4: Description of breast implants with %pg seeds.

Patient number

1 2 3 4
Prescription dose (Gy) 90 90 90 90
Seed activity (U) 2.5 2.7 2.7 2.5
PTV volume (cc) 43.8 475 309 18.7
Number of seeds 64 78 60 49

RESULTS AND DISCUSSION

Radial dose functions for single sources in idealized geometries

Radial dose profiles reported below for the various tissue types under investiga-
tion are given in units of absolute dose (Gy) per emitted particle. The inverse square
law dependence associated with the point source geometry has been factored out by
multiplying dose values by rz, where r is the radial distance from the source to the
scoring shell’s mid-radius. Furthermore, the influence of tissue density has been
removed by showing dose profiles as functions of radiological distance pr. The ra-
tionale is that a hypothetical treatment planning system using dose kernels D, n,
calculated in medium could accurately extract density information from CT data'’™
and scale the distributions accordingly. The challenge of such a TPS would then reside
in correctly assigning elemental composition to tissues from CT or other imaging data.
In addition to dose profiles, ratios of doses to liquid water (Drg.43) are reported to
illustrate the magnitude of compositional variations compared to TG-43. Since these
ratios are also plotted against the radiological distance they show the variability of
tissues with unit mass density. It was observed that the Blcs source shows little
difference when compared to the 2| source because of their similar mean energy.
Therefore results for the >'Cs source are mentioned only sporadically in this section.
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Adipose tissue

Figure 3.1 shows dose profiles and dose ratios to Dyg_43 for the three adipose tissue
compositions of interest. We observe that the different attenuation between the three
adipose compositions and water result in increasing differences from D43 as one
moves away from the source. We notice that the largest variation with distance is
obtained for the '®*Pd isotope. This is due to the lower mean photon energy (21.0 keV)
of this source resulting in increased importance of the photoelectric cross-section.
Figure 3.2(a) shows the ratio of the total mass attenuation coefficient y/p of mean
adipose tissue over waterss, which illustrates that for the energies of interest (above
10 keV), the lower the energy, the larger the attenuation differences between media.
Figure 3.1(b) shows that very close to the source, Dy, m/D16.43 for all sources converge
to unity since the attenuation becomes negligible.

To determine which source’s dose distribution is the least sensitive to variations in
medium, the relative dose variation AD caused by the compositional range of adipose
tissue is plotted as a function of distance in Figure 3.2(b). The relative dose variation
AD is given by:

D -D_
AD=-122__hZ.100%. (3.3)
mean Z
We see that the most robust source within 5 g~cm'2 is 2 (and Blcs, not shown)
with deviations less than 20% while the least robust is '®*Pd with deviations above
35%. The Axxent source shows smaller deviations beyond Sg-cm’2 (~20%) due to
considerable spectral hardening [Figure 3.3(a)].
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Figure 3.1: (a) Radial D, in three different compositions of adipose tissues corrected for the
inverse square law for three different brachytherapy photon sources. (b) Ratio of D, ., to the dose
obtained in water (Drg.43).

In general the compositional variability of adipose tissue has a second order
influence when compared to the variation between mean adipose tissue (Adi-
pose mean-Z) and water [Figure 3.1(b)].
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Figure 3.2: (a) Ratio of mass attenuation water to Adipose mean-Z as a function of photon
energy. (b) Relative dose variation caused by variations in the composition of adipose tissue
relative to the mean composition of adipose tissue.

From Figure 3.1(b) we notice that the 50 kV Axxent source dose ratios exhibit a
decreasing slope between 0 and 2 g-cm'2 followed by a constant slope beyond 2 g~cm'2.
This is attributed to the soft continuous photon spectrum of the Axxent source, which
undergoes significant hardening with depth. The photon fluence ¢(E) was scored at
various depths in both Water and Adipose mean-Z and the fluence weighted mean
photon energy (E)q,(E) [Figure 3.3(a)] as well as the fluence weighted mean photoelectric
mass attenuation coefficient (t/p(E))q [Fig. 3(b)] were calculated. Figure 3.3(a) shows
that beam hardening is more severe in the first 2 g-cm'2 and more important for water,
given the higher attenuation. Figure 3.3(b) shows that the (1/p(E)),e ratio changes
rapidly in the first 2 g-cm'2 and levels off beyond. This rapid variation is responsible for
the changing slope observed in the dose ratios since the photoelectric effect is mainly
responsible for dosimetric differences between tissues.
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Figure 3.3: (a) Mean photon energy from 50 kV Axxent source as a function of density scaled
radial distance in Adipose mean-Z and Water showing different hardening. Data point at origin is
for the unfiltered spectrum. (b) Mean photoelectric mass attenuation coefficient. (b, inset) Ratio
on same abscissa showing stabilization with distance.
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Mammary gland

Results for mammary gland tissue are found in Figure 3.4. The mean composition
(Gland mean-Z), having a Z closer to that of water, shows smaller dose differences
from Drg.43 than mean adipose tissue. In general the same trends as for adipose tissue
are observed although the larger Z.¢ variations between mammary gland compositions
result in larger dose differences between mean-Z and hi/lo-Z compositions than ob-
served in adipose [Figure 3.4(b)]. The dose differences between mean-Z and hi/lo-Z
compositions are of the same order as the difference between Gland mean-Z and
Water.
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Figure 3.4: (a) Radial D, in three different compositions of mammary gland tissues corrected
for the inverse square law for three different brachytherapy photon sources. (b) Ratio of Dy, to
the dose obtained in water (Drg.43).

Breast tissue

Figure 3.5 shows D, , data for breast tissue. For each adipose/gland mixture studied,
the following combinations of adipose and glandular tissues are presented: Breast
mean-Z = Adipose mean-Z/Gland mean-Z, which represents the mean, Breast hi-Z =
Adipose hi-Z/Gland hi-Z and Breast lo-Z = Adipose lo-Z/Gland lo-Z which represent the
largest variations from the mean. We observe that the higher the glandular content,
the larger the variability between mean-Z and hi/lo-Z, as expected from the adipose
and mammary gland results in previous sections.
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Figure 3.5: (a) Radial D, , in A30/G70 breast tissues corrected for the inverse square law for three
different brachytherapy photon sources. The combinations of adipose and glandular tissue
compositions were chosen to illustrate the maximum deviations. (b) Ratio of D, to the dose
obtained in water (Dc.43). (c,d) Same as above for A70/G30 breast.

Prostate tissue

The results for prostate tissues are presented in Figure 3.6. Prostate B (see Table 3.1)
has been determined to be dosimetrically equivalent to Prostate A and has been
omitted from the results. The Z values of both compositions are identical. It is inter-
esting to note that Prostate A is compositionally equivalent to water (neglecting
density) at all energies while Prostate C is not. Thus Dy, m/Drs.43 is about unity for
Prostate A and B [Figure 3.6(b)]. ICRP Report 89% provides the composition of Prostate
C and refers to ICRU Report 46* as data source. The latter makes no mention of
prostate tissue and it was determined that the composition reported by ICRP Report
89 for prostate is actually what ICRU Report 46 reports as “average male soft tissue
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(ICRU-44)". Whether Prostate A or Prostate C better represent mean prostate tissue
requires further investigation. The difference between each prostate composition is
expected to cause dose differences between Prostate A and Prostate C in clinical MC
calculations with multiple sources.
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Figure 3.6: (a) Radial D, in two different compositions of prostate tissues corrected for the
inverse square law for three different brachytherapy photon sources. (b) Ratio of each radial Dy, ,
to the dose obtained in water (Drs.43). The curves Prostate A for each source lie on top of each
other close to unity.

Prostate clinical dose calculations
MCp_-;results

The effect of compositional uncertainty on MCp-, D,, ,, calculations for clinical prostate
cases is presented in Table 3.5 where Dgg values for the prostate PTV contour are
presented as relative difference from Dy 43. The Dgg deviation, ADgy, is given by:

DComp_ TG-43

AD, =% % .100%, (3.4)

90 TG-43
D90

where D™ is the Dgo value for the composition of interest and D, is the value for

the Drg.43 distribution. Averaged over the 4 patients there is a 3.2% difference between
Prostate A and Prostate C. Furthermore, Prostate A is equivalent to Water (when
neglecting density effects) within 0.5%, as expected from the previous section.
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Table 3.5: Variations of prostate contour Dgy with
various compositions compared to D1g.43.

Dose  calculation Mean ADg, Absolute
method (%) uncertainty
on ADgQ (%)

MCp-y
Prostate A 0.0 0.1
Prostate C 3.2 0.3
MCp-cr
Water (pcr) -1.7 0.3
Prostate A -2.0 0.2
Prostate C 1.5 0.3

MCp_crresults

The lower section of Table 3.5 shows that using densities obtained from CT data
(MCp.c7) instead of unit density (MCp-;) decreases Dq, values by 1-2% compared to
MCp-; results. Prostate tissue has a relative density larger than unity, which increases
attenuation. The mean mass density in the prostate PTV contour was 1.05 g-cm'3
averaged over the four patients with a standard deviation of 0.02 g-cm'3. All patients
had mean mass density of 1.05 g-cm'a.

Carrier et al.” obtained Dgg values 2.6 + 0.4% lower for MC simulations in tissue
compared to water. They scored D, and compared to simulations in water for 28
prostate patients using a composition equivalent to Prostate B. The difference of
scoring scheme (their Dy, vs. our Dy, ) forbids direct comparison of our results. To
provide a comparison the D, results were converted to Dpn, using the pe,/p ratio
Water to Prostate A (equivalent to Prostate B) at the mean energy of the ) source
(28.4 keV). The Dgy deviation was recalculated using their equation:

TG-43
ADP™ =| 1-—2— |.100%, (3.5)
90

where DI'™ is now from the Dy, distribution. Using a value of 0.993 for the pen/p

ratio leads to a D;"O'm of -1.3 £ 0.2 %. This is a smaller effect than what was observed by

Carrier et al. who looked at differences between simulations in tissue and water where
the interseed attenuation effect is present. Our study isolates the effect of tissue
composition from the interseed effect and only looks at 4 patients. Furthermore the
use of the pe,/p ratio at the average energy of the initial spectrum could introduce an
error by ignoring the variation of pe./p over the spectrum’s energy range as well as
shifts in mean energy with depth in tissue.
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Our study left out the interseed effect but the literature'®™*® shows a Dgp reduction

of about 4%, which is of the same order as the tissue effects presented in Table 3.5.

Breast clinical dose calculations
MCp_-;results

The effects of compositional uncertainty on MCp.; D,, ,, calculations for breast clinical
cases are presented in Table 3.6 where relative differences from Drg.43 for PTV Dgg
values are found. The Dy deviation, ADg, is given by equation 3. The results of the 4
patients have been averaged. The effect of compositional uncertainty is derived by
looking at the difference between mean-Z and hi/lo-Z labeled compositions. The
variation for A30/G70 breast (9% between mean-Z and hi-Z) and A70/G30 (9% be-
tween lo-Z and mean-Z) are the same. Such variations are of the same order as what is
observed going from A30/G70 mean-Z to A70/G30 mean-Z (8%). In general, all compo-
sitions studied have higher Dg, values than water because they all have lower Z
values, resulting in lower attenuation, which in turn results in increased fluence and
higher D, , values.

Table 3.6: Variations of breast PTV D90 with various
compositions compared to DTG-43.

Dose calculation Mean ADgg Absolute
method (%) uncertainty on
ADgo (%)
MCp-y
A30/G70 hi-Z 12.6 0.9
A30/G70 mean-Z 221 1.4
A50/G50 mean-Z 26.3 1.8
A70/G30 mean-Z 30.4 2.3
A70/G30 lo-Z 39.8 3.2
MCp-cr
Water (pcr) 3.9 1.5
A30/G70 hi-Z 16.3 1.7
A30/G70 mean-Z 25.8 2.0
A50/G50 mean-Z 29.8 2.6
A70/G30 mean-Z 341 2.6
A70/G30 lo-Z 42.9 3.1

MCp_crresults

The effect of accounting for the CT density, obtained by comparing MCp-cr to MCp-;
results from the lower section of Table 3.6 for a given composition, is a 2-4% increase
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in Dgg explained by the lower average density of breast tissue on CT. The mean mass
density in the breast PTV contour was 0.94 g~cm'3 averaged over the four patients with
a standard deviation of 0.02 g-cm'3. A larger variation between patients was observed
for breast cases with the highest mean density being 0.96 g-cm'3 and the lowest 0.92
g-cm’a.

By using the same approach described above to convert Dy, to Dy, our MCp-cr
results can be compared to the work of Afsharpour et al.’® who studied the influence
of varying the adipose/glandular ratio using mean-Z compositions for 5 breast patients
implanted with the model 2335 1%py seed. They looked at adipose mass fractions of
25%, 50% and 75% and compared Dy, ,, Dgg values for MC simulations in breast tissue
and in water. Table 3.7 shows the comparison between their linearly interpolated
results to 30%, 50% and 70% adipose mass fractions and our MCp-cr Dy, results
converted to D, m Using the pen/p ratio at the %pg source’s spectrum average energy.
Our Dgg deviation results have been recalculated using their expression:

TG-43
AD_;”O'rn = DQS‘T_I -100% (3.6)
90

where D;"O"“ is from the D, distribution. They fall within the range of values they

observed, although they are systematically higher by a few percent.

Table 3.7: Comparison of breast PTV Dg,
variations MC,.cr with the results of
Afsharpour et al.*®

ADg™" (%)
Adipose mass This Afsharpour

fraction (%) work etal.
30 812 6t4
50 11+2 8t4
70 14+2 11+6

For breast cases composition effects overshadow the interseed attenuation, reported
to correspond to a 3% decrease of Dgols' 16

Figure 3.7 presents ratios of dose distributions in an axial CT slice for patient 4 for
the A70/G30 breast compositions, which is close to the average breast according to a
recent study by Yaffe et al® challenging the notion that A50/G50 breast is representa-
tive of the average. Their study looked at North American women who underwent
mammography screening and they report a mean mammary gland volumetric per-
centage of 20% with 80% of women having gland volumetric percentage below 27%.
Whether this composition is representative of the average breast cancer patient
requires further scrutiny.

First, the magnitude of dose variations obtained by going from Drg.43 to MCp-cr
simulations in Breast mean-Z A70/G30 are presented [Figure 3.7(a)]. We observe a
general increase in dose with hot spots of up to 30%. Second, the magnitude of dose
variations obtained by going from Breast mean-Z to Breast lo-Z is presented [Fig-
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ure 3.7(b)]. Similar trends of reduced amplitude are observed. The variations are
smaller than in Figure 3.7(a) but are still in the order of 10%.

Dose ratic: MC A70G30 mean Z/TG-43 Dose ratio: MC A70G30 lo Z/mean Z

]
E
o
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Figure 3.7: (a) Ratio of Breast mean-Z A70/G30 from a brachytherapy breast implant using 103

seeds and Dy¢.43. (b) Ratio of Breast lo-Z over Breast mean-Z.

Pd

The variations, or uncertainties, on adipose and mammary gland tissue composi-
tions investigated for these patients represent one standard deviation according to the
literature and thus would cover 66% of individuals. It is therefore expected that 34% of
patients may exhibit even greater compositional and dosimetric variations.

In summary, replacing water by mean A70/G30 breast leads to a 30% Dq, differ-
ence from TG-43, a first order effect. The additional 10% variation attributed to uncer-
tainties in mammary gland and adipose tissue compositions can be considered a
second order effect while the effect of using the CT density (4% increase of Dyy) and
the interseed effect (3% decrease of Dgg) can be labeled as third order effects.

Scoring Dy, VS Dy m

The lack of consensus in the field regarding the scoring of D, or Dy, ., probably
stems from the fact that strong arguments are found on both sides. D,, , is the natural
quantity obtained from MBDC algorithms and is more directly related to the energy
deposited in the proper medium. Proponents of D,, , claim that it would provide an
improved dose response relationship and that conversion schemes to D, , introduce
unnecessary uncertainty and potential for errors’.

The fact that dosimeters are generally calibrated in terms of absorbed dose to
water may be seen as an argument in favor of D,, ,. Experimental validation of calcula-
tions reporting D, , requires the dosimeter to be calibrated in terms of absorbed dose
to every medium of interest and requires accurate knowledge of medium composition.
Any uncertainty on the actual composition of the medium would translate into in-
creased D, , measurement uncertainty.

Still there is no indication that D, , would provide a more accurate dose-effect
relationship than Dy, ,, and our choice of scoring method should not be interpreted as
support for the use of D, , over Dy, , in brachytherapy dose reporting.
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CONCLUSION

The sensitivity of MC dose calculations for low energy brachytherapy sources to
uncertainties in human tissue compositions was assessed for both idealized geome-
tries and real seed implants for D, ,. MC simulations in TG-43 like geometries show
that dose distributions in tissue are different than in water. Mean adipose tissue shows
the largest difference from water while the variations on its composition represent a
second order effect. For mean mammary gland tissue differences with water are
smaller but the variation on its composition represents a first order effect. The various
mean prostate compositions found in the literature give rise to dosimetric differences.
The point source simulations indicate that 12 and **'Cs are more dosimetrically robust
to compositional variations.

Patient simulations show that compositional effects are present in seed implants
with multiple sources. The different prostate compositions show Dg, differences of
about 3% while the effect of accounting for prostate density is a 2% Dy reduction.
These two effects are of similar magnitude as the reported interseed effect, albeit
smaller. Breast cases show a much higher sensitivity, partly because %pq is more
sensitive than '?’I. Differences from TG-43 of +30% are observed for mean A70/G30
breast meaning that clinical TG-43 D,,,, calculations underestimate the dose to breast
tissue. An additional 10% variation can be attributed to uncertainties in mammary
gland and adipose tissue compositions while the effect of using the CT density is a 4%
increase in Dgo. If A80/G20 breast is representative of the average breast cancer
patient then our A70/G30 breast results indicate that the compositional uncertainty
translates into second order effects compared to the effect of going from water to
average breast tissue. The use of breast density from CT data and the reported in-
terseed effect are of third order. Nevertheless, density should be used in brachythera-
py dose calculations given the accuracy with which it can be extracted from CT data.
The importance of dose differences reported in this work between tissue and water
supports the use of accurate dose calculation algorithms such as MC for low energy
brachytherapy. A detailed analysis of uncertainties in brachytherapy seed implants
such as edema, seed migration, source strength calibration, seed positioning and
modeling is required to place our findings in context.

Imaging techniques such as dual energy CT or spectral CT, which can provide
compositional information such as Z.g, have the potential to diminish the influence of
uncertainties on tissue compositions and may provide increased accuracy in low
energy brachytherapy MC dosimetry.
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ABSTRACT

Purpose The goal of this work is to compare D, , (radiation transported in medium,
dose scored in medium) and D, (radiation transported in medium, dose scored in
water) obtained from Monte Carlo (MC) simulations for a subset of human tissues of
interest in low energy photon brachytherapy. Using low dose rate (LDR) seeds and an
electronic brachytherapy source (EBS), we quantify the large cavity theory conversion
factors required. We also assess whether applying large cavity theory utilizing the
sources’ initial photon spectra and average photon energy induces errors related to
spatial spectral variations. First, ideal spherical geometries were investigated followed
by clinical brachytherapy LDR seed implants for breast and prostate cancer patients.
Methods Two types of dose calculations are performed with the GEANT4 MC code. (1)
For several human tissues, dose profiles are obtained in spherical geometries centered
on four types of low energy brachytherapy sources: 125I, 1%pg and **'Cs seeds as well as
an EBS operating at 50 kV. Ratios of D, m over Dy, , are evaluated in the 0 — 6 cm range.
In addition to mean tissue composition, compositions corresponding to one standard
deviation from the mean are also studied. (2) Four clinical breast (using 103Pd) and
prostate (using 125I) brachytherapy seed implants are considered. MC dose calculations
are performed based on post-implant CT scans using prostate and breast tissue com-
positions. PTV Dggvalues are compared for Dy, mand Dy m.

Results (1) Differences (Dym/Dmm-1) of -3% to 70% are observed for the investigated
tissues. For a given tissue, Dy m/Dmm is similar for all sources within 4% and does not
vary more than 2% with distance, due to very moderate spectral shifts. Variations of
tissue composition about the assumed mean composition influence the conversion
factors up to 38%. (2) The ratio of Dgguw,m) Over Dggm,m) for clinical implants matches
Dy,m/Dmm at 1 cm from the single point sources.

Conclusion Given the small variation with distance, using conversion factors based on
the emitted photon spectrum (or its mean energy) of a given source introduces mini-
mal error. The large differences observed between scoring schemes underline the
need for guidelines on choice of media for dose reporting. Providing such guidelines is
beyond the scope of this work.
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INTRODUCTION

The dosimetry of low energy photon (from a few to about 50 keV) brachy-
therapy procedures based on low dose rate (LDR) seed implants using ) and *®Pd or
high dose rate (HDR) electronic brachytherapy sources (EBS) follows the AAPM Radia-
tion Therapy Committee Task Group 43 formalism™ > (TG-43). The use of dosimetric
functions obtained in uniform water spheres of 15 cm radius has reported shortcom-
ings, such as the inability to handle tissue heterogeneities and interseed attenuation in
prostate and breast seed implants3'6. A study on eye plaque dosimetry7 has shown
similar shortcomings.

Model based dose calculation (MBDC) algorithms such as Monte Carlo (MC)
simulations, collapsed cone convolution and Boltzmann transport equation solvers
take into account relevant radiation physics; they are all considered by the active
AAPM Radiation Therapy Committee Task Group 186 (TG-186) as potential replace-
ments to the TG-43 formalism. MBDC algorithms enable photon transport in arbitrary
media for calculation of the absorbed dose Dy, , to a small mass of medium m embed-
ded in the surrounding transport medium m, or the absorbed dose D,,, to a small
mass of water w in the surrounding medium. These two scoring quantities as well as
Dy, the scoring quantity recommended by TG-43, are schematically compared in
Figure 4.1. When considering D, n, the small mass of water is only involved during the
scoring of the energy deposited, but not during the transport of photons. In other
words, scoring absorbed dose to water does not perturb the photon fluence in the
surrounding medium.

(a) Dm,m (b) Dw,m (c) DW'W
Medium Medium Water
' 4 . o 8 - 2 -
! Medium ) !t Water ) [ Water
\\ ,I ‘\ /’ \\ ,I
Sal =" Sal_-- e
Scoring volume Scoring volume Scoring volume
T — e — " —

Figure 4.1: (a) Dose to medium with transport in medium, D, ,, where the scoring volume is
filled with the transport medium. (b) Dose to water with transport in medium, D,, , where the
scoring volume is filled with water. The water is only considered for scoring purposes and does
not affect the transport. (c) Dose to water with transport in water, D,,,, representing the TG-43
dose calculation conditions. Scales are arbitrary.

In external beam radiotherapy (EBRT), where treatment planning based on MBDC
simulations has already been adopted, the AAPM Radiation Therapy Committee Task
Group 105° (TG-105) guidelines do not favor one scoring quantity over the other. The
difference between the two quantities has been reported to be small for tissues other
than bone” *°. Special treatment has been given to bone (spongiosa) since radiosensi-
tive tissues such as red bone marrow and bone surface cells are imbedded in a matrix
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of high density trabecular bone'. It was found that D,m is closer to the dose to sensi-
tive tissues in spongiosa. For tissues in general, arguments for both quantities have
been presented in EBRT” ' and the ICRU has recently issued a recommendation
favoring the use of Dw,mlz.

In low energy brachytherapy, cavity theory13 for secondary electron ranges shorter
than the cavity size, which is commonly known as large cavity theory, can be used to
convert Dy, to Dy, m. In this work, a cavity is considered to be a voxel with a size of the
order of 1 mm and the range of secondary electrons is at most 43 um (in the continu-
ous slowing down approximation for a 50 keV electron in water). Under the assump-
tions of this theory, D, n, is given by:

(&,/p),

D, =D, W =o_ (u,/ P)m (4.1)

where (,L_ten/p) and (ﬁen/p) are the mass energy absorption coefficients of water

and medium averaged over the local photon energy fluence.

Since the photoelectric effect plays a major role in the low energy photon range
and given its strong dependence on elemental composition, significant differences
between the mass energy absorption coefficients of human tissues and water are
observed. This induces differences in Dy, m and Dy, Which are larger than in EBRT or
even in “?Ir HDR brachytherapy”. The amplitude of these differences has been studied

15, 16

in phantom materials for *°I sources where (,Hen/p)w varied from 0.91 for solid

water to 2.7 for polystyrene. Rivard et al.* studied the differences for bone and breast
tissue using mono-energetic point sources, finding Dp , 5-7 times higher than D, ,, for
bone. Because these differences are much larger than in EBRT they recommend the
reporting of D, , along with D .

The goal of this study is to compare Dy, , and Dy, obtained from MC simula-
tions for a subset of human tissues of interest in brachytherapy. Using LDR seeds and
an EBS, we quantify the large cavity theory conversion factors required. We also assess
whether applying large cavity theory, utilizing the sources’ initial photon spectra and
average photon energy, introduces errors related to spatial spectral variations. The
first part of the study investigates ideal spherical geometries while the second part
investigates clinical brachytherapy LDR seed implants for breast and prostate cancer
patients.

MATERIALS AND METHODS

Monte Carlo code and dose analysis tool

Version 9.3 of the general purpose MC simulation toolkit GEANT4" was used
for this work. The photoelectric effect, Compton scattering and Rayleigh scattering
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processes of the Lawrence Livermore National Laboratory low energy electromagnetic
model were activated. This model uses the EPDL18, EEDL™ and EADL® evaluated data
libraries. Since the range of secondary electrons is very short compared to voxel size
for the low photon energies of interest, dose was approximated by collision kerma, i.e.
electrons were not tracked. The EEDL library was necessary for the simulation of
photon production inside the EBS.

Photon transport is not influenced by the scoring medium and is always simu-
lated in the local medium. D, was scored using an analog estimator while D, ,, was

scored using a track length estimator’’. When using track length estimation the Dj/

(approximated by the collision kerma to water in medium, Ki'm ) deposited in a scoring
region of arbitrary shape by a photon j is given by:
Df :Kj — EJ'(’uen/p)wli , (42)
wm wm "4

where E;is the photon’s energy, /;is the straight line distance travelled inside the
scoring region of volume V and (uen/p)w is the mass energy absorption coefficient of
water at £, While track length scoring of Dy, m would be more efficient, we chose
analog scoring to avoid potential systematic errors from tabulating (ten/p)m for a large
number of materials in the GEANT4 application and because calculation times were
not an issue for this work. Mass energy absorption coefficients (ue/p)w of water were
calculated at 1 keV intervals using the EGSnrc” (version V4-r2-3-1) user code g. Values
of (Uen/P)m Were also calculated with g for the tissues of interest in this study for
comparison with our simulation results. The EGSnrc code was chosen after verifying
that the EPDL (used by GEANT4) and xcom? (used by EGSnrc) cross section libraries
were equivalent.

BrachyGUI24 is a brachytherapy dose analysis and planning tool which was used in
this work to process DICOM CT imaging data, to create input files for GEANT4 patient
simulations and to analyze dose distributions.

Monte Carlo simulations in uniform geometries

Four brachytherapy sources were investigated in this study: model 2301 12

source and model 2335 '®Pd source (Best Medical, Springfield, VA), model Cs-1Rev2
Bles source (IsoRay Medical, Richland, WA) and model S700 Axxent EBS (Xoft,
Sunnyvale, CA) source. The 125I, %pg and 'Cs sources were modeled in GEANT4
according to published descriptionszs' ® The agreement of source modeling with
published descriptions has been reported in our previous work”’. The Axxent source
operating at 50 kV placed inside its cooling water sheath was simulated with a GEANT4
model developed by Liu et al.’®

Phase space files containing the photon distribution were collected at the out-
er surface of each source and photon spectra accounting for the spectral shift caused
by the encapsulation were extracted from them. The spectra were collected over the

whole phase space file, averaging out the source anisotropy. A 5 keV lower energy

55



56 [Chapter 4

cutoff was applied, neglecting the 4.5 keV characteristic x-rays produced in the titani-
um encapsulation, which only affects the dose in the first mm from the source”.

The mean photon energies for model 2335 (1°3Pd), model 2301 (lzsl), model Cs-
1Rev2 (131Cs) and 50 kV Axxent emission spectra (lower energy cutoff applied) are 21.0
keV, 28.5 keV, 30.4 keV and 26.9 keV, respectively.

Each of these spectra was used to emit photons from the point source located at
the center of a 100 cm sphere of uniform composition, ignoring anisotropy. Such a
large radius was chosen to simulate an infinite geometry and provide full backscatter.
Dose per emitted photon was scored for the first 10 cm in 1 mm thick spherical shells
whose mid radii were centered at every millimeter for both the local medium (D, m)
and water (Dy,m). The tissues under investigation are the same as in our previous
work®” with the addition of Muscle and Skin whose compositions are from Woodard
and White®. The elemental composition of each tissue as well as its mass density and
effective atomic number Z.;are tabulated in the online supplemental data accompany-
ing this publication.

For most tissue types the mean (M) composition as well as compositions removed
by one standard deviation (M - 0, M + o) from the mean, as defined in Woodard and
Whiteao, are used and are indexed as hi-Z, mean-Z and lo-Z according to their Zg.
Distributions of radial dose per emitted photon are obtained for each tissue by simu-
lating 10® photon histories for D, m, and 2:10° for D m, ensuring statistical uncertainty
(calculated according to Walters et a/.al) less than 0.5% at 10 cm. The higher number of
histories for D, is required given analog scoring’s lower efficiency.

Breast tissue (Breast A70G30) was modeled as a uniform mixture with a mass
fraction of 70% Adipose mean-Z and 30% Mammary gland mean-Z. The mass fraction
of each component was chosen according to Yaffe et al.>* who report a mean mamma-
ry gland volumetric percentage of 20% with 80% of women having gland volumetric
percentage below 27%.

Clinical cases
Prostate cancer patients

MC dose calculations were performed for four prostate cancer patients who
underwent transperineal implantation using model 2301 12| sources under transrectal
ultrasound guidance at the MAASTRO Clinic where a 145 Gy prescription dose is given
to the ultrasound prostate contour, taken as the planning target volume (PTV). Patient
description is presented in Landry et al.”’ CT scans with 3 mm slice thickness taken
within 24 hrs of implantation were imported in the VariSeed planning system (Varian,
Palo Alto, CA) where prostate contours were drawn by a radiation oncologist and seed
positions established using VariSeed’s seed finder algorithm.
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Breast cancer patients

Dose calculations were also performed for four breast cancer patients from
the Sunnybrook Health Sciences Centre (Toronto, Canada) who underwent permanent
breast seed implantsa?’ using the model 2335 1%pg seed. Patient description is present-
ed in Landry et al.”’ A 90 Gy dose was prescribed, covering the PTV which consists of
“the lumpectomy cavity plus a margin of 1 cm modified to 5 mm deep to the skin
surface and also along the fascia pectoralis”33. CT scans with 5 mm slice thickness
taken 2 months post implantation with PTV contours drawn by a radiation oncologist
and seed positions were exported from VariSeed.

Dose calculations

DICOM data were used to create material compositions per voxel and density
assignments for both types of patients. The mass density of each voxel was estab-
lished according to the CT scanner’s HU — p calibration curve. Voxels within PTV con-
tours were assigned prostate tissue (Prostate A, B and C) or breast tissue (Breast
A70G30) compositions while those outside had the composition of water. Assigning
water outside is not an issue when considering doses inside the PTV only, but will
affect doses to organs at risk, which are not of interest for this paper. GEANT4 simula-
tions were performed for each patient as described in our previous work”’ using phase
space files as photon sources, effectively ignoring the interseed effects, which is not
under investigation here. Dy, ,, and D,,,, were scored for 5.10° and 510’ photon
histories respectively. The dose calculation grid was 2 mm X 2 mm X 3 mm (X X Y X
slice thickness) for prostate patients and 1 mm X 1 mm X 5 mm for breast patients.

RESULTS

Idealized geometries

Figures 4.2(a) shows radial dose profiles in Adipose mean-Z for each source in units
of dose (Gy) per emitted particle. The inverse square law dependence associated with
the point source geometry has been factored out by multiplying dose values by rz,
where ris the radial distance from the source’s center to the scoring shell’s mid-radius.
The ®'Cs results, being quite similar to 123 due to their similar photon emission spec-
tra, have been omitted. In addition to dose profiles, Figure 4.2(b) shows the ratio
Dy,m/Dmm Which corresponds to the factor required to convert one type of dose re-
porting to the other under the large cavity assumption.
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Figure 4.2: (a) Radial D, and Dy, ,, in Adipose mean-Z corrected for the inverse square law for
three different brachytherapy photon sources. (b) Ratio Dy, /Dy, millustrating spatial variation in
conversion factor. Dy, /D m values have been smoothed using least square smoothing with four
neighboring points to reduce statistical noise.

Figure 4.2 clearly demonstrates that there are important differences between
Dy,m and D, , for all sources; D, , is almost 70% higher for Adipose mean-Z. Interest-
ingly, Dy,m/Dmm values are similar within 4% for the three sources. Figure 4.3 shows
the u./p ratio Water to Adipose mean-Z as a function of photon energy where in the
10-30 keV range, the u./p ratio reaches its maximum and has a relatively stable
behavior, which explains the similar Dy, m/Dm mvalues between sources.
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Figure 4.3: Variation of the ratio of mass energy absorp-
tion coefficients, Water to Adipose mean-Z, with photon
energy. Data from calculations with EGSnrc user code g.

Figure 4.2(b) shows that variation with distance of Dy m/Dmm is at most 3%
over 10 cm for the Axxent and ®Pd sources while it is less than 1% for **°I. We note
that Dy,m/Dmm increases slightly with distance for ) as opposed to the other sources.
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Figure 4.4 shows the mean photon energy variation with distance for each source
where we see that the Axxent and '®Pd spectra undergo hardening with depth while
the I spectrum softens slightly due to a buildup of scattered photons. This is due to
the narrow range of energies present in the 12 spectrum (from 27.2 keV to 35.5 keV),
which limits its sensitivity to spectral shifts. The Axxent source has a soft continuous

spectrum28 and undergoes significant hardening in the first 4 cm.
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Figure 4.4: Variation of mean photon energy from three brachytherapy
sources with distance in adipose tissue.

Although Adipose mean-Z has the second lowest Z. of the investigated tissues
(14% lower than Water) the trends described above apply also to the other tissues of
interest.

Figure 4.5 shows D,,, compared to D, , for Breast A70G30 and Prostate C. We see
that for breast tissue, large (50%) differences are found between the two scoring
methods. For the Prostate C composition, the differences are less striking but still
important (8%).
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Figure 4.5: (a) Radial D, and D, , in Breast A70G30 corrected for the inverse square law for
three different brachytherapy photon sources. (b) Radial Dy, ,, and D, , in Prostate C. (c) Ratio
Dy,m/Dpm m illustrating spatial variation in conversion factor for Breast A70G30. (d) Ratio for
Prostate C.

The results of simulations in all tissues are presented in Table 4.1 where values of
Dym/Dmm are reported. The U/p ratio (from the EGSnrc user code g) at the initial

mean photon energy {Ey), ('uen/p)m<g X is also given. For clarity, only mean-Z composi-

tions are presented in Table 4.1. The (,uen/p)ww ratio derived from Equation 4.1, using
the energy fluence ¥ from the initial photon spectrum agreed with (,uen/p) (e

within 1% for isotope sources and within 2% for the EBS source.
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Table 4.1: Dy, /Dy, m for mean-Z tissue compositions at 1 cm distance from the source as well as
the minimum and maximum values observed in the 0.1 - 6 cm range for 12 105pg and the
Axxent source. Dy, m/Dp, m values are compared to ratios of mass energy absorption coefficients
at the mean energy of the initial photon spectrum obtained from the EGSnrc user code g.

Tissue Source Dym/Dimm Dy,m/Dimm

w
r=1cm min — max ( )
(r=1cm) [ ] “lp) e
Adipose ) 1.66 1.65-1.67 1.65
%pg 1.69 1.68 - 1.69 1.70
Axxent 1.66 1.64-1.67 1.66
Mammary gland ) 1.24 1.24-1.24 1.24
%pg 1.25 1.25-1.25 1.25
Axxent 1.24 1.23-1.25 1.24
Muscle ) 0.97 0.97-0.97 0.97
%pg 0.98 0.98 - 0.98 0.98
Axxent 0.97 0.97 -0.98 0.97
Prostate A ) 1.00 1.00 - 1.00 0.99
%pg 1.00 1.00 - 1.00 1.00
Axxent 1.00 1.00-1.00 1.00
Prostate C ) 1.08 1.08-1.08 1.07
®pg 1.09 1.08 - 1.09 1.08
Axxent 1.08 1.07-1.09 1.07
Skin ) 1.06 1.06 - 1.06 1.06
%pg 1.07 1.07 - 1.07 1.07
Axxent 1.07 1.06 — 1.07 1.06
Breast A70G30 ) 1.51 1.50-1.51 1.50
%pg 1.53 1.52-1.53 1.53
Axxent 1.51 1.49 -1.52 1.51

From Table 4.1 we see that tissues with large Z. differences from water such as
Adipose and Mammary gland have important differences between D, ,, and Dy, m. This
is expected given the large difference between mass energy absorption coefficients of
these tissues and water. On the other hand, tissues such as Muscle and Prostate A
appear to be more water equivalent and less affected by the choice of scoring medi-
um, although differences of 3% are observed for Muscle. Prostate B was found to be
equivalent to Prostate A and is not shown while Prostate C exhibits an 8-9% higher
Dy,m at 1 cm. Muscle is the only tissue whose composition has a higher Z. than Water.
For this reason its Dy, m/Dmm values are all smaller than unity. We observe important
differences for Breast A70G30 given the important proportion of adipose tissue pre-
sent in breast.

For any given tissue and source, the variation of Dy, m/Dmm With distance from the
source is less than 2% in the 0 — 6 cm range. Using the emission photon spectrum or its
mean energy instead of the real local spectrum to calculate conversion factors based
on U.,/p ratio water to tissue will only introduce a small (<2%) error.

Table 4.2 provides the Dy, m/Dmm values at 1 cm for hi-Z, mean-Z and lo-Z composi-
tions. For lo-Z breast tissue lo-Z adipose and mammary gland tissues were combined.
The relative variation of Dy m/Dmm caused by the variation of the composition of a
given tissue within 10, labeled ADy, /D m is given by:
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o o o) o0
| | (Dw’m /Dm"“ )mean-Z

It ranges from about 4% for Muscle up to 30% for Mammary gland. Interestingly,
ADy /D does not vary much from one source to the other. For Mammary gland
(Muscle) it takes the values 33% (4%), 34% (4%) and 33% (4%) for the 123) 1%py and
Axxent sources respectively. This means that all sources are equally sensitive to varia-
tions in tissue composition.

b2 .100% . (4.4)

Table 4.2: Dy, /Dy m values at 1 cm distance from the source for hi-Z, mean-Z and lo-Z composi-

tions for 125/, 193pg and the Axxent source.
) ®pg Axxent
Tissue hi-Z - mean-Z — lo-Z hi-Z - mean-Z — lo-Z hi-Z - mean-Z — lo-Z
Adipose 1.52-1.66-1.83 1.54-1.69-1.88 1.52-1.66-1.84

Mammary gland

1.08-1.24-1.48

1.08-1.25-1.50

1.08-1.24-1.49

Muscle 0.95-0.97-0.99 0.95-0.98-0.99 0.95-0.97-0.99
Skin 1.03-1.06-1.09 1.03-1.07-1.10 1.03-1.06-1.09
Breast A70G30 1.35-1.51-1.71 1.36-1.53-1.75 1.35-1.51-1.72

Clinical cases

The ratio of PTV Dgg(w,m) (from the D, , distribution) over PTV Dgg(m,m) (from the
D, m distribution) was calculated for each prostate and breast cancer patient. For each
site the average value of the ratio and its standard deviation over four patients is
presented in Table 4.3. We observe that Doowm /Doomm has similar values as
Dy,m/Dmm at 1 cm from point sources (Table 4.1). Prostate A is nearly water equivalent
and scoring Dy m Or Dy, m results in the same Dgg values. Using Prostate C on the other
hand results in a 7.5 % difference. Breast tissue is much more sensitive, exhibiting a
53% difference between scoring schemes. The variation over the four patients is small,
meaning that the difference in seed distribution over these four patients did not
influence the ratio. This variation would be larger in reality: Table 4.2 shows that
variations of tissue composition among patients influence the ratio significantly while
in this work the tissue composition was kept constant for all four patients.

Table 4.3: Average Dgg y,m) /Dso,mm) and standard deviation over four
patients for both prostate cases and breast cases.

Tissue in <Dyo,(w,m) /Dso,im,m) > Absolute stand-
PTV contour ard deviation
Prostate cases
Prostate A 0.997 0.001
Prostate C 1.08 0.01
Breast cases
Breast A70G30 1.53 0.01

Figure 4.6 shows PTV differential dose volume histograms (dDVH) of Dy, and
D m distributions for one of the breast cancer patients studied. The dDVH of the D,
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distribution, which corresponds to the clinical TG-43 dose calculation, is added as
reference. We observe that doses are generally highest in the D, , distribution, given
the lower attenuation of breast tissue than water. When scoring D, , the effect of the
decreased attenuation is counterbalanced by a lower absorption, yielding lower doses
than TG-43.
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Figure 4.6: Comparison of differential DVH for the
PTV of a clinical brachytherapy breast implant using
1%pg seeds. Three dose distributions are investigat-
ed: Dy m, Dpmm and Dy, ,, (which represents TG-43).

DISCUSSION

The large differences we have found between Dy, and Dy, for breast stress the
importance of formulating guidelines for low-energy photon brachytherapy dose
reporting. It is necessary to select the dose scoring method that is the most relevant
from a clinical and physical standpoint. The differences reported in this work are much
larger than what is observed in external photon beam radiotherapy, as expected by
the important variations of i../p between tissues at low photon energies. Siebers et
al.9, using small cavity theory with unrestricted stopping power ratios, reported differ-
ences of about 2% for ICRU soft tissue and lung using 6 MV and 18 MV linac beams.
Soft bone, with a Z of 10.7, an extreme case in the context of this work, shows only a
4% difference. In contrast we observe differences of up to 70% for adipose tissue. Our
results agree with Rivard et al.™ who found a 25% difference at 20 keV between Dym
and Dy, m for ICRU 44 breast, which corresponds to our Mammary gland mean-Z (Table
l, 103Pd). The vast majority of MC studies in brachytherapy have reported Dy, , with no
mention of Dy, .
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This work is based on the assumptions of large cavity theory which definitely hold
for uniform media but might not be applicable when considering the geometry of a
human cell. Whether the whole cell or its nucleus is the actual radiation target is also
an important factor affecting how well the dose scored in a voxel, which is in itself not
a biologically relevant entity, relates to radiation response. The uncertainty on the
composition of body tissues also affects the accuracy of conversion factors.

Table 4.4 shows Dqg values obtained for a specific breast case where both D, , and
Dy, m were scored. In addition, D, is also shown (obtained when all voxels are water).
The decrease of Dgg when going from D, to Dn n is consistent with the literature®
which reports D, . Scoring D,, , reverses this trend and results in increased Dqg values.
When transporting photons in breast tissue, the fluence reaching a scoring voxel is
generally higher because breast has lower attenuation than water. When scoring Dy m
this results in a higher dose in the voxel than for D ,. When scoring D, the lower
(Uen/ P)m Of breast tissue decreases the energy absorbed in the voxel. This decrease is
greater than the increase in photon fluence stemming from transport in breast tissue,
leading to a dose which is lower than for D,

In Table 4.4 two compositions were studied, Breast A70G30 mean-Z and lo-Z for
which the values of Dy, and Dy, differ greatly. For D,,, going from mean-Z to lo-Z
results in a 6% Dgg,m) increase. For Dy, the effect is opposite, we observe an 8%
Dgo(m,m) decrease going from mean-Z to lo-Z. These differences can be interpreted as
the dose calculation uncertainties caused by the variation of tissue composition.

Table 4.4: Dy values for a specific breast implant for both dose reporting methods and for two
breast compositions.

Breast A70G30 composition Daow,m) Doo(m,m) Do, w)
(% prescription dose)

mean-Z 135 89 103

lo-Z 143 82 103

To be able to put the two dose scoring quantities in perspective it is helpful to de-
fine some desired properties of a dose quantity:

1. A quantity that correlates with radiation response for similar cells in
various tissues.

2. A quantity that can be easily calculated and implemented.

3. A quantity that does not degrade the accuracy of the calculated
dose.

With respect to Property 1, studies correlating treatment outcome to Dy, and
Dy,m would provide information and potentially definitive arguments as to which
scoring method is preferred. Ideally a site where tissue composition varies significantly
between patients and where information on composition can be extracted would be
chosen for such a study. Property 2 is satisfied given the availability of MBDC algo-
rithms. Given the uncertainties on tissue composition, Property 3 is not satisfied for
either quantity: we see from Table IV that the potential calculation errors from assum-
ing mean breast compositions are about the same order for D, (6%) as for Dy, m (-8%).
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However, using MBDC to calculate Dy, m, or Dy, m Using mean tissue compositions is still
an improvement over TG-43 D,,,, calculations, which introduce larger errors (Table
4.4).

Given the upcoming release of the AAPM TG-186 report, which may issue recom-
mendations concerning scoring medium, we refrain here from recommending a scor-
ing approach.

CONCLUSION

MBDC algorithms allow dose calculations in various media and intrinsically
provide dose to the local medium with transport in medium, Dy, , and can also provide
dose to a small mass of water with transport in medium, Dy . In this work these two
scoring schemes were compared for a series of human tissues and radiation sources
relevant for low energy brachytherapy. Differences of -3% to +70% can be observed
between the two quantities depending on the scoring tissue, as expected from mass
energy absorption coefficient ratios. The conversion factors from one scheme to the
other do not vary more than 2% with distance from the source, even in the presence of
important spectral shifts. The conversion factors are also very similar between low
energy brachytherapy sources. Within a tissue type, variations of composition can
influence the conversion factors up to 38%. Conversion factors for clinical implants
agree with those obtained in idealized geometries.
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ABSTRACT

This work compares Monte Carlo (MC) dose calculations for 2| and '®Pd low dose

rate (LDR) brachytherapy sources performed in virtual phantoms containing a series of
human soft tissues of interest for brachytherapy. The geometries are segmented
(tissue type and density assignment) based on simulated single energy computed
tomography (SECT) and dual energy (DECT) images, as well as the all-water TG-43
approach. Accuracy is evaluated by comparison to a reference MC dose calculation
performed in the same phantoms, where each voxel’s material properties are assigned
with exactly known values. The objective is to assess potential dose calculation accura-
cy gains from DECT. A CT imaging simulation package, ImaSim, is used to generate CT
images of calibration and dose calculation phantoms at 80 kVp, 120 kVp and 140 kVp.
From the high and low energy images electron density p. and atomic number Z are
obtained using a DECT algorithm. Following a correction derived from scans of the
calibration phantom, accuracy on Z and p. of 1% is obtained for all soft tissues with
atomic number Ze[6,8] except lung. GEANT4 MC dose calculations based on DECT
segmentation agreed with the reference within +4% for 103Pd, the most sensitive
source to tissue misassignments. SECT segmentation with three tissue bins as well as
the TG-43 approach showed inferior accuracy with errors of up to 20%. Using seven
tissue bins in our SECT segmentation brought errors within +10% for 1%pg. In general
| dose calculations showed higher accuracy than %pg. Simulated image noise was
found to decrease DECT accuracy by 3-4%. Our findings suggest DECT based segmenta-
tion yields improved accuracy when compared to SECT segmentation with seven tissue
bins in LDR brachytherapy dose calculation for the specific case of our non-
anthropomorphic phantom. The validity of our conclusions for a clinical geometry as
well as the importance of image noise in the tissue segmentation procedure deserve
further experimental investigation.
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INTRODUCTION

To take tissue heterogeneities into account in brachytherapy dose calculations, model
based dose calculation (MBDC) algorithms such as Monte Carlo (MC) simulations,
collapsed cone convolution and Boltzmann transport equation solvers are considered
by the active AAPM Radiation Therapy Committee Task Group 186 (TG-186) as poten-
tial successors to the Task Group 43 formalism (TG-43) and its updatesl’ 2, Contrary to
the water based TG-43 approach, these MBDC algorithms can model non-water heter-
ogeneities including assorted tissue compositions and interseed attenuation important
in low dose rate (LDR) brachytherapy and electronic brachytherapy sources (EBS),
which emit a spectrum of bremsstrahlung and characteristic x-ray photons. It has been
shown that ignoring tissue composition and interseed attenuation effects can lead to
significant dose calculation errors in the low energy range of these photon sources
(from a few to about 50 keV)3'8.

Accurate MBDC below 50 keV are contingent upon correct tissue type identifica-
tion. Because of the important proportion of photoelectric photon interactions, the
elemental composition of tissues strongly determines the dose deposition behavior.
Our previous work has shown that even assuming mean elemental compositions can
lead to significant dose calculation errorsg, thus patient-specific tissue identification
suggests superior dose calculation accuracy. In current clinical practice, quantitative
information on tissues is determined by conventional single energy CT (SECT) in the
form of attenuation coefficients (often expressed by Hounsfield Units, HU). From
these, mass or electron densities are derived using empirical relationships. The current
standard for heterogeneous dose calculations, which are almost exclusively used in
external beam therapy, is based on these densities and does not account for tissue
typelo. Tissue type identification based on SECT measurement of the linear attenuation
coefficient has been shown to lead to MC dose calculation errors in the megavoltage
photon and electron energy rangen. Because of the strong dependence of the photoe-
lectric cross sections on the tissue’s atomic number, such errors are expected to be
amplified in the low energy range.

By measuring the linear attenuation coefficient at two well-separated photon
energies, dual energy computed tomography (DECT) provides a means to express it in
a two parameter model™. The parametric model extracts information pertaining to the
elemental composition of a mixture (atomic numbers, Z) in addition to its electron
density (pe). Bazalova et al® " adapted the synchrotron based approach of Torikoshi
et al.”” to determine MC dose calculation errors for both megavoltage and kilovoltage
radiation therapy using DECT information of a phantom with known composition and
density. In their study, they showed that DECT improved dose calculation accuracy
when compared to SECT. Segmentation (the process of assigning tissue type and
density) based on SECT caused dose calculation errors as high as 17% while DECT
segmentation brought those errors within 1% for a 250 kVp beam. Yang et al."® used
the same formalism to calculate patient-specific proton stopping power ratios in a
theoretical study, concluding that DECT has a theoretical advantage over SECT.
Mahnken et al."” used a similar method'® ™ to characterize body fluids. Since clinical
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DECT systems are becoming available for diagnostic purposes, there is a need to
quantify their potential to identify tissues for low energy brachytherapy MBDC.

In this report, a study was performed with simulated images in which tissue
segmentation schemes based on virtual DECT and SECT images were employed to
perform MC dose calculations in mathematical phantoms comprising soft tissues of
interest in brachytherapy, using 1%pg and | implants. Accuracy was evaluated by
comparing to a reference dose calculation performed in a geometry with exactly
known tissue compositions.

MATERIALS AND METHODS

CT image simulation

In this work CT images were generated with ImaSim®. This program is based on
SpekCalc, a validated x-ray spectrum generation tool’*?. The program calculates x-ray
projection images using ray tracing for a fan beam CT geometry from a point source.
The object attenuation A measured in a specific detector element is given by:

— | ulr,E)dr
[ s(e)o(g)e fiesy dE
__ spectrum
A | s(€)p(E)de -1
spectrum

where S(E) is the x-ray photon spectrum, D(E) is the detector response (and would be
D(E) = E in the case of a perfect energy integrating detector) and u(r,E) is the linear
attenuation coefficient at the position r in the object and at photon energy E. The
integral in the exponent is along the line / defined by the point source and the centre
of the detector element for which the object attenuation is calculated. Attenuation
coefficients are from the NIST XCOM database®. Following sinogram re-binning to
parallel geometry25 a filtered back projection reconstruction is performed with either a
Shepp Logan or a cosine filter. A cupping correction is applied for cylindrical phantoms
of radius R. The correction, applied on projections, is such that the reconstructed
image of a water phantom of radius R would have a flat CT number profile.

DECT algorithm

This work builds upon the approach of Bazalova et al.”™ ** to obtain atomic number Z
and electron density p. from pairs of CT images taken at two different tube potentials.
The algorithm relies on knowledge of the CT scanner’s photon spectra and detector
response. We modified Bazalova et al.’s algorithm slightly by using a different formula-
tion for the atomic number of water Z,. This quantity is necessary to convert scanner
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generated Hounsfield units back into linear attenuation coefficients. The details of the
algorithm are presented in the Appendix.

The atomic number Z provided by the algorithm is an effective atomic number, i.e.
it is a mixture specific quantity, which in conjunction with p, is used to calculate the
linear attenuation coefficient of the mixture using the parameterisation presented in
the Appendix. Thus Z is specific to this parameterisation and is not necessarily equiva-
lent to traditional formulations of effective atomic number Z.s such as Johns and
Cunningham’sze.

Image simulation inputs

Three photon spectra from a 10° tungsten anode were generated: 80/140 kVp with 10
mm Al filtration for DECT simulations and 120 kVp with 7 mm Al filtration for SECT
simulations; they are shown in figure 1. These were chosen to represent generic SECT
and DECT scanners. A heavier filtration was chosen for DECT since beam hardening
effects can negatively impact accuracyl?’. The detector response for all scans was taken
from Heismann and Balda'® and is for a 1.4 mm Gd,0,S scintillator CT detector used in
clinical DECT systems.
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Figure 5.1: X-ray photon spectra used in this study.
All spectra normalized to unit area under the

curve.

We considered three mathematical phantoms. One is the calibration phantom; it
was used to assess the SECT and DECT system performance. The calibration phantom
contains tissue mimicking inserts: RMI tissue substitutes (Gammex, Middleton, WI) as
well as solutions from Verhaegen and Devic'’. The phantom geometry is shown in
Figure 5.2 and information on insert composition and density is in Table 5.1.

Figure 5.3 shows the geometry of the dose calculation phantoms. These phantoms
contain human tissues of interest for low energy brachytherapy. The first phantom
contains tissues related to the female breast (Table 5.2, containing 1%3py seeds), while
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the second contains tissues related to the prostate (Table 5.3, containing 12 seeds).
Some tissues are found in both inner and outer rings of inserts, which represent the
target and organs at risk respectively. The prostate phantom contains some of the
tissues found in the breast phantom, such as adipose, muscle, lung and rib. This is to
assess the differences between '®Pd and 125I, although a detailed analysis of source
differences is beyond the scope of the paper. Images of these two phantoms were
used for dose calculations, the details of which are given in a later section. The ele-
mental compositions of tissues are from>”* and mean-Z, lo-Z and hi-Z denote mean
and mean * one standard deviation tissue compositions for one tissue type, as defined
in Woodard and White 2 and sorted by effective atomic number Z.. Zos is different
than the Z provided by our DECT approach, its definition is given in a later section. The
Breast A70G30 composition is obtained by combining 30% Gland mean-Z and 70%
Adipose mean-Z.

Each phantom was scanned using the three spectra with 2048 projections and 512
detector elements. It is important to note that image resolution is not one of the
parameters considered in this study. For this reason we allowed the same number of
detectors to cover the width of both the calibration and dose calculation phantoms.
Images were reconstructed onto a 512x512 image grid with a Shepp Logan filter.

T T T T T T
Calibration phantom 6 Dose calculation phantom

y/cm
=)
T

-6}

source positions
1 1

x/cm -6 -4 -2 0 2 4 6
x/cm

Figure 5.2: Cross sectional view of the calibra-
tion phantom. Drawn to scale. The phantom’s
body is solid water. Identification numbers
correspond to tissues (Table 5.1).

Figure 5.3: Cross sectional view of the dose
calculation phantom. Dots indicate the position
of radiation sources for dose calculation.
Drawn to scale. The phantom’s body is female
soft tissue for the breast dose calculation
phantom and male soft tissue for the prostate
dose calculation phantom. Identification
numbers correspond to tissues (Tables 5.2, 5.3).
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Table 5.1 Elemental compositions by weight fraction of tissue substitutes used in the calibration phantom.
Identification number (ID) corresponds to inserts in the calibration phantom. Data sorted according to Z.

H C N o Z>8 P Pe/Pew Zest

ID Tissue substitute % by weight g-cm'3

15 Polyethylene 14.4 85.6 0 0 0 0.920 0.945 5.50
14 SR2 brain 10.8 72.5 1.7 149 Cl(0.1) 1.045 1.040 6.10
1 AP6 adipose 9.1 723 23 16.3 Cl(0.1) 0.920 0.903 6.20
6 CB4 8.2 70.2 2.7 18.8 Cl(0.1) 1.155 1.123 6.29
7 CB3resin 11.3 74.2 1.6 12.0 Cl(0.9) 1.020 1.020 6.37
9 Ethanol (0.81) 13.03 49.54 0 37.43 0 0.810 0.823 6.49
2 Lucite 8.1 60.0 0 32.0 0 1.180 1.148 6.53
3 Ethanol (0.85) 12.66 39.63 0 47.71 0 0.850 0.861 6.72
4 BR12 breast 8.6 70.1 23 17.9 Cl(0.1), Ca(1.0) 0.980 0.957 6.96
16 Ethanol (0.94) 11.93 19.81 0 68.26 0 0.940 0.946 7.12
12 Ethanol (0.977) 11.37 4.95 0 83.67 0 0.977 0.978 7.39
5 Water 11.19 0 0 88.81 0 1.000 1.000 7.48
25 LN450 lung 85 59.6 2.0 18.1 Mg(11.2), Si( 0.6), CI(0.1) 0.450 0.439 7.56
13 LN300 lung 85 59.4 2.0 18.1 Mg(11.2), Si(0.8), CI(0.1) 0.300 0.292 7.59
17 NaCl (1.001) 11.08 0 0 87.93 Na(0.39), CI(0.6) 1.001 1.000 7.66
10 Solid Water 8.0 67.3 2.4 19.9 Cl(0.1), Ca(2.3) 1.015 0.985 7.73
11 LV1RMI 8.1 67.0 25 20.0 Cl(0.1), Ca(2.3) 1.039 1.010 7.73
8 CaCl, (1.00) 11.08 0 0 87.93 CI(0.63), Ca(0.36) 1.000 0.999 7.82
18 CB2-10% CaCO; 8.6 65.3 2.7 19.2 Cl(0.1), Ca(4.0) 1.170 1.141 8.46
19 1B3 inner bone 6.7 55.6 2.0 235 P(3.2), CI(0.1), Ca(8.9) 1.133 1.086 10.44
23 B200 bone mineral 6.6 55.5 20 23.6 P(3.2), CI(0.1), Ca(8.9) 1.145 1.095 10.44
24 CB2-30% CaCO; 6.7 53.5 21 25.6 Cl(0.1), Ca(12.0) 1.340 1.285 10.91
21 CB2-50% CaCO; 4.8 41.6 15 32.0 Cl(0.1), Ca(20) 1.560 1.470 12.55
20 SB3 cortical bone 3.4 31.4 1.8 36.5 CI(0.04), Ca(26.8) 1.819 1.691 13.65

Table 5.2 Elemental compositions by weight fraction of tissues for the breast dose calculation phantom.
Identification number (ID) corresponds to inserts in the phantom. Data sorted according to Z..

H C N o z>8 p Pe/Pew Zeit

ID Tissue % by weight g-cm'3

17,21 Adipose lo-Z 11.6 68.1 0.2 19.8 Na(0.1), 5(0.1), CI(0.1) 0.930 0.932 6.23
3,6 Adipose mean-Z 11.4 59.8 0.7 27.8 Na(0.1), 5(0.1), CI(0.1) 0.950 0.951 6.42
9,22 Adipose hi-Z 11.2 51.7 1.3 35.5 Na(0.1), 5(0.1), C1(0.1) 0.970 0.969 6.60
13,20 Breast A70G30 11.16 51.82 1.39 35.27 Na(0.1), P(0.03), $(0.13), CI(0.1) 0.970 0.969 6.61
8,24 Gland lo-Z 10.9 50.6 2.3 35.8 Na(0.1), P(0.1), 5(0.1), CI(0.1) 0.990 0.987 6.65
12,18 Breast A30G70 10.84 41.18 231 45.23 Na(0.1), P(0.07), $(0.17), CI(0.1) 1.000 0.996 6.85
16, 19 Gland mean-Z 10.6 33.2 3.0 52.7 Na(0.1), P(0.1), 5(0.2), CI(0.1) 1.020 1.014 7.02
25 Average female  10.6 315 2.4 54.7 Na(0.1), P(0.2), $(0.2), CI(0.1), K(0.2) 1.020 1.012 7.17

soft tissue

7 Skin lo-Z 10.0 25.0 46 59.4 Na(0.2), P(0.1), $(0.3), CI(0.3), K(0.1) 1.090 1.078 7.31
5,23 Gland hi-Z 10.2 15.8 3.7 69.8 Na(0.1), P(0.1), 5(0.2), CI(0.1) 1.060 1.050 7.33
11 Skin mean-Z 10.0 20.4 42 64.5 Na(0.2), P(0.1), $(0.2), CI(0.3), K(0.1) 1.090 1.078 7.37
14 Skin hi-Z 10.1 15.8 3.7 69.5 Na(0.2), P(0.1), $(0.2), CI(0.3), K(0.1) 1.090 1.079 7.44
4 Muscle lo-Z 10.1 17.1 3.6 68.1 Na(0.1), P(0.2), $(0.3), CI(0.1), K(0.4) 1.050 1.039 7.53
10 Muscle mean-Z 10.2 143 3.4 71.0 Na(0.1), P(0.2), $(0.3), CI(0.1), K(0.4) 1.050 1.040 7.57
1 Lung 10.3 10.5 3.1 74.9 Na(0.2), P(0.2), $(0.3), CI(0.3), K(0.2) 0.260 0.258 7.60
2 Muscle hi-Z 10.2 11.2 3.0 74.5 Na(0.1), P(0.2), $(0.3), CI(0.1), K(0.4) 1.050 1.040 7.62
15 Rib 6.4 26.3 3.9 436 Na(0.1), Mg(0.1), P(6.0), S(0.3), CI(0.1),  1.410 1.347 11.8

K(0.1), Ca(13.1)
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Table 5.3 Elemental compositions by weight fraction of tissues for the prostate dose calculation phantom.
Identification number (ID) corresponds to inserts in the phantom. Data sorted according to Z..

H C N o z>8 p Pe/Pew Zeit

ID Tissue % by weight g-cm'3

24 Adipose lo-Z 116 68.1 0.2 19.8 Na(0.1), 5(0.1), CI(0.1) 0.930 0.932 6.23
23 Adipose mean-Z 11.4 59.8 0.7 27.8 Na(0.1), 5(0.1), CI(0.1) 0.950 0.951 6.42
18 Adipose hi-Z 11.2 51.7 1.3 35.5 Na(0.1), 5(0.1), CI(0.1) 0.970 0.969 6.60
12, 14,  Average male soft  10.5 25.6 2.7 60.2 Na(0.1), P(0.2), 5(0.3), CI(0.2), K(0.2) ~ 1.030 1.023 7.32
4 tissue

5,7 Prostate C 10.5 25.6 2.7 60.2 Na(0.1), P(0.2), 5(0.3), CI(0.2), K(0.2)  1.040 1.033 7.32
9,11 Rectum 10.6 11.5 22 75.1 Na(0.1), P(0.1), S(0.1), CI(0.2), K(0.1)  1.030 1.024 7.45
2,25 Water 11.19 0 0 88.81 0 1.000 1.000 7.48
17,19 Prostate A 10.5 8.9 25 77.4 Na(0.2), P(0.1), 5(0.2), K(0.2) 1.040 1.033 7.50
20 Muscle lo-Z 10.1 17.1 3.6 68.1 Na(0.1), P(0.2), 5(0.3), CI(0.1), K(0.4)  1.050 1.039 7.53
3,6 Muscle mean-Z 10.2 143 3.4 71 Na(0.1), P(0.2), 5(0.3), CI(0.1), K(0.4)  1.050 1.040 7.57
21 Lung 10.3 10.5 3.1 74.9 Na(0.2), P(0.2), 5(0.3), CI(0.3), K(0.2)  0.260 0.258 7.60
16,1 Muscle hi-Z 10.2 11.2 3.0 745 Na(0.1), P(0.2), 5(0.3), CI(0.1), K(0.4)  1.050 1.040 7.62
13,15 Bladder empty 10.5 9.6 2.6 76.1 Na(0.2), P(0.2), 5(0.2), CI(0.3), K(0.3)  1.040 1.033 7.63
8,10 Bladder full 10.8 3.5 1.5 83.0 Na(0.3), P(0.1), S(0.1), CI(0.5), K(0.2)  1.030 1.026 7.69
22 Rib 6.4 26.3 3.9 436 Na(0.1), Mg(0.1), P(6.0), S(0.3), 1.410 1.347 11.8

€(0.1), K(0.1), Ca(13.1)

Image noise was considered by adding Poisson noise to projections. The number of
un-attenuated x-ray quanta reaching a detector element were adjusted to yield a
standard deviation of 7 HU for a 1 cm diameter ROl located at the centre of a 512x512
image of the dose calculation phantom for each kVp. For simulations involving noise a
cosine reconstruction filter was used instead of the Shepp Logan filter; it was chosen
since it yields lower noise levels (7 HU for cosine vs. 12 HU for Shepp Logan).

SECT density and tissue assignment

From the 120 kVp image of the calibration phantom two image segmentation schemes
were devised. Both used the same two segment linear p — HU relationship established
by fitting the simulated p — HU data, shown in Figure 5.4. The first segmentation
scheme was based on three tissues (SECT-3). Since segmentation schemes were used
for both breast and prostate dose calculation phantom images, male and female
variants were devised containing prostate and breast specific tissue bins. The second
segmentation scheme comprised 7 tissues (SECT-7). The HU range corresponding to
soft tissue in the SECT-3 segmentation was split into five bins for the SECT-7 segmenta-
tion. The narrow bins were 50 HU wide. The width of the narrow bins was chosen to
cover the 95% confidence interval, assuming 12 HU for the standard deviation of noisy
measurements. For the prostate phantom, no skin tissue is present; for this reason the
skin hi-Z bin has been appended to the muscle hi-Z bin, for a total of 6 tissues. The
SECT-7 notation was kept nonetheless.
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Figure 5.4: SECT segmentation schemes. Both schemes
use the same piecewise linear p — HU relation shown.
Vertical solid lines indicate the bin edges for tissue types
of the SECT-3 segmentation while the vertical dashed
lines indicate those for the SECT-7 segmentation. The
solid lines adjacent dashed lines are shifted by +15 HU
for visualisation. Data points are from a 120 kVp image
of the calibration phantom. When two tissues are given
for an interval, the first one is for the breast phantom
and the second one for the prostate phantom.

DECT density and tissue assighnment

DECT images of the dose calculation phantoms were first resampled to 256x256,
averaging 4 pixels. The algorithm described above was then applied, yielding Z and p.
maps. Fitting mass density p to relative electron density pe /pew, Using the data (from
Tables 5.2 and 5.3) on human tissues considered in this study (lung excluded), yields p
=1.177XpPe/Pew —0.174 (in gcm'3). This equation was consequently used to convert the
Pe Mmap to a p map used in dose calculations. To assign tissue type a correspondence
was established between Z values provided by our algorithm and the effective atomic
number Zs;defined as:

/n
zfltpe,izin 1
Z, =|‘=——— 5.2
. Zfl-'pe,/' ( )
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where f;is the mass fraction of element i. This formulation is from Johns and Cunning-
ham *® where they recommend using n=3.5. In this work we have decided to use the
DECT generated Z map of the calibration phantom to find the exponent n that mini-
mizes the sum of squared differences between Z.;and Z, as suggested in Yang et al. 16
Following this, n=3.31 was used to calculate Z. for the human tissues of the dose
calculation phantoms. These values are found in Tables 5.2 and 5.3. To assign a tissue
composition to a voxel, the Euclidian distance between [Zet/Zets w, Pe/ Pew] (from refer-
ence tissue compositions) and the voxel’s DECT obtained [Z/Z,,, pe/pew] was calculat-
ed. The reference tissue minimizing the Euclidian distance was assigned to the voxel.
The normalization by water was to avoid unequal weighing of the parameters.

When performing tissue composition segmentation from noisy data a different
distance is minimized: the Mahalanobis distance Ly between vectors X = [Zett/Zettw,
Pe/ Pew] AN Xies = [Z/Zy,, Pe/ Pew] (DECT measurements) which is calculated by:

L, =[(x—xmes).c‘1.(X—xmes)TT/2 (5.3)

where C is the covariance matrix of the noisy measurements. Ideally C would be
obtained for each tissue type from measurements. For practical reasons we have
approximated C with a single covariance matrix obtained from a noisy distribution of
[Z/Z., Pe/Pew] from a 1 cm diameter ROI at centre of the dose calculation phantom.
This is valid since in the soft tissue range Z < [6,8] the distribution of [Z/Z,, pe/pPew] is
similar among tissue types. In the absence of noise Ly reduces to the Euclidian dis-
tance.

Dose calculations

Following tissue segmentation from reconstructed 2D CT images of the dose calcula-
tion phantom a cylindrical geometry was created by stacking 17 2mm thick identical
256%256 slices. 72 brachytherapy seeds were inserted in three planes following the XY
pattern shown in Figure 5.3. The Z spacing between seeds is 1.75 cm from centre to
centre, with one seed plane positioned at the centre of the geometry. The geometry
based on the dose calculation phantom containing breast tissues was implanted with
1%pyg seeds, model 2335, while the one containing prostate tissues was implanted with
| seeds, model 2301 (both from Best Medical, Springfield, VA). Cylinders of water
whose radii are the same as the dose calculation phantom were added at both ends of
the geometry to provide 5 cm additional backscatter.

Using a GEANT4*® based Monte Carlo dose calculation platform9 the dose to
medium with transport in medium D,, ., and the dose to water with transport in medi-
um Dy, m were calculated in each 0.53 X 0.53 x 2 mm? voxel. Dy,m was obtained using
mass energy absorption coefficients and the photon energy fluence®’. Statistical
uncertainty varies with position in the phantom. The simulations were set up so the
inner ring of inserts had statistical uncertainty below 1%, calculated according to®.
First, dose calculations were performed in a reference geometry where all exactly
known tissue compositions and densities are correctly assigned from Tables 5.2 and

125



DECT tissue segmentation for brachytherap

5.3. The Dy, and Dy, distributions obtained from these calculations are our bench-
marks. Thus in total 6 different geometries were employed for dose calculations: (i) the
reference geometry, (ii) the TG43 geometry where the density is set to unity and tissue
composition to water, (iii and iv) the SECT-3 and SECT-7 tissue geometries where the
SECT segmentation schemes’ output is used, (v) the DECT geometry where the output
of the DECT segmentation scheme is used and (vi) the output of the segmentation
scheme employing noisy DECT images. All resulting dose distributions were normalized
to the reference or benchmark distribution from (i) prior to analysis. An ideal segmen-
tation scheme would thus yield a normalized dose distribution having unity value at
every voxel.

RESULTS AND DISCUSSION

Imaging results

The ability of our generic CT scanner simulations to generate realistic HU is shown in
Figure 5.5 where we see the u/u, = HU/1000 + 1 difference between inserts from
simulated images of the calibration phantom, which contains RMI tissue substitutes
and the results of CT scans of an RMI phantom performed on a Picker PQ5000 CT
scanner. Overall we see that ImaSim provides HU for RMI inserts that are representa-
tive of those measured with a clinical CT scanner. In the region of interest for this work
(soft tissues, HU ranging from -200 to 200) we observe agreement within +5%. Since
our generic scanner model is not designed according to the PQ5000 specifications,
perfect agreement is neither expected nor sought.
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Figure 5.5: Difference (simulation — measurement) of
/1, values from our generic scanner simulations
and from CT scans of a RMI phantom.
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The results of the dual energy algorithm applied to the pair of 80 kVp and 140 kVp
images of the calibration phantom are presented in Figure 5.6. The algorithm results
[Z, pe/pPew] are compared to the theory [Zet Pe/pPew] in a scatter plot for each insert
material. Since this is a noise-free simulation, no standard deviation is reported. It was
determined that n=3.31 provides the best agreement between Z and Z. This value is
close to the often-used 3.5 recommended by Johns and Cunningham26 and agrees with
the value of 3.3 obtained by Yang et al.*® where the same Z.ss formulation is used. We
see that the accuracy on pe/pew for soft tissues (Z.<8) is well within +2%, except for
two lung mimicking inserts. The errors on the lung inserts are caused by a discrepancy
between the expected HU and those given by ImaSim for low-density materials (Figure
5.5). A linear rescaling of ImaSim HU as proposed in Williamson et al.”? corrects the
error. However, since lung is not a critical organ in brachytherapy we have not per-
formed this rescaling in this study, and it is expected to have no significant influence
on our results. Differences are observed between Z and Z that vary linearly in the soft
tissue range. A fit of Z.as a function of Z yields the following relation:

Zeor=1.165% 7-1.188, Z € [6,8] (5.4)

with R?=0.995 which can be used as an empirical correction. Errors on uncorrected Z
are limited to +6%. These errors are similar to those of Bazalova et al.”* who reported
errors of about +6% on Z for RMI tissue substitutes. Goodsitt et al.** used a rapid kVp
switching clinical DECT scanner to measure Z for RMI substitutes and also obtained
results within £+6%.
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Figure 5.6: Left Scatter plot of the DECT algorithm results [Z, po/pew] and the theory [Zeg Pe/Pewl-
The abscissa is Z.z with n=3.31. Right The errors of the DECT algorithm relative to values from the
theory, for Z and pe/pe,w plotted against Ze.

The [Z, pe/pewl from each insert of both dose calculation phantoms (breast and
prostate tissues) are compared to their theoretical values (n=3.31) in Figure 5.7, with
focus on soft tissues Z €[6,8]. In addition, [Z, Pe/Pew] is shown, obtained from a Z
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image corrected from Equation 5.4. We see that for soft tissues the results indicate
good agreement with the theoretical values for most tissues. The correction reduces
errors on Z.,, to 1%, except for lung tissue (Z. = 7.60). This level of accuracy is within
the 0.1 to 0.2 (in units of Z) requirement suggested by Mahnken et al.”’ for soft tissue
identification. Similar agreement is found for the relative electron density.

0.98 T T T T T
Breast and prostate phantoms Errors o Z A
4F A Zc;;r ]
o PP,
2 0.96F [=:N ] e’ew
2 N }g@ 3F °
[}
= o s R
< + & ~ 2F o o 1
g 0.94F N 2 (@] b 5 o
2 o) E o
o R S ;
2 4o o o A
s P o
© 0.92f A MO 4 0 " 585
2© o heoy N gt o
o simulation F & oo 1
4 corrected simulation ‘ ‘ o
0.90 L L L
6.0 6.5 7.0 75 8.0 6.0 6.5 7.0 7.5 8.0

effective atomic number effective atomic number

Figure 5.7: Left Scatter plot of the DECT results [Z, p/pew] and the theory [Z.; pPe/Pewl for tissue
inserts in both dose calculation phantoms. The abscissa is Z.s with n=3.31. Also shown are
corrected Z values (Equation 5.4). Right The errors of the dual energy algorithm relative to values
from the theory, for Z, corrected Z and p./pe,u, all plotted against Z.4.

Segmentation and dose calculation results

Breast phantom and 103pg

Dose distributions calculated on segmented images of the breast dose calculation
phantom with a 1%3py implant and normalized to the reference are presented in Figure
5.8, along with a color-coded representation of the material map. Even with DECT
some inserts were assigned the wrong tissue type. This is usually the case for tissue
types with very similar Z and pe/pew values. Note that the DECT segmentation was
performed with the corrected atomic number map Z,, (Equation 5.4). These misas-
signments [inserts no. 10 (muscle hi Z instead of muscle mean Z), 13 and 20 (adipose hi
Z instead of breastA30G70)] do not cause important dose calculation errors since their
tissue properties are similar (see Table 5.2). For the D,, ., dose calculation, errors are
limited to +3% when excluding the rib insert, while they are within *4% for Dp .
Volume averaging artefacts around the rib insert cause some errors of +10%. It is easy
to appreciate that DECT segmentation yields more accurate dose calculations than
TG43 and SECT-3 segmentation. These two schemes perform poorly with 1%pg for both
scoring approaches with errors exceeding 20%.
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A quantitative analysis of the data is provided in Figure 5.9 where we plot, for
every tissue type, the mean value of the normalized dose within an insert as well as its
standard deviation over the whole 3D insert. For most tissues the TG43 approach fails
to approximate the correct dose deposition for either Dy, or Dy m. The SECT-3 seg-
mentation tends to reduce errors for D, but still falls outside +10% for some tissues.

Similar observations can be made for D, although SECT-3 actually performs
worse than TG43 for some tissues. It is interesting to observe that in general, SECT-7
segmentation yields normalized dose distributions that are within +10% (considering
the average doses in inserts) for both dose-scoring approaches. Rib is an exception to
this; while the tissue type is correctly assigned by the segmentation scheme, the
density is not (1.51 gcm'3 from the segmentation vs. the correct 1.41 gcm'3). This leads
to a lower dose in the insert. The error on the SECT derived density is attributable to
the rib insert (HU150 kvp = 760) not falling on the HU-p curve established with the tissue
mimicking inserts. This is because the tissue mimicking inserts do not have identical
elemental composition as human tissues. A potential solution to this problem is the
use of the stoichiometric calibration method>” *® to derive a human tissue specific HU-
p curve.

When looking at the mean values of the normalized D, , in Figure 5.9 we see that
for DECT they are within £1% for all inserts except rib (+3%). For Dy, ,, the mean values
range from +3% to -1%. This is significantly better than SECT-7 which shows errors of
up to +9% for Dy, m and -6% for Dy, m.
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Figure 5.9: Quantitative analysis of dose calculation accuracy based on the segmentation
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ard deviation is obtained in each insert of the breast dose calculation phantom. The central line

of a bar indicates the average, with the top and bottom halves each indicating one standard
deviation.

Prostate phantom and 123

Figures 5.10 and 5.11 present similar data for the prostate dose calculation phantom
inserted with '*°I seeds. Similar behaviour as for '®Pd in the breast phantom can be
observed, although the magnitude of dose calculation errors is somewhat reduced
with *°| because of its higher photon energy. This makes the dose calculation accuracy
less sensitive to tissue misassignments. With DECT two inserts are misassigned [no. 7
(male soft tissue instead of prostate C) and no. 14 (prostate C instead of male soft
tissue)]. These tissues are again very similar (see Table 5.3) and these errors do not
impact the dose calculation accuracy. Some of the tissues from the breast dose calcu-
lation phantom are also found in the prostate dose calculation phantom, such as
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adipose tissue, muscle, rib and lung. These can be used to compare the behaviour of
the two sources.

In this situation SECT-7 yields dose calculations whose accuracy is better than for
Pd. When looking at the mean values of the normalized doses (Figure 5.11) we see
that for Dy, they range from +1% to -2% for all inserts except rib (-7%). For Dy, they
range from +3% to -6% except rib and water (-8% and -7%).

In general D,, ,, appears to be less sensitive to tissue segmentation errors than Dy, 1,
for any scheme used. One possible explanation is that when scoring D, in @ misas-
signed insert, both mass attenuation and mass energy absorption coefficients are
erroneous. When scoring D, , the mass energy absorption coefficient of water is used
to score dose and only the error on the energy fluence remains, thus potentially
reducing the amplitude of the difference with the reference situation.

The results from both dose calculation phantoms (breast and prostate) are valid
for the particular geometries investigated. It is not obvious that these observations will
hold for clinical patient geometries. The prostate is a relatively uniform tissue whose
dimensions are larger than the inserts found in our phantom. The presence of calcifica-
tions in the tissue is also of importance. The breast is a complex arrangement of
mammary gland embedded in adipose tissue where calcifications can also be found. As
recent work suggests it is important to segment both gland and adipose tissues to
accurately model the energy fluence in breast tissue36, there would be interest to
evaluate the performance of DECT based segmentation.

103
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Influence of noise

The influence of image noise on the results is shown in Figure 5.12 where the distribu-
tion of [Z, pe/pewl] is plotted for the tissues of the breast dose calculation phantom. We
see that image noise creates clusters of [Z, pe/pew] Values with a distinct shape. It is
clear from Figure 5.12 that at most eight soft tissue categories can be segmented from
this data out of the selected tissue range. Lung and bone are not shown in Figure 5.12
but can be segmented easily. The standard deviations of [Z, pe/pe,w] from noisy simula-
tions are found in tabulated form in the online supplemental material accompanying
this report. The average relative standard deviations is 2.9% for Z and 1.2% for pe/pew-
This appears to be high when compared to the recent results of Goodsitt et al.*® who
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report relative standard deviations for Z in the range of 0.3% to 0.8% for RMI tissue
substitutes. The fact that some soft tissues cannot be differentiated does not neces-
sarily mean that dose calculation accuracy is severely impacted, since some of those
tissues may have very similar dosimetric properties.
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Figure 5.12: Influence of image noise on the results of
our DECT algorithm illustrated by a [Z, pe/pewl scatter
plot. Several tissues fall within the same clusters.

Figures 5.9 and 5.11 present the results of DECT segmentation based on noisy
data. Generally noise degrades the soft tissue dose calculation accuracy for both D,
and Dy, by a few percent; the errors on the average doses range from to +1% to -3%
for Dy,m and +3% to -5% for Dy, in Figure 5.9. Although no water insert is present in
the breast dose calculation phantom, water was kept as an option in the segmenta-
tion. In the presence of noise, female soft tissue is partially misassigned to water. Since
female soft tissue composes the bulk of the phantom, this misassignment has an
impact. Removing water (a medium not expected to be present in brachytherapy
procedures) from the segmentation procedure brings the abovementioned errors on
the average doses down to +1% for D, m and +4% to -3% for Dy .

A dose calculation was performed based on SECT-7 segmentation of the noisy
120 kVp SECT image of the breast phantom. Differences between noisy and noise-free
normalized dose distributions were inferior to 2%, indicating that SECT-7 is robust with
respect to noise, owing to the 50 HU width of tissue bins.

Significance of Z

We performed an idealized dose calculation for the breast phantom with 1%pg where

the chemical composition of all tissues was set to that of water, but the densities kept
fixed to those of Table 5.2. When comparing this (D,,,) dose distribution to the one
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obtained with our ground truth (where Z does vary) we observed dose differences of
more than £20%. This highlights the significance of knowing the chemical composition
of each tissue.

To evaluate the significance of density assignment, we also performed dose
calculations in fixed-Z geometries where the densities were based on the SECT and
DECT scans of the breast dose calculation phantom. Dose distributions were compared
to the fixed-Z idealized case described above. It was found that both SECT and DECT
based dose distributions approximated the ground truth within £2%, with the excep-
tion of the rib insert for SECT, which showed errors of up to 8% due to a 7% error on its
density.

CONCLUSIONS

Images obtained from simulations of a SECT and DECT scanner were used to perform
material segmentation. From noiseless DECT images, accuracy on Z and pe/pPew oOf
human soft tissues was found to be within +1%, following an empirical correction on Z
derived from simulated scans of a calibration phantom. Comparing 1%pg and | dose
calculations performed in geometries segmented from noiseless SECT and DECT imag-
es showed that DECT based segmentation performs the best, with soft tissue dose
calculation errors within +4% for 103Pd, the source most sensitive to tissue misassign-
ments. This is an improvement upon SECT tissue segmentation using 7 tissue bins,
which showed errors of up to +9%. The TG43 approach and SECT with 3 tissue bins fail
to approximate the reference dose calculations. As these results are obtained with
non-anthropomorphic phantoms, these conclusions might differ in clinical reality.
Image noise was found to be an important factor which decreased the accuracy gains
of DECT based tissue segmentation and warrants further investigation.
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APPENDIX. LINEAR ATTENUATION COEFFICIENT
PARAMETERIZATION AND DECT ALGORITHM

This work followed the approach of Bazalova et al.”™ ' and relies on the following

parameterization of the linear attenuation coefficient y(E) on atomic number Z and
electron density pe

u(E)= pe[z“F(E,z)+G(E,z)] (5.4)
for photon energy E, from Torikoshi et al.”® The first term models the photoelectric
contribution and the second the combined Compton and Rayleigh scattering contribu-
tions to the linear attenuation coefficient. The functions F(E,Z) and G(E,Z) are quadratic
fits to 1'/p(E,Z)AZ'5NA'1 and [or/p(E,2) +0'c/p(E,Z)]AZ'1NA'1 respectively. 7/p, ox/p and
oc/p are the energy dependent photoelectric, Rayleigh and Compton mass attenuation
coefficients of element Z taken from the NIST XCOM database®. At every keV from
1 keV to 140 keV, a fit was performed along Z.

If a compound is scanned with the spectrum S,(E) (where i=1,2 denote the low and
high energy spectra used in DECT scanning) then its measured linear attenuation
coefficient can be approximated by y;

u(p,.2)= pespeé[uma)i(E)[Z4F(E,Z)+G(E,Z)}dE (5.5)
-l g
()= | s()o(e)de >l

spectrum
and Z can be non-integer. By scanning with two different known photon spectra
Equation 5.5 can be solved for p.and Z. Attenuation data from CT is expressed in terms
of Hounsfield units HU; = 1000(u/;w — 1), where the subscript w denotes water. This
means the inputs to our algorithm are /:‘,- = “f//"‘;w with ji=1,2. The algorithm iteratively

solves the following equation for Z:
_ ‘azM/zGl _'alvlez —

7t -2 _ 0 (5.7)
'ulvvle_‘uzM/zFl
where
w=p, | a)l_(E)[Z:F(E,ZW)+G(E,ZW):|dE, (5.8)
spectrum
6= [ oE)6(Ez)dk (5.9)
and -

F= | o(E)F(Ez)dE. (5.10)

spectrum
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To solve Equation 5.7 Z,, is required to calculate W;, which is used to convert ,L~£I. to ;i (

1/3.5

W= ,LNIIWI ). In Bazalova et al.”® Z,, = (0.112x1>° + 0.888x8>°%)"/*® = 7.733 is used. In this

work we have chosen to solve Equation 5.7 once with ﬂin =0.112XU(pem,1)

+0.888%XUi(pe,0 ,8), yielding a Z,, which when used in Equation 5.8 yields a water linear
attenuation coefficient that approximates the expected measurement from the sys-
tem. Once Equation 5.7 has been solved for Z the electron density p.is obtained from

aw

=i (5.11)
Z°F+G,

P,
for either i=1,2. In Bazalova et al.” it is recommended to use spectra filtered by a
water thickness equal to the radius of the phantom to account for beam hardening
effects. We have adopted this approach in our algorithm.
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ABSTRACT

Purpose Dual energy CT (DECT) imaging can provide both the electron density p. and
effective atomic number Z., thus facilitating tissue type identification. This paper
investigates the accuracy of a dual source DECT scanner by means of measurements
and simulations. Previous simulation work suggested improved Monte Carlo dose
calculation accuracy when compared to single energy CT for low energy photon
brachytherapy, but lacked validation. As such, we aim to validate our DECT simulation
model in this work.

Materials and Methods A cylindrical phantom containing tissue mimicking inserts was
scanned with a second generation dual source scanner (SOMATOM Definition FLASH)
to obtain Zes and p.. A model of the scanner was designed in ImaSim, a CT simulation
program, and was used to simulate the experiment.

Results Accuracy of measured Zg (labeled Z) was found to vary from -10% to 10% from
low to high Z tissue substitutes while the accuracy on p. from DECT was about 4%. Our
simulation reproduced the experiments within £5% for both Z and p..

Conclusions A clinical DECT scanner was able to extract Zand p, of tissue substitutes.
Our simulation tool replicates the experiments within a reasonable accuracy.
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INTRODUCTION

A computed tomography (CT) scan provides a measurement of the photon linear

attenuation coefficients u of the scanned object, often expressed as Hounsfield Units
(HU). As the HU of a given material varies with photon energy, the measured values
are specific to the tube potential and filtration used and may not be directly employed
to perform dose calculations in another photon energy range. Furthermore, the atten-
uation coefficient is a function of both medium density and elemental composition.
Thus, there can be several materials with the same HU having different densities and
elemental compositions, complicating the use of CT for identifying material properties
in applications such as dose calculation’.
By measuring the linear attenuation coefficient at two different tube potentials, dual
energy CT (DECT) provides a means to decompose i in two components, namely the
electron density p. and effective atomic number Z (we call Z the value provided by
DECT and Z. the expected quantity), thus facilitating tissue type identification. The
potential benefits of using DECT in radiotherapy have been investigated in the context
of brachytherapy dose caIcuIationsz, proton stopping power ratio estimation® * as well
as kV and MV photon dose calculations™ °. Other studies investigated optimal filtration
of the high and low kVp photon spectra for image quality improvement7’ ¥ Several of
these studies are based on simulations rather than direct measurements, as DECT
scanners are only now becoming clinically available. Goodsitt et al. have recently
reported on the accuracy of experimentally derived atomic numbers provided by a
DECT scanner based on the single source, rapid kVp switching designg.

In this work a second-generation dual source DECT scanner is investigated. In this
design, two pairs of x-ray tube and detector array rotate around the patient, simulta-
neously acquiring a high and low kVp image. We report on the accuracy of Z and p.
obtained from measurements of a standard electron density calibration phantom using
the algorithm of Bazalova et al” 6, adapted from Torikoshi et al.™® In addition to meas-
urements, a simulation model of the DECT scanner has been designed. By comparing
results from simulation and measurements we aim to validate the use of the simula-
tion tool for DECT research.

A recent simulation study by our group explored the use of DECT as an alternative
to SECT based dosimetry in low dose rate brachytherapy dose caIcuIationsll, which are
highly sensitive to tissue composition assignmentlz. Calculated dose distributions from
simulated CT images segmented into tissue composition and density using a SECT
technique compared to a DECT technique proved more accurate using DECT. As our
simulations™ supported the use of DECT imaging for low energy photon dose calcula-
tions, validating our findings using a scanner readily available to the clinic is the focus
of this manuscript.
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MATERIALS AND METHODS

Experiment

A cylindrical RMI 465 phantom (Gammex Inc., Middleton, WI) was scanned at a
second generation dual source CT scanner (SOMATOM Definition FLASH, Siemens
Healthcare, Forchheim, Germany) operated in dual energy mode. The scanner has two
x-ray tube and detector array pairs, their respective fields of view being 34 cm and 50
cm®. Tube potentials were 80 kVp and 140 kVp, with additional Sn filtration for the
high kVp (140 kVp/Sn). Exposures of 900 and 348 mAs were used to minimize noise.
Images were reconstructed at the scanner with a very smooth filter (B10f), again to
reduce noise. The geometry of the phantom inserts is shown in Figure 6.1(a) and
material properties are listed in Table 6.1. The effective atomic number Z.sreported in
Table 6.1 is calculated according to the following equation:

Sip,2°)
Zeff = Ipr '

where f; is the mass fraction of element i. In this paper we call Z.sthe quantity derived
from Equation 6.1 and Z the quantity provided by the DECT algorithm.

(6.1)

Table 6.1: Properties of the inserts of the RMI 465 phantom. The insert numbers correspond
to the numbering in Figure 6.1. Z g values are derived from the compositions of Watanabe et
al? using Equation 6.1. HU obtained from measurements at the DECT scanner are listed.

Insert Material p Del Pew Zes HU HU
numbers (gcm?) 80 kVp 140 kVp/Sn
1,3,5,6 Solid water 1.015 1.000 7.73 6 -4
2 Brain 1.045 1.039 7.20 -54 -38
4 CB2-50% 1.560 1.473 12.54 1068 660
7,15 Acrylic 1.180 1.147 6.53 107 146
8 Breast 0.990 0.980 6.93 -54 -38
9 AP6 0.920 0.895 6.34 -139 -72
10 LN-300 0.300 0.292 7.59 -718 -720
11 SB3 1.840 1.707 13.69 1673 1006
12 CB2-30% 1.340 1.285 10.89 605 390
13 IB1 1.120 1.081 9.68 297 161
14 CB4 1.150 1.116 6.37 83 116
16 Liver 1.080 1.050 7.73 89 85
17 B200 1.145 1.099 12.08 319 181
18 CB2-10% 1.170 1.142 8.46 202 163
19 LN-450 0.450 0.438 7.59 -574 -580

20 Polyethylene 0.920 0.895 5.50 -113 -69
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Figure 6.1: (A) Configuration of the cylindrical RMI 465 phantom used in the experiments and
simulations. The correspondence between insert number and material type can be found in Table
6.1. (B) CT scanner photon spectra used in the DECT algorithm and ImaSim simulations.

From the CT images the atomic number Z and the electron density relative to
water, Pe/Pew, Were obtained™ ®. The CT scanner spectra required by the algorithm are
shown in Figure 6.1(b) and were generated with SpekCaIc”’lG by adjusting manufac-
turer nominal tube filtration to match measured half value layers (HVLs). The HVL of
the scanner was measured at 80, 100, 120 and 140 kVp using a localization tech-
nique17. The CT scanner Gd,0,S detector response was also accounted for in the
analysislg. Prior to analysis, three slices (thickness = 3 mm) were averaged and the
512x512 image matrices were rebinned to 256x256 to reduce noise and reduce
calculation times.

Simulation

We simulated the experiment using ImaSimlg, a program using SpekCalc, which calcu-
lates x-ray projection images using ray tracing for a fan beam CT geometry. The atten-
uation coefficients of the tissue mimicking inserts were generated with the NIST XCOM
database” based on the compositions found in Watanabe et al.”*. The bowtie filters of
the CT scanner were not modelled. The same spectra and detector response as men-
tioned above were used and images were reconstructed with a Shepp Logan filter™. A
cupping artefact correction was applied; the correction results in uniform HU values
when applied to projections of a uniform water cylinder of the same radius as the
cylindrical phantom. To match attenuation coefficients generated from ImaSim simula-
tions to those calculated using the spectrum and detector response of the CT scanner
the following equation was used:
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K _HYig (6.2)

'uwater
where A and B are obtained by fittingz. The parameter A took the value 967.7 at 80
kVp and 986.4 at 140 kVp/Sn while B was unity for both spectra.

RESULTS

The measured HVL are found in Table 6.2 and are compared to the nominal values
provided by the CT scanner manufacturer. As it was not possible to operate the scan-
ner in a parked position with the Sn filter in place, the HVL for the 140 kVp/Sn beam
could not be measured. It was necessary to add 0.15 mm Ti in SpekCalc to the filtration
reported by the manufacturer to match the modelled and measured HVL.

Table 6.2: HVL measured at the DECT scanner compared to
manufacturer provided values. The manufacturer’s stated
filtration was modified by adding 0.15 mm Ti to obtain the

SpekCalc model HVL.

kVp Measured HVL Nominal Model
(mm Al)

80 6.1 5.8 6.2

100 7.4 7.1 7.5

120 8.5 8.1 8.6

140 9.5 9.1 9.4

140/Sn - 13.7 13.8

Figure 6.2 presents the discrepancies between the attenuation coefficients ob-
tained from scans of the RMI phantom at 80 kVp and 140 kVp/Sn and those obtained
from ImaSim with the same photon spectra. The measured u are obtained from Equa-
tion 6.2 using A = 1000 and B = 1 while those from ImaSim use the A and B obtained
from the fitting procedure. The HU used in Equation 6.2 are the averages from a
circular ROI positioned at each insert. The standard deviation averaged over all inserts
was 18 HU at 80 kVp and 13 HU at 140 kVp/Sn.
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Figure 6.2: Differences of U/ Lyate- from ImaSim relative
to the values measured at the CT scanner (ImaSim —
measured)/measured at two different kVp for the RMI
465 phantom. Each data point represents the error on
the average value measured in a circular ROI centred
on each insert.

Representations of the Z and pe/pew images obtained from the DECT algorithm
applied to measured and simulated pairs of high and low kVp images are shown in
Figure 6.3. The difference between the ROI averaged Z from Figure 6.3 and the Z.; of
Table 6.1 is plotted in Figure 6.4(a) for each insert, for both simulation and measure-
ment. The average measured standard deviation on the Z of an insert is 3%. Figure
6.4(b) plots the difference between pe/pew from the DECT algorithm and the theoreti-
cal values from Table 6.1. The average measured standard deviation on pe/pew Ob-
tained from the DECT algorithm is 1%. In addition to the results from the DECT algo-
rithm, Figure 6.4(b) also shows the accuracy on the p./pe . obtained from a standard
SECT based HU-p, calibration and the measured 140 kVp/Sn image. Figure 6.4(c) plots
the ratio of results from simulations and measurements for both Z and pe/pe,w for each
insert in the RMI phantom.
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Figure 6.3: Colour representation of the atomic number Z and relative electron density pe/pew
obtained from measurements at the CT scanner (left) and from ImaSim (right). Note that ImaSim
simulations do not contain quantum noise.
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Figure 6.4: (A) Accuracy of atomic number from the DECT algorithm (Z - Zog)/Z.s for the meas-
urement and simulation. The error on the measured Z for the B200 insert (Z.;= 12.08) is -19% (B)
Accuracy for pe/pew- In addition to the DECT measured and simulated electron density, the
Pe/Pe,w from the SECT calibration based on measurements is also shown. (C) Ratio of simulated
and measured Z and p./p., quantifying the accuracy of the simulation.
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DISCUSSION

In general, the relative photon linear attenuation coefficients (t/flyater generated
from ImaSim using Equation 6.2, following beam hardening correction, agree well with
those measured at the scanner. We observe in Figure 6.2 that except for the B200
insert scanned at 140 kVp/Sn, all values agree within +5%. The error on the B200
insert, which mimics bone mineral, is 15% at 80 kVp and 4% at 140 kVp/Sn, indicating
that we did not properly simulate this insert. The cause for this discrepancy is not
obvious to us but a potential explanation would be a mismatch between the composi-
tion used in the simulation and that of the actual insert. The B200 insert is also the
only one containing a high amount of fluorine (17.66%)21.

Figure 6.3 shows that ImaSim reproduces the Z and pe/pew from the experiment;
most inserts show similar values in the measured and simulated maps. From the
measured data we can observe that the Z image contains more noise than the pe/pew
image. The noise levels on the Z image are about 3% while they are around 1% for the
Pe/Pe,w image. As quantum noise was not included in the simulation, the simulated
images appear smooth. The atomic number of the B200 insert obtained from the
measurement (lower left quadrant of phantom, insert 17) is not reproduced correctly
by the simulation. The lung inserts are also of interest; their Z. = 7.59 is close to solid
water’s (Zs = 7.73). On the simulated Z image, the LN450 insert (Z,nas0 =7.66) is barely
distinguishable from the solid water background while in the measured image
(Zinaso = 7.55) it is easily recognized. This is because the noise pattern in the measured
image is different in the lung insert than in the solid water background, probably due
to the low density in the insert. There is also a more significant volume averaging
effect at the edge of the insert in the measurement.

We see in figure 6.4(a) that the difference between the measured Z and Z.; ranges
from +10% at low Z.s; to -10% at high Z.+. While these differences are significant, they
are well reproduced by the simulations, which show a similar trend. Three inserts show
measured Z deviating from the trend observed in figure 4a; Brain, IB1, and B200. We
see in figure 4c that the ratio simulated/measured takes the values 1.06, 0.96 and 1.17
for these inserts.

The pe/pew Obtained from DECT measurements appear to be systematically higher
than the values of Table 6.1. This could potentially be attributed to an erroneous
estimation of the scanner spectra or to the way the cupping correction is applied by
the scanner software. This is in contrast with the results from the simulation, which
show 2% accuracy. The relative electron densities from the standard SECT calibration
show similar accuracy as those from DECT.

Figure 6.4(c) shows that for the majority of inserts, both Z and pe/pe, obtained by
the simulations agree with the measured values within £5%. In addition to the three
inserts mentioned above whose simulated Z disagreed with measurements, the AP6
insert has a 0.91 value for the pe/pew simulated/measured ratio. These results show
that ImaSim can be used to simulate the behaviour of a DECT scanner with reasonable
accuracy. The simulation model can thus be used to investigate DECT research topics
such as Z-map based contouring. The added information of DECT might facilitate tasks
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such as atlas-based automatic contouring and organ recognition. The model might also
be used to optimize scanner geometries and scan protocols. Although noise has not
been included in the simulations, it is relatively easy to add noise to the detector
signals to generate noisy DECT results. To obtain the relatively low standard deviation
of 3% on Z measurements, it was necessary to use a relatively high mAs setting for our
scans. The patient dose of such scans needs to be evaluated in the context of radio-
therapy, where patients receive large radiation dose as part of their treatment. Such
an evaluation is beyond the scope of this paper. A shortcoming of our model is the lack
of bowtie filter modelling.

In brachytherapy seed implants, outcome and toxicity are generally correlated
with post implant CT dosimetry23'25. This is currently performed using the TG-43 proto-
col®® 27, whose accuracy has been challengedzg'go. By using accurate Monte Carlo dose
calculation techniques, improved dose-outcome relationships could possibly be de-
rived. In our previous workgl, we quantified Monte Carlo dose calculation accuracy
gains from DECT for | and *Pd sources. We performed dose calculations based on
simulated SECT and DECT images of a virtual phantom containing a series of human
tissues of interest for prostate and breast seed implants. We showed significantly
improved dose calculation accuracy when using DECT over SECT and reported that the
accuracy of dose calculations based on DECT was within +4% for all tissues considered.
Thus the validation of our DECT simulation supports the conclusions of our previous
work and suggests that DECT based post implant dosimetry performed with clinically
available scanners could yield better tissue identification and dosimetric accuracy.
Extending the DECT technique to cone-beam CT (CBCT) imaging might also be of
interest. Intraoperative CBCT based planning and dosimetryaz' 3 allows for online
correction of poor coverage. A dual energy CBCT could thus deliver high accuracy
dosimetry to the operating theatre.

CONCLUSIONS

We have evaluated the accuracy of Z and pe/pew Obtained from performing dual
energy analysis on a pair of CT images of a RMI 465 phantom simultaneously acquired
at 80 kVp and 140 kVp/Sn by a clinical second generation dual source DECT scanner.
Using a published algorithm, the accuracy on the measured Z, which is the additional
information provided by DECT, was found to vary from -10% for low Z materials to 10%
for high Z materials. The accuracy on the measured pe/pew Was found to be similar to
what is achievable by SECT.

We were able to reproduce the measured results by simulating the DECT scanner
and the measurement process with a CT simulation model. The Z and p./pe,, provided
by our simulation agreed with the measurements within £5% for all but three inserts.
We can thus consider these simulations a suitable approach to explore the use of DECT
imaging in radiotherapy.
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ABSTRACT

Objectives The goal of this study was to evaluate the noise reduction achievable from
dual energy CT imaging (DECT) using a dual source CT scanner and the vendor’s filtered
backprojection (FBP) and iterative image reconstruction algorithms. We aimed at
evaluating the data in the context of imaging for radiotherapy treatment planning and
dose calculation, where accurate and precise quantification of electron density p. and
effective atomic number Z is required.

Materials and methods A second generation dual source CT scanner was used to scan
a phantom containing tissue mimicking inserts. DECT scans were acquired at 80 kVp
and 140Sn kVp (where Sn stands for tin filtration which offers better spectral separa-
tion) and 100 kVp and 140Sn kVp, using same values of the computed tomography
dose index CTDlI,, for both settings. Four CTDI,,, levels were investigated. Images were
reconstructed using FBP and sinogram affirmed iterative reconstruction (SAFIRE) with
strength 1,3 and 5. From DECT scans two quantities were derived, Z.s and p.. Mean
values and standard deviations were obtained for each quantity in each insert using
regions of interest (ROI). Reconstruction times were compared for FBP and SAFIRE.
DECT images were used to assign tissue types for each voxel based on reference values
for Z.s and p. derived from manufacturer data. The amount of improperly assigned
voxels was quantified.

Results SAFIRE reconstruction times were found to be longer by roughly a factor 3 for
all strengths. Standard deviations for Z.sand p. were reduced when using SAFIRE, up to
a factor ~1.8 with strength 5. Standard deviations on Z. and p. as low as 0.15 and
0.006 were achieved. This led to highly accurate material type assignment.

Conclusions This phantom study showed that the SAFIRE image reconstruction algo-
rithm provided reduced standard deviations while preserving mean values and im-
proved material type assignment.
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INTRODUCTION

In diagnostic imaging, dual energy computed tomography (DECT) can provide more
information than traditional single energy CT (SECT) by imaging at a high and low kVp.
This additional information can be used for tissue identificationl, contrast agent
quantificationz, differentiation of contrast agent and bony tissues™ * or the reconstruc-
tion of optimal mono-energetic images for metal artefact reduction>®.

Applications of DECT outside diagnostic radiology have also been explored. The
ability of DECT to yield estimates of a tissue’s electron density p. and effective atomic
number Z. has benefits for specific radiotherapy applications7'9. In those applications
the identification of tissue properties (i.e. p. and Z.) can be important for accurate
radiotherapy treatment dose calculation. Currently, one of the main limitations of
DECT scanning for radiotherapy where tissue composition is important is the high
noise levels observed on the Z. imagesg.

Sinogram affirmed iterative reconstruction (SAFIRE, Siemens Healthcare, Forch-
heim, Germany) has recently been introduced as an alternative to standard filtered
backprojection reconstruction (FBP). SAFIRE has been shown to yield images of quality
equivalent to those obtained from FBP but at a reduced radiation dose level™™ and
with improved low contrast detectabilitylg. For radiology applications this leads to
important dose savings for the patient population undergoing CT scanning. For radio-
therapy purposes, where radiation dose should be evaluated in the context of the high
treatment dose, the imaging dose can be higher than in a solely diagnostic setting. In
radiotherapy, the noise reduction capabilities of SAFIRE at any dose level can be
exploited to improve accuracy of radiotherapy treatment planning.

This work aimed at investigating the gain of improved p. and Z estimation from
SAFIRE over FBP by performing a phantom study. We compared quantitatively the
performance of SAFIRE and FBP for DECT scanning at several dose levels by estimating
the noise reduction from iterative reconstruction and its impact on material type
assignment. The aim of this work is to provide a comprehensive source of information
on DECT noise levels for FBP and SAFIRE reconstruction.

MATERIALS AND METHODS

Phantom scans and reconstruction

A phantom with an elliptical cross section 30 cm long, 30 cm wide and 20 cm thick
(anterior-posterior) was employed in this study (Model 002H5, CIRS Inc., Norfolk, VA).
The phantom consisted of tissue equivalent epoxy material and accommodated up to
five cylindrical inserts with a diameter of 2.5 cm. The inserts consisted of epoxy mate-
rials mimicking various tissues with respect to electron density: bone, lung (inhale),
adipose, muscle and plastic water (background) (product 002ED, CIRS Inc., Norfolk,
VA). A DECT image of the phantom is shown in Figure 7.1. The elemental composition
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and electron density of each insert as well as the bulk phantom material were provided
by the manufacturer.

The phantom was scanned using a second generation dual source CT scanner
(SOMATOM Definition FLASH, Siemens Healthcare). Two series of DECT scans were
performed at 80 kVp/140Sn kVp and 100 kVp/140Sn kVp; the 140Sn kVp beam was
filtered by a Sn filter which offers better spectral separation by preferentially attenuat-
ing low energy photons“. The exposure levels from the institutional DECT protocol for
abdomen using 80kVp (238 mAs eff.) and 140Sn kVp (92 mAs eff.) with combined
computed tomography dose index CTDI,,=9.2 mGy (body phantom) were chosen as
standard. Each 80kVp/140SnkVp DECT scan series consisted of 4 different exposure
levels (0.5%, 1%, 2x and 4x the standard exposure described above). The 4x exposure
was the maximum allowed by the scanner control software. For the 100kVp/140Sn kVp
the standard exposures were chosen to yield the same CTDI,,=9.2 mGy and were 114
mAs eff. at 100 kVp and 88 mAs eff. at 140kVp/Sn. The 100kVp/140Sn kVp scan series
consisted of three exposure levels (0.5%, 1x and 2x the exposures corresponding to
CTDI,,=9.2 mGy). The collimation was set to 32 X 0.6 mm, mAs modulation was disa-
bled and pitch was 0.2. The low pitch value was necessary to perform scanning at the
high exposure levels due to the limitations of the x-ray output. As this pitch is below
the recommended minimum value (the low pitch value combined with the lowest dose
can lead to a low x-ray fluence reaching the detector and may lead to non-linearity) we
additionally scanned the phantom with a pitch of 0.4, 0.6 and 0.8 at the lowest expo-
sures (0.5%).

The data sets were reconstructed with Imm and 3mm slice thicknesses at 1mm
and 3mm intervals respectively with no overlap. For each exposure level of each series,
images were reconstructed with a standard kernel (FBP: D30f for DECT) as well as with
iterative reconstruction (SAFIRE: Q30f for DECT) using strengths of 1, 3 and 5. The
SAFIRE strength governs the level of noise in the images, with higher strength resulting
in lower noise. The 512x512 images covered a field of view of 35 cm diameter.

The Q30f kernel is designed in a way that the total modulation transfer function of
a high contrast object, e.g. a thin wire, considering both the effect of the convolution
kernel and of the regularization term in the iterative reconstruction, is similar to the
modulation function of D30f. The 50% and 10% values of the modulation transfer
function of the Q30f kernel are the same as for the D30f kernel. It is thus fair to direct-
ly compare the noise in the images obtained from FBP with D30f and SAFIRE using
Q30f (private communication with Siemens Medical).

The time to reconstruct 100 1 mm slices covering a 10 cm long scan volume using
D30f and Q30f with strength 1, 3 and 5 was also measured at the standard dose for
DECT acquisitions.

Data processing

We employed an in-house, radiotherapy oriented, image based p.-Z.s algorithm7
providing the electron density relative to water p, and effective atomic number Z
which was previously validated®. The algorithm relies on a parameterization of the
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linear attenuation coefficient u(E) as a function of pe, Zes and photon energy E. The
algorithm solves for p. and Z using the measured high (140Sn) kVp and low (80 or
100) kVp images and prior knowledge of the photon spectra.

Regions of interest (ROI) in the central axial slice covering 90% of the image area of
each tissue mimicking insert were used to assess the mean and standard deviation of
the quantities of interest (CT numbers, p. , Zes) for all experiments. The ROIs were not
affected by edge effects. For the combination of one exposure level, slice thickness,
image reconstruction algorithm and insert we thus have mean and standard deviation
for HU140' HUlOO, HUgO‘ Zeffand Pe-

To evaluate the impact of noise on the assignment of material composition a
procedure to link each voxel with a material composition was performed for each kVp
pair, exposure level, slice thickness and reconstruction setting. A lookup table ap-
proach was employed where for each voxel, for which we have [Ze, Pelmeasured, the 2D
Mahalanobis distance to the [Ze, Pelreference Of €ach reference material of Table 1 was
computed. The covariance matrix required to compute the Mahalanobis distance was
estimated from a distribution of voxels selected in the bulk material of the phantom.
The reference material minimizing the Mahalanobis distance was assigned to voxels
and the amount of misassignment was quantified.

RESULTS AND DISCUSSION

Figure 7.1(A,B) present DECT p, images of the phantom reconstructed with D30f (FBP)
and Q30f\5 (SAFIRE) and shows reduced noise amplitude in the Q30f\5 image. The
location of the inserts and the ROIs used in the data analysis are shown on Figure
7.1(A).

Image reconstruction timing was 0.34s per slice for the DECT FBP protocol. Recon-
struction time increased to 1.02s per slice using the SAFIRE approach, with no differ-
ences at the different strength levels.

Figure 7.2 presents the results of the 80kVp/140SnkVp DECT scan series for the
muscle insert of the phantom. For HUi4, HUg Zet, and pe, iterative reconstruction
provided similar mean HU values (within standard deviation) as FBP. Within the stand-
ard deviations nearly all values agree with the expected values (full horizontal line).
The Q30f\1 reconstruction provided similar standard deviations as D30f, while Q30f\3
and Q30f\5 reconstructions lowered the standard deviations in all cases.
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Figure 7.1 Central axial DECT p, image of the phantom reconstructed with (A) D30f and (B)
Q30f\5 with standard dose and 3mm slice thickness. Window and level set to 0.2 and 1 units of
Pe- The circles indicate the ROIs used to derive mean and standard deviation. (C) horizontal and
(D) vertical profiles along the lines shown in (B) for the D30f and Q30f\5 images.

Figure 7.3 shows the standard deviations of Z,sand p. as a function of reconstruc-
tion method and exposure for 1 mm slice thickness. The use of higher SAFIRE strength
yielded lower standard deviations. For all reconstruction methods, increasing exposure
or increasing slice thickness reduced the standard deviation. For HUq49, HUgo, Zess and
Pe it was found that the noise levels for the muscle insert obtained using a standard
dose and the Q30f\5 reconstruction were equivalent to those obtained with the
maximum exposure and the D30f reconstruction.

The lowest standard deviations for HUy49 HUgg, Zetr and p. were 4HU, 5HU, 0.15 and
0.006 respectively, obtained using a 3mm slice thickness, the maximum exposure and
the Q30f\5 reconstruction. Table 7.1 shows the results of Z and p, for these condi-
tions and compared to reference values calculated from the manufacturer provided
composition.
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Figure 7.2: Mean and standard deviation (error bars) of CT numbers from the (A) 1405n kVp
and (B) 80 kVp images, (C) Z,5and (D) p. of a ROI centered on the muscle insert of the phantom
from the 80kVp/140SnkVp series of DECT scans at four exposure levels (half, standard , double
and maximum exposures) and various filters D30f and Q30f\N with N=1,3,5. Black/gray
symbols indicate 1 mm/3 mm slice thickness. The analysis was performed on a single, central
axial 512x512 slice. Horizontal lines represent the reference values calculated using our
calculation of the system’s photon spectra and detector response and the manufacturer-
provided insert composition data.
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Figure 7.3: Standard deviations of the muscle insert of (A) Zes and (B) p. images from the
80kVp/140SnkVp DECT scan series. Each curve belongs to an exposure level and for each expo-
sure level the standard deviation is presented as a function of reconstruction method. 1mm slice
thickness data is presented.

Table 7.1: Reference values for Z.; and p. for the phantom inserts compared to those obtained
from the lowest standard deviation scans (columns 2 and 4).

insert Zsreference Z.smeasured p.reference p.measured

lung 7.24 7.25+0.67 0.204 0.195 + 0.006
adipose 6.44 6.49+0.18 0.956 0.954 + 0.006
plastic water 7.55 7.44 £0.12 1.000 0.992 + 0.005
muscle 7.59 7.43+0.15 1.041 1.039 £ 0.006
bone 11.90 11.05+£0.05 1.507 1.517 £ 0.006

When using a pitch of 0.2, the half exposure DECT scans showed mean CT numbers
which deviated from those obtained with higher exposures for all reconstruction
methods. Employing a higher pitch corrected this problem, which was most severe for
the bone insert at 80 kVp. For other exposures the results were independent of the
pitch value.

Table 7.2 presents the results, for the muscle insert, of the 100kVp/140SnkVp
DECT scan series. In general the standard deviations of the DECT derived quantities Zs,
Pe at 100kVp/140SnkVp were found to be higher than those obtained from the
80kVp/140SnkVp DECT scan series.
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Table 7.2: Mean and standard deviation of HU140, HU100, Zegrand p. of a ROI centered on the
muscle insert of the phantom from the 100kVp/140SnkVp series of DECT scans at three exposure
levels: half, standard and double exposures. Data for 1 mm/3 mm slice thickness are presented.
The analysis was performed on a single, central axial 512x512 slice.

HU140 HU100 Zott Pe

recon. dose imm 3mm imm 3mm imm 3mm imm 3mm

method

D30f half 38+43 37+29 39+43 39+27 7.31+1.68 7.33%1.19 1.03940.075 1.036%0.049
standard 35+30 3519 3631 37+21 7.30+1.30 7.36+0.95 1.03540.052 1.034+0.034
double 35421 35+13 39+19 41411 7.41+0.99 7.50+0.57 1.033+0.038 1.03240.023

Q30f/1 half 38+39 3727 39+39 39+25 7.29+1.58 7.34+1.10 1.039+0.068 1.036+0.045
standard 3427 3517 3628 3719 7.30+1.21 7.37+0.86 1.034+0.047 1.03440.031
double 35+19 3511 3917 41+10 7.42+0.89 7.51+0.50 1.033+0.034 1.032+0.020

Q30f/3 half 38+32 3621 3932 38+20 7.29+1.37 7.37+0.91 1.03940.055 1.035+0.036
standard 34422 35+13 3623 3715 7.33+1.01 7.39+0.68 1.034+0.037 1.034+0.024
double 35+15 358 39+13 4047 7.46+0.67 7.52+0.37 1.033+0.026 1.03340.015

Q30f/5 half 38+24 3617 39+25 38+16 7.30+1.12 7.40+0.70 1.03840.043 1.035+0.028
standard 34+16 35+10 3519 3712 7.36%0.80 7.39+0.51 1.033+0.028 1.035+0.018
double 35+10 3616 39+9 4145 7.490.46 7.52+0.23 1.033+0.018 1.033+0.010

Figure 7.4(A) presents the results of the material assignment exercise for the
80kVp/140SnkVp DECT scan series. In general decreasing imaging noise by increasing
the slice thickness or exposure reduces the number of voxels for which the material
assignment is erroneous. When using the SAFIRE reconstruction method with strength
5 all voxels were correctly assigned with exposures yielding a CTDI,, of about 40 mGy
and 3mm slice thickness.

All voxels in the lung and bone inserts were correctly assigned for all the recon-
struction methods, slice thicknesses, doses and pitches considered. This was expected
as they are well isolated in the [Z, pe] space (see Table 7.1). Material assignation was
not always exact for voxels in the muscle and water inserts, as they lie closer together
in the [Zs, pe] space. From Table 7.1 we see they have the same Z.s and a 4% p.
difference. In particular, around 60% of the voxels were properly attributed in the
worst case scenario (D30f, dose = 4.6 mGy, and slice thickness of 1 mm for the
100kVp/140SnkVp DECT scan series) for both inserts. Material assignation was better
for the adipose insert for which around 75% of the voxels were properly assigned for
the same parameters.

Results of the percentage of voxels not properly assigned are shown in Figure
7.4(B) as a function of the standard deviation of Z. averaged over all inserts for all the
reconstruction methods considered. Increasing the dose or the slice thickness both
decreases the standard deviation of Z. and the percentage of voxels improperly
assigned. In particular, the standard deviation of Z.; and the percentage of voxels not
correctly assigned are respectively smaller than 2% and 5% for a slice thickness of 3mm
with the SAFIRE reconstruction method with strength 5 at all exposures.

Mahnken et al.”® state that a maximum noise level of 0.2 units in Z.s is required for
differentiation of soft tissues, which is in agreement with our findings if we consider
plastic water and muscle tissue substitute to be surrogates of closely related soft
tissues.



118

Chapter 7

A;\?:}G: I T T I ] B:\o\25_.........|.........|..n.-...I.uuuu_
~ L half dose Tmm . ~ B N
L stand. dose 1mm o] o 80kVp/140SnkVp -4
E 25:— i :::';%i’:if::‘" n] o 20:_: 100KVp/140SnkVp ". _:
2 o @® halfdose3mm % - [ ] 1
g 20 _—. ’ stand. dose 3mm = » : :
S F J f Qapierdil >15F ’&. .
% e, ° 1 B o ]
= ] = 10 -
g1oE ", a° * 4 [ ]
§ C ¢ n® ¢ E 2 C “ ]
o °F AR Asm ¢ 2° 7 o 5C 0.“’ B
T f A A AF 4, 3 e ‘ ]
3 oF A AT o ]

5 B 1 I ' >0
D30f Q30f\1 Q303 Q30f\5 0 2

0.5 1 . 15
reconstruction method standard deviation of zeff

Figure 7.4: (A) Percentage of voxels in all ROIs from the 80kVp/140SnkVp DECT scan series which
have been improperly assigned a material type. (B) Percentage of voxels in all ROIs from the
80kVp/140SnkVp and 100kVp/140SnkVp DECT scan series which have not been correctly as-
signed a material type as a function of the standard deviation of Z.; averaged over all the inserts
for all the reconstruction methods and scan settings considered.

CONCLUSION

Our results demonstrate that reconstructing images using SAFIRE yields similar mean
CT numbers, Z+ and p. when compared to FBP. This is important for DECT applications
where accurate quantification is desired.

From a radiotherapy perspective, where minimal noise on Z.s and p. is desired,
SAFIRE can be combined with an imaging dose increase to reduce noise levels on these
guantities to 0.15 and 0.006 respectively (maximum exposure, 3mm slice thickness,
SAFIRE strength 5, muscle insert) which yields highly accurate material assignment for
this phantom.

This work provides a comprehensive and quantitative source of data on the cur-
rent noise levels obtainable with SAFIRE reconstruction for DECT scanning.
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ABSTRACT

Introduction DECT can provide simultaneous estimation of relative electron density pe
and effective atomic number Z . The ability to obtain these quantities (pe, Zesr) has
been shown to benefit selected radiotherapy applications where tissue characteriza-
tion is required. The conventional analysis method (spectral method) relies on
knowledge of the CT scanner photon spectra which may be difficult to obtain accurate-
ly. We present an alternative approach based on a parameterization of the measured
ratio of low and high kVp linear attenuation coefficients for deriving Z.;s which does not
require the estimation of the CT scanner spectra.

Materials and methods In a first approach, the tissue substitutes method (TSM), the
Rutherford parameterization of the linear attenuation coefficients was employed to
derive a relation between Z.; and the ratio of the linear attenuation coefficients
measured at the low and high kVp of the CT scanner. A phantom containing 16 tissue
mimicking inserts was scanned with a dual source DECT scanner at 80 kVp and 140

kVp. The data from the 16 inserts phantom was used to obtain model parameters for

80 kVp
the relation between Zssand u oo The accuracy of the method was evaluated with
P

a second phantom containing 4 tissue mimicking inserts.

The TSM was compared to a more complex approach, the reference tissues meth-
od (RTM), which requires the derivation of stoichiometric fit parameters. These were
derived from the 16 inserts phantom scans and used to calculate CT numbers at 80 kVp
and 140 kVp for a set of tabulated reference human tissues. Model parameters for the
parameterization of ,ujjok\:p were estimated for this reference tissue dataset and
compared to the results of the TSM.

Residuals on Z. for the reference tissue dataset for both TSM and RTM were
compared to those obtained from the spectral method.

Results The tissue substitutes were well fitted by the TSM with R?=0.9930. Residuals
on Z; for the phantoms were similar between the TSM and spectral methods for Z.4<8
while they were improved by the TSM for higher Z.:. The RTM fitted the reference
tissue dataset well with R?=0.9999. Comparing the Z. extracted from TSM and the
more complex RTM to the known values from the reference tissue dataset yielded
errors of up to 0.3 and 0.15 units of Z. respectively. The parameterization approach
yielded standard deviations which were up to 0.3 units of Z higher than those ob-
served with the spectral method for Z. around 7.5.

Conclusion Procedures for the DECT estimation of Z.; removing the need for estimates
of the CT scanner spectra have been presented. Both the TSM and the more complex
RTM performed better than the spectral method. The RTM yielded the best results for
the reference human tissue dataset reducing errors from up to 0.3 to 0.15 units of Z.
compared to the simpler TSM. Both TSM and RTM are simpler to implement than the
spectral method which requires estimates of the CT scanner spectra.



Calibrating a DECT scanner to estimate Zeff

INTRODUCTION

Dual energy computed tomography (DECT), first discussed by Hounsfield" and
pioneered by Alvarez and Macovskiz, is now available in clinical environments® *. By
acquiring images using a pair of x-ray spectra at well separated energies it is possible
to derive the relative electron density p. and effective atomic number Z of a sub-
stance. The work of Torikoshi et al.s, which relied on mono-energetic measurements,
was extended by Bazalova et al.® for the broad spectra typical of CT scanners in a
similar fashion as Heismann et al.” A series of articles showed that using pe and Zg
benefits radiotherapy applications where tissue characterization in terms of density or
composition is desirable® ***. The method of Bazalova et al. requires estimates of the
spectral distributions of the x-rays used for imaging. These estimates have been ob-
tained by direct spectral measurements”” or, more commonly, by using predictions of
the x-ray spectra validated by half value layer (HVL) measurements'” °. The former
method is cumbersome while the latter requires accurate knowledge of the CT scanner
filtration. Due to the bowtie filter present in CT scanners as well as beam hardening in
the object x-ray spectra are not well defined. For these reasons Bazalova et al. recom-
mended filtering the spectral distributions emitted by the CT scanner by a water
thickness equivalent to the radius of the scanned object, to obtain the spectrum
needed for the DECT method.

Saito proposed a calibration-based approach bypassing spectral knowledge for the
measurement of p, with DECT" based on the linearity of p. with a weighted difference
of the low and high kVp CT numbers. A fitting procedure was performed to find the
optimal weighting factor.

In this work we investigate the use of a calibration procedure for the estimation of
Zes based on DECT scans of a widely used radiotherapy p. calibration phantom. This
approach is novel as it removes the need for CT scanner spectra estimation and subject
attenuation, and thus facilitates the determination of Zfor radiotherapy applications.

MATERIALS AND METHODS

Relationship between Z.4and the ratio of linear attenuation coefficients

Rutherford et al. proposed the following parameterization for the linear attenua-
tion coefficient ¢ of a material of density p and single element Z (with atomic mass A)
as a function of energy E:

=pN, %[ZKKN (E)+ 2k (E)+ 27K (E)] , (8.1)
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where KV is the Klein-Nishina coefficient'®. The second term corresponds to the
contributions of coherent scattering and the binding correction for incoherent scatter-
ing to attenuation while the third term corresponds to the photoelectric contribution
to attenuation. The exponents n and m typically take the values 2.86 and 4.62, respec-
tively. We make the assumption that this parameterization can be applied to a mixture
by replacing Z by a mixture specific non-integer effective atomic number Zs and
assuming that (Z/A).ss can be approximated by a constant for human tissues. We can
thus write

By = PN, (A +B 20 +Co 200, (8.2)

kVp kvp ~ eff kvp  eff

where i, corresponds to the average linear attenuation (weighted by the energy
response) measured by a CT scanner operated at a certain kVp. The constants Ay, Bivp
and Cy, correspond to the energy response weighted averages of the K factors of
equation 1 and are kVp dependent. By taking the ratio of measured Lyp/Uivpwater at @
low (generally 80) and high (generally 140) kVp, defined as

|80 kvp

‘u140 kvp E(‘USO kVp/'usokVp,water)/('uMO kVp/'ulllO kVp,water) » We Obtaln:

n-1 m-1
‘u|8° ke Aso wo T B, kVpZeff + Cso kVpZeff (8.3)
140 kvp n-1 m-1' ’
A140 kvp + Bl40 kVpZeff + C140 kVpZeff

where 1/t water has been included in Ayyp, Biyp and Cyyp. CT measurements (HUyyp)
are related to Lip/ tvp,water BY:

L=Hukvp /1000+1. (8.4)
‘uwater,kVp
80 kVp
We propose fitting Equation 8.3 to the measured ,umkvp of a calibration phantom
containing tissue mimicking materials for which elemental compositions are known.
Z.tis generally defined as

" w7 " wZ.
g 3

where i ranges over the n elements composing a material and the weights @ corre-
spond to the fractional mass of element Z; with atomic mass A; ¥ The choice of B will
affect the value of Zssand is further discussed below.

Phantom measurements

A Gammex RMI 467 (Gammex, Middleton, WI) electron density phantom was scanned
at a dual source CT scanner (Siemens SOMATOM Definition FLASH, Siemens medical,
Forchheim, Germany) operated in dual energy mode at 80 kVp and 140 kVp. The 140
kVp spectrum was filtered with a Sn filter’®. The CTDlI,, for the acquisition was 28.45
mGy (733 mAs at 80 kVp and 233 mAs at 140 kVp). Images were reconstructed with
sinogram affirmed iterative reconstruction (SAFIRE) with a strength setting of 5 and 3
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mm slice thickness. It was verified that SAFIRE does not affect mean CT numbers in a
region of interest (ROI) but reduces standard deviations in uniform materials, i.e.
reduces imaging noise. The phantom loading pattern is illustrated in Figure 8.1.

Flossmn P DhAantAna

Figure 8.1: Insert loading pattern of the Gammex 467
phantom. Indices refer to the insert names of Table 8.3.

The Gammex 467 phantom CT images were imported in MATLAB (MathWorks,

Inc., Natick, MA) where the mean and standard deviation of HU1gkvp, HUsokvp and
80 kVp
,Ltmkv were measured using ROIs covering 90% of the uniform inserts in a central
P
slice of the phantom.
A CIRS phantom (Model 002H5, CIRS Inc., Norfolk, VA) containing four inserts
(lung, adipose, muscle and bone, product 002ED, CIRS Inc.) was scanned using the

80 kVp
same settings (except CTDl,,=18 mGy). HU1401vp, HUsokvp and ,umkv were measured
P

using ROIs covering 90% of the uniform inserts in a central slice of the phantom.
For both phantoms the compositions required to calculate Z.+ were provided by
manufacturers upon request and are presented in Tables 8.1 and 8.2.
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Table 8.1: Elemental weight fractions (%) of the inserts of the Gammex 467 phantom, as well as
their density p, electron density p. and effective atomic number Z g calculated using =3.3.

z 1 6 7 8 12 13 15 17 20 P Pe Zoy

A 101 1201 1401 1599 243 2698 3097 3545 40.08 g/em’

CT Solid Water 800  67.3 2.39 1987 0 0 0 014 231 1022 0992 7.74
LN-300 Lung 846 5938 196 1814 1119 078 0 010 0 0.3 0292 7.55
LV1 Liver 806  67.01 247 2001 0 0 0 014 231 1096 1064 7.74
CB2-50% CaCO3 477 4163 152 3200 0 0 0 0.08 2002 1559 1469 12.54
B200 Bone Mineral ~ 6.65 5552 198 2364 O 0 324 011 887 1152 1103 1042
SB3 Cortical Bone 3.41 3141 184 365 0 0 0 0.04 2681 1822 1695 13.64
LN-450 Lung 8.47 59.57 197 1811 1121 058 0 010 © 0.46 0.448  7.53
BRN-SR2 Brain 1083 7254  1.69 1486 0 0 0 008 0 1051  1.047  6.09
AP6 Adipose 906 723 2.25 1627 0 0 0 013 0 0.947 0928 6.21
IB Inner bone 6.67 5564 196 2352 0 0 3.23 011 8386 1134 1086 1042
CB2-30% CaCO3 6.68  53.48 2.12 2561 0 0 0 0.11 1201 1331 1276  10.90
Water Insert 1120 0 0 8880 0 0 0 0 0 1000 1.000 7.48
BR-12 Breast 8.59 7011 233 1790 0 0 0 013 095 0.98 0.956  6.93

Table 8.2: Elemental weight fractions (%) of the inserts of the CIRS phantom as well as their
density p, electron density p. and effective atomic number Z.gcalculated using 3=3.3.

z 1 5 6 7 8 12 13 17 20 P Pe Zoy

A 101  10.81 1201 1401 16 243 2698 3545  40.08  g/cm’

lung (inhale) 844 0 63.76  3.26 2024 0 271 1.55 0 0210 0204  7.24
average bone 483 0 3703 097 3566 619 0 0.05 1524  1.600 1506  11.90
muscle 910 0 69.70  2.10 1680 0 0 0.10 2.20 1062 1041  7.59
plastic water-DT 740 226 4670 156 3352 688 140 0.24 0 1039 1000  7.55
adipose 1000 0 7130 180 16.4 0 0 0.20 0.30 0.967 0956  6.44

Human tissue CT numbers

In a second approach inspired from Schneider et aI.Zl, the measurements of the
Gammex RMI 467 phantom were used to derive the ky wpand kv parameters22 of the
stoichiometric fit procedure at 80 kVp and 140 kVp. The parameters ki, wp and Kz, vy
are related to those of Equation 8.1 by:

I?SCA /?PE

—k == (8.6)

1kvp K 772 kvp K ’

where the averaging is over the CT scanner spectral response at a given kVp. The
parameters were obtained by minimizing

2
/lkVp _ H UkVp
irés ‘ukVp, water (kl, kVP’kZ, ke ) 1000 1 ’ (87)
with
n 2.86 4.62
My ( ): P ZHW,_/AI_(Z,_ +Z kl,kVp +Z kZ,kVp)
‘ukVp, water v pW&tEl’ WH/AH (1 + kl,kVp + kz,kVp ) + WO/AO (8 + 82.86 kl,kVp + 84.86 kZ,kVp)

(8.8)

where the known elemental weights of the phantom inserts w; and their mass densi-
ties p are used. The Isgnonlin function of MATLAB’s Optimization Toolbox was em-
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ployed to perform the minimization and initial values of the ky, wpand k, vy parameters
were set to 10°and 10” respectively for either values of kVp.

The parameters were used to generate a reference set of HUgop, HU140kvp and

80 kVp
,umkv for 73 human tissues using the reference compositions of Woodard and

P
White®® ** and Equation 8.8. This list is the same as in Schneider et al.”* with the
addition of two bladder tissues, filled and empty, and is the most recent data used in
radiotherapy. This reference tissue dataset is investigated as the tissue mimicking
plastics of the Gammex 467 phantom may not behave exactly as human tissue with

respect to Zg.

Spectral method

We implemented the method of Bazalova et al.® to derive Zes and p, from HUggyp and
HU10wvp a@s described in the appendix of Landry et al™ We made use of the HVL-
validated CT scanner spectra at 80 kVp and 140 kVp, and the detector response de-
scribed in Landry et al.” These were estimated for the same CT scanner employed in
this work. The spectra were filtered by an additional 16 cm of water as recommended
in Bazalova et al.® The method was applied to the images of the Gammex 467 and CIRS
phantoms as well as the reference set of tissue HUgoxp, and HU1aokvp.

Evaluation of fitting procedure

Two approaches were investigated in this work. In the simpler tissue substitutes
method (TSM) model parameters for Equation 8.3 are obtained from fitting the
Gammex 467 CT data. The more complex reference tissues method (RTM) makes use of
model parameters derived form the reference tissue dataset generated with the
stoichiometric calibration procedure described above. The steps involved in these two
methods as well as the spectral method are summarized in Figure 8.2. For 8 between
3 and 4, Z. was calculated with Equation 8.5 and fitted to Equation 8.3 using the fit
80 kVp

function of the MATLAB curve fitting toolbox and ‘u140kv from the TSM and RTM. The
p

fit parameter Agop Was set to 1. The remaining fit parameters Ayyp, Bivp and Cyyp Were
constrained to positive values. Initial estimates were calculated using the cross sec-
tions for water at the average energies of our estimates of the 80 kVp and 140 kVp
spectra (52 keV and 93 keV respectively) and a value of Z of 7.51 using §=3.5, taking
into account that Agg, Was fixed at 1. The exponents m and n were fixed at 4.62 and
2.86. For both the TSM and RTM the 8 maximizing R* was determined.
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TSM RTM SPECTRAL METHOD
DECT Gammex Scan DECT Gammex Scan CT Scanner Spectra
Detector response
l l NIST X-ray linear attenuation
i i ; i fficients
Humser‘cs d H inserts Hulnserts d H inserts coe
sokvp AN 140kVp gokvp AN 140kVp Correction for attenuation
l through phantom

Stoichiometric parameters
ki,kvp and ka,kvp

|

tissues tissues
HU 80kVp Q nd HU 140kVp

Model parameters Model parameters
AkVp, BkVp, Ckva m Akpr BkVp, CkVp, m
HUmeasured +C| HUmeasured HUmeasured +d HUmeasured HUmeasured d HUmeasured
80kvp  an 140kVp 8okvp AN 140kVp 8okvp AN 140kVp
~ -~ - ~ ~ - ~ ~ -
Zeff Zeff Zeff

Figure 8.2: Summary of the three methods investigated in this work: the tissue substitute method
(TSM), reference tissue method (RTM) and the spectral method. Items in boxes are required

measured measured .
U HU to yield an

inputs. All methods are applied to measured CT numbers H okvp 140 kvp

effective atomic number Z.

To avoid overfitting, the sensitivity of the fitting procedure to the parameters Ay,
Bwp and Cyp was investigated by sequentially setting fit parameters of terms with
negligible contribution to zero and evaluating the residuals and confidence intervals
for both the TSM and RTM. Additionally, a variant of equation (3) where By,=0 and m
was a variable was investigated as it provides a closed form for the inverse function f:
80 kVp

—Z st
140 kvp eff

U

80 kVp A +C V4 m-1

80 kVp 80 kvp  eff (8 9)

140 kVp m-1
Amo kvp + C140 k\/pZeff

g

Equation 8.9 is equivalent to Equation 17 in Heismann et al.’
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Comparison with spectral method

The residuals on Z.; of the TSM and RTM were evaluated by numerically inverting
Equation 8.3 or Equation 8.9. The results of these two methods were compared to the
Z.# obtained from the spectral approach described above. Two Z.; comparisons with
reference values were performed to evaluate accuracy; TSM vs. the spectral method
using the phantom data and TSM/RTM vs. the spectral method using the reference
tissue dataset. The comparison using the reference tissue dataset was considered the
most important test.

The noise levels resulting from the TSM/RTM were compared to those from the
spectral method by calculating a Z.ss map of the Gammex 467 phantom for each meth-
od and measuring the standard deviation in each insert.

RESULTS AND DISCUSSION

Table 8.3 presents the mean and standard deviations of the measured CT numbers

80 kVp
for each insert of the Gammex 467 phantom as well as ,UMOW . Refer to Figure 8.1 for
P

the insert loading configuration used for scanning. We verified that the use of the
SAFIRE iterative reconstruction with strength 5 reduced the standard deviations on
HUgokvp and HUqaowvp by about a factor 2 when compared to filtered backprojection
without altering mean values. Table 8.4 presents similar data for the CIRS phantom.
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Table 8.3: Measured CT numbers (mean HU + standard deviation) at 140 kVp, 80 kVp and
80 kVp
Z

Inserts ordered by increasing density. ID 17 corresponds to a solid water (same material as
phantom) ROl in the centre of the phantom while ID 18 to a solid water ROI at the periphery.

0w of the inserts of the Gammex 467 phantom scanned in the configuration of Figure 8.1.
p

80 kVp
insert ID material HU140kvp HUsgokvp
140 kvp

2 LN-300 Lung -708+12 -700£15 1.028+0.067
9 LN-450 Lung -549+8 -540+11 1.020+0.031
11 AP6 Adipose -78+8 -110£12 0.96610.015
16 BR-12 Breast -44+10 -64+12 0.979+0.016
15 Water Insert -019 -10+14 0.990+0.017
1 CT Solid Water 316 1149 1.008+0.011

CT Solid Water 47 12+10 1.008+0.012
5 CT Solid Water 217 10+11 1.008+0.013
13 CT Solid Water -119 3112 1.004+0.015
17 CT Solid Water 616 10+8 1.004+0.010
18 CT Solid Water -2+12 6116 1.007+0.020
10 BRN-SR2 Brain 3519 2112 0.968+0.014
4 LV1 Liver 777 8611 1.009+0.012
12 IB Inner bone 15249 285115 1.116+0.015
7 B200 Bone Mineral 17418 309+12 1.115+0.012
14 CB2-30% CaCO3 370£12 565120 1.142+0.018
6 CB2-50% CaCO3 663110 1067+17 1.243+0.013
8 SB3 Cortical Bone 1000+12 1658126 1.329+0.015

Table 8.4: Measured CT numbers (mean HU # standard deviation) at 140 kVp, 80 kVp and

80 kVp
yzi ok of the inserts of the CIRS phantom. Inserts ordered by increasing density.
p
80 kVp
material HU140kvp HUsokvp
140 kVp
lung (inhale) -787+7 -78618 1.005+0.049
adipose -61+5 -95+8 0.964+0.010
plastic water-DT -6+6 -6+8 1.001+0.010
muscle 33+12 33+13 1.000+0.018
average bone 6715 1037+12 1.219+0.008

Table 8.5: Results of the stoichiometric fit procedure for the Gammex 467 phantom

kl, kvVp kZ, kVp
80kVp 5.168E-04 4.649E-05
140kVp 5.000E-05 1.445E-05

The results of the stoichiometric calibration procedure are in Table 8.5. The largest
residual error on HUgokvp (HU1401vp) for the calibration phantom (Gammex 467) was 12
HU (8 HU), which is of the same order as the uncertainty on measured HU (see Table
8.3).
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Figure 8.3: R%as a function of B for the reference
tissue data set and the Gammex 467 phantom
fitted to Equation 8.3.

Figure 8.3 shows the behaviour of R® where the data of the Gammex 467 phantom
(TSM) and the reference tissue dataset (RTM) were fitted with Equation 8.3 and S
varied between 3 and 4. When performing the fitting it was observed that the lung
inserts exhibited the largest residuals and dominated the behaviour of R’ as a function
of B they were thus ignored in the fitting of Equation 8.3 to determine [ (further
discussed below) A similar observation was made for the thyroid in the reference
tissue dataset. The thyroid contains a relatively large amount of iodine and thus
behaves differently than other tissues and was also ignored. From Figure 8.3 we see
that the maximum R’ for the Gammex 467 phantom occurred for [=3.7. For the
tissues the maximum was at 3=3.3. For ease of comparison we have decided to use the
exponent value of =3.3 as also recommended by Yang et al.™® and Landry et al. ™t
when using the spectral method. This approximation is further justified as the residuals
do not vary significantly when S is changed. From now on Z will refer to the result of
Equation 8.5 using =3.3.

Equation 8.3 was investigated to determine the relevance of the parameters Ay,
Byvp and Cyyp for both the Gammex 467 phantom and the reference tissues. The values
of the parameters are presented in Table 8.6. It has been observed from these results
that the photoelectric term at high energy, Ciaowp, can be omitted. The fitting proce-
dure has been repeated with this condition. The values of the resulting parameters are
also shown in Table 8.6. The sum of squared difference and the R’ obtained with the
two equations are almost identical to each other as applied to either Gammex 467 or
the reference tissues.
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Table 8.6: Fit parameters for Equation 8.3.

Equation (3) Equation (3) with Ciaop =0
Gammex 467 Reference tissues Gammex 467 Reference tissues

Asokvp 1 1 1 1

Bsokvp 0.001916 0.001194 0.001924 0.01118

Caokvp 1.707E-05 1.083E-04 1.701E-05 1.016E-04

Auaonvp 1.104 1.026 1.104 1.031

Biaokvp 2.109E-10 0.01505 7.747E-12 0.01393

Ciaokvp 1.777E-10 2.696E-08 0 0

Another trial was performed in order to reduce the parameters of Equation 8.3 by
setting to zero the coherent scattering term By, for the two energies (Equation 8.9).
The results of the fitting procedure showed that the accuracy of the fit is not degraded
while the confidence intervals is greatly reduced. The exponent m was chosen to be a
parameter as well in the fitting procedure. The parameters obtained with this choice
are presented in Table 8.7. The resulting equation can be inverted allowing a direct
determination of Z. given the values of HUggwp and HU14cvp @s opposed to the other
two equations above. Because of the practical use of this equation, we used it in the
rest of this article. However, all conclusions drawn for this choice also apply for the
other two equations discussed above.

Table 7. Fit parameters for the Gammex 467 phantom and the reference tissues based on
Equation 8.9.

Gammex 467 Gammex 467 excl. lung reference tissues
Asovp 1 1 1
Bsovp 0 0 0
Caokvp 0.0002249 0.00015428 0.00013166
Azsokvp 1.0748 1.0743 1.0668
Bisokvp 0 0 0
Ciaokvp 4.31E-05 4.93E-05 4.27E-05
m 4.0008 4.2429 4.2961

Figure 8.4 presents the results of the fitting procedure for the Gammex 467 phan-
tom using Equation 8.9. The fitting procedure yielded R2=O.993O; the 95% confidence

intervals are also plotted in Figure 8.4. Equation 8.9 appears to capture the behaviour

V)

80 kVp
of Zesvs. U well. The two data points with the largest residuals are the LN-300
140 kVp

and LN-450 lung inserts. Table 8.3 shows that these two inserts have significantly

80 kVp
higher standard deviations for ,Lt140 w because of their low CT numbers. When exclud-
P

ing the lung inserts from the fitting procedure, R® was 0.9992. Excluding the lung
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inserts caused the fitted curve to be slightly lower for Z.+<8 than the one obtained
when the lung inserts included. These inserts have a Z.s very similar to the water insert
(7.55 for LN-300 and LN-450 vs. 7.48 for water). Given the uncertainty on the lung
inserts (~4 times higher than water, see table 3) and their impact on the fitting proce-
dure it is questionable whether they should be included and it can be argued that a
measurement of the water insert is sufficient.

* data
1.3| —fitted curve B
““““ prediction bounds | .4

8 10 12 14
V4

0.03 T T T
o : * data
0.02[ | ——zero line [

QUOT | oo v g

residuals

B T T ST IR

6 8 10 12 14
4
eff

-0.02

Figure 8.4: Result of fitting procedure for the Gammex 467
phantom with Equation 8.9 (TSM). Error bars represent
standard deviation. Top Data and fitted curve, as well as
95% prediction bounds. Bottom Residuals. R?=0.9930.

Figure 8.5 presents the Z.errors (measurement — reference) for the Gammex 467 and
CIRS phantoms. Z. was calculated from HUgg, and HU140cv images using the spectral
method and using the parameters from the TSM excluding lung inserts. For each insert
of each phantom the mean value and standard deviation of Z. was calculated in ROls.
For the Gammex 467 phantom we saw a trend of underestimation for Z.+>7.5 when
using the spectral method. This trend is not present with the TSM. As expected from
the residuals of Figure 8.4, the lung inserts prove again problematic. Besides the lung
inserts, we see that errors of the order of -0.3 units of Z.; are present. The errors on
the CIRS phantom when using the spectral method appear to follow a similar trend as
those of the Gammex 467 phantom. For the CIRS phantom it appears the TSM is
reversing this trend. It is possible that a phantom size effect is present and that calibra-
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tion should be body part specific. The Gammex 467 phantom is 33 cm in diameter
while the CIRS phantom is elliptical with a thickness of 20 cm and a width of 30 cm.
Figure 8.6 shows Z images of both phantoms obtained from the TSM and spectral
methods. Qualitatively the TSM yields a higher intensity in high Z.s materials, as well as
slightly higher noise levels.

2 T T T
© 0 Gammex 467 TSM
15k CIRSTSM |
’ 7 Gammex 467 spectral
‘ : 0 CIRS spectral
(O
Q N S
Noob H t
7} OE) i A % %_
N l : :
osfl I
G
-1} .
15 i i i
6 8 10 12 14

eff,ref
Figure 8.5: Z g residuals for the Gammex 467 and CIRS
phantoms. Z.;has been calculated using both spectral
approach and the TSM for each phantom. We used the
fit obtained excluding the lung inserts. Error bars
represent standard deviation in ROIls covering the
inserts in a central slice of each phantom.
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Zeff spectral method

Zeff spectral method

Figure 8.6: Zo; images of the (A,B) Gammex 467 phantom from the (A) TSM and (B) spectral
method. (C,D) images of the CIRS phantom. Grayscale range of Z.s from 5 to 14. All images at
same scale.

Figure 8.7 presents the result of the RTM which has been calculated using the
stoichiometric fit parameters of Table 8.5. Here RZ=0.9999, the largest residual is for
the thyroid, which contains iodine. The fit parameters corresponding to the curves of
Figures 8.4 and 8.7 as well as those from excluding the lung inserts are presented in
Table 8.7. Figure 8.8 plots the three fits (phantom including lung, phantom excluding
lung, and tissues) as well as the data points used to obtain the fits for Z.+<8 where
differences are the largest. We observe that there is a difference between the data
points of the tissue mimicking inserts of the phantoms and the reference tissues.
When including the lung inserts in the TSM the curve is shifted upwards, while exclud-
ing them gives a curve which is more different than the RTM. The data shown in Figure
8.7 suggest that it is likely necessary to adopt the RTM as the composition of the
phantom inserts may not perfectly mimic the behaviour of human tissues with respect
to Zes.
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Figure 8.7: Result of fitting procedure for the
reference tissues (RTM). Top Data and fitted curve,
as well as 95% prediction bounds (overlapping the
curve). Bottom Residuals. R%=0.9999.
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Figure 8.8: Difference between fitted curves for
the Gammex 467 phantom and the reference
tissues for TSM with and without the lung inserts
and RTM. Green data points are for the second
phantom used in this study.
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Figure 8.9 plots the Z residuals for the reference tissues (measurement — reference)
where Z. has been calculated with the spectral method, the TSM and the RTM. There
are two TSM fits; including and excluding the lung inserts. When using the spectral
method the same error trend as observed in Figure 8.5 is present. The RTM mitigates
this trend and brings errors well within 0.2 units of Z.s when using the tissue fit. For
the TSM with the lung inserts excluded, the residuals are higher due to the difference
between the phantom and tissue curves (Figure 8.8).
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Figure 8.9: Z g residuals for the reference tissues

for the spectral method and the fitting method.
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Table 8.8: Measured Zg from the fitting (Zes iting) With and without the lung inserts and spectral
(Zefg spectrat) Procedures for each insert of the Gammex 467 phantom (meanzstandard deviation)
compared to the reference Z.g .. Insert numbers correspond to those of Figure 8.1 and Table 8.3.

insert ID zeff,ref Zeff,fitting Zeff,fitting ech. |Ung Zeff,spectral
2 7.55 8.2+1.1 8.3%1.1 8.0£0.8
9 7.53 8.0£0.9 8.1+0.8 7.8£0.6
11 6.21 6.1£0.5 6.2+0.6 6.4+0.5
16 6.93 6.6£0.7 6.7£0.7 6.810.4
15 7.48 7.0£0.7 7.2£0.6 7.1£0.5
1 7.74 7.7£0.4 7.8£0.4 7.6£0.3
3 7.74 7.7£0.4 7.8£0.4 7.6£0.3
5 7.74 7.7£0.4 7.8£0.4 7.6£0.3
13 7.74 7.5£0.6 7.7£0.6 7.5:0.4
17 7.74 7.6£0.3 7.7£0.3 7.5£0.2
18 7.74 7.6£0.7 7.8+0.7 7.5£0.5
10 6.09 6.1+0.6 6.2+0.6 6.510.4
4 7.74 7.7£0.4 7.8£0.4 7.6£0.3
12 10.42 10.4+0.3 10.4+0.3 9.6£0.2
7 10.42 10.4£0.2 10.4£0.2 9.6£0.2
14 10.9 10.9+0.3 10.9+0.3 10.1£0.2
6 12.54 12.5£0.2 12.5£0.2 11.4£0.2
8 13.64 13.7£0.2 13.7£0.2 12.4£0.2

Table 8.8 presents the mean and standard deviations of Z. for each insert of the
Gammex 467 phantom for TSM (including and excluding lung inserts) and spectral
methods. The standard deviations of the TSM are generally higher by about 0.1 to 0.3
units of Z.; than those of the spectral method for Z.+ around 7, where the slope of the

80 kVp
Zott —> M relation is shallower. For the higher values of Z. (>9) the two methods

140 kVp
yield similar standard deviations. Inserts 1, 3, 5, 13, 17 and 18 are solid water posi-
tioned at different locations in the phantom and can be used to assess the uncertain-
ties associated with beam hardening variations in the phantom. We observe that the
mean values in the different inserts vary from 7.5+0.6 to 7.70.4 for the TSM (including
lung inserts) and from 7.5+0.4 to 7.6+0.3 for the spectral method. Similar standard
deviations are expected from the RTM.

CONCLUSION

We have presented methods where a DECT scan of the Gammex RMI 467 scan is
80 kVp
used to obtain a calibration of Z;vs. ,umkv using a functional form derived from the
P
parameterization of Rutherford et al. For the Gammex 467 phantom the errors on Zg
are at most 0.3 units of Z.s with TSM compared to errors of up to -1.2 units of Z. with
the spectral method. When applied to reference tissues generated with the stoichio-
metric fit procedure (RTM) it was found that the accuracy on Z was superior to that

from the spectral method, with residuals smaller than 0.15 units of Z.. From the
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Gammex 467 phantom it was observed that the RTM produces higher noise levels than
the spectral method (standard deviation of ROIs covering uniform inserts). Given the

80 kVp
uncertainty of ,umkv for the lung inserts of the Gammex 467 phantom we recom-
P

mend excluding them from the TSM. As the fitted curves for the TSM and RTM differ
for Z.+<8 we recommend employing the RTM.
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ABSTRACT

Introduction Dedicated methods of in-vivo verification of ion treatment based on the
detection of secondary emitted radiation, such as Positron-Emission-Tomography (PET)
and prompt gamma detection require high accuracy in the assignment of the ele-
mental composition. This especially concerns the content in carbon and oxygen, which
are the most abundant elements of human tissue. The standard single energy CT
(SECT) approach to carbon and oxygen concentration determination has been shown
to introduce significant discrepancies in the carbon and oxygen content of tissues. We
propose a dual energy CT (DECT) based approach for carbon and oxygen content
assignment and investigate the accuracy gains of the method.

Materials and methods SECT and DECT Hounsfield units (HU) were calculated using
the stoichiometric calibration procedure for a comprehensive set of human tissues. Fit
parameters for the stoichiometric calibration were obtained from phantom scans.
Gaussian distributions with standard deviations equal to those derived from phantom
scans were subsequently generated for each tissue for several values of the computed
tomography dose index (CTDl,)). The assignment of %weight carbon and oxygen (%wC,
%w0) was performed based on SECT and DECT. The SECT scheme employed a HU vs
%wC,0 approach while for DECT we explored a Z. vs %wWC,0 approach and a (Zes, pe)
space approach. The accuracy of each scheme was estimated by calculating the root
mean square (RMS) error on %wC,0 derived from the input gaussian distribution of HU
for each tissue and also for the noiseless case as a limiting case. The (Zes, pe) space
approach was also compared to SECT by comparing RMS error for hydrogen and
nitrogen (%wH, %wN). Systematic shifts were applied to the tissue HU distributions to
assess the robustness of the method against systematic uncertainties in the stoichio-
metric calibration procedure.

Results In the absence of noise the (Z, p.) space approach showed more accurate
%wC,0 assignment (largest error of 2%) than the Z. vs %wC,0 and HU vs %wC,0
approaches (largest errors of 15% and 30% respectively). When noise was present, the
accuracy of the (Ze, p.) space (DECT approach) was decreased but the RMS error over
all tissues was lower than the HU vs %wC,O (SECT approach) (5.8%wC vs. 7.5%wC at
CTDI,,=20mGy). The DECT approach showed decreasing RMS error with decreasing
image noise (or increasing CTDl,). At CTDI,,=80mGy the RMS error over all tissues
was 3.7% for DECT and 6.2% for SECT approaches. However, systematic shifts greater
than +5HU undermined the accuracy gains afforded by DECT at any dose level.
Conclusion DECT provides more accurate %wC,0 assignment than SECT when imaging
noise and systematic uncertainties in HU values are not considered. The presence of
imaging noise degrades the DECT accuracy on %wC,0 assignment but it remains
superior to SECT. However, DECT was found to be sensitive to systematic shifts of
human tissue HU.
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INTRODUCTION

Since more than a decade, single energy computed tomography (SECT) is routinely
used to provide the basic anatomical information for realistic three-dimensional
modelling of the patient geometry in clinical radiotherapy practice. In particular,
patient-specific CT data are used by analytical treatment planning systems to deduce
the electron density which is required for correction of tissue inhomogeneities in dose
calculation of photon therapy. Moreover, they provide the basis for a semi-empirical
calibration of the water-equivalent pathlength in order to account for the longitudinal
influence of tissue heterogeneities in ion beam therapy treatment pIanningl‘ 2,

In specialized applications such as Monte Carlo calculations, additional information
on the elemental tissue composition and mass density is required. This can also be
extracted from stoichiometric calibration of the patient CT data, as addressed by
several studies® * and reviewed in this chapter. For dose calculations in high-energy
photon therapy, a coarse segmentation in four different tissue types (air, lung, soft
tissue and bone) and a piecewise linear interpolation of the mass density is typically
sufficient, as utilized in well established Monte Carlo codes such as BEAMnrc’. Howev-
er, misassignment of media may still result in significant dose errors®.

For ion beams, a finer subdivision of at least 13 different tissue types but continu-
ous density variation is required for accurate Monte Carlo dosimetric computations in
proton therapy7. However, for dedicated methods of in-vivo verification of ion treat-
ment based on the detection of secondary emitted radiation, such as Positron-
Emission-Tomographyg’ ® and prompt gamma imaginglo' 11, the accuracy in the assign-
ment of the elemental composition becomes more crucial. This especially concerns the
content in carbon and oxygen, which are the most abundant elements of human
tissue. In fact, the cross section data for positron-emission and prompt gamma produc-
tion in ion interactions with carbon and oxygen nuclei exhibit a non-negligible differ-
ence both in terms of magnitude and energy dependencelz' B Moreover, considerable
differences in the half-lives of the resulting S+ radionuclides (from 2 min for o up to
20 min for 11C) and in the prominent emission lines of the characteristic prompt gam-
ma (4.44 MeV for carbon and 6.13 MeV, 6.92 MeV and 7.12 MeV for oxygen) result in
a quite different activation pattern or prompt gamma signal depending on the ele-
mental composition of the traversed tissue. It should be mentioned that in PET moni-
toring the correct determination of the tissue composition is more critical for lighter
ion beams like protons, which are only capable of producing positron-emitting target
fragments.

In the Monte Carlo investigations reported so far, the assessment of tissue ele-
mental composition from CT images alone has been mostly based on the method of
Schneider et al.’ Despite the promising results, major shortcomings were reported in
several PET studies due to the non-unique correlativity of HU and tissue parameters
especially for abdomino-pelvic anatomical locations™ and the missing separation of
white and grey matter as well as cerebrospinal fluid with considerably different carbon
content in the head’. For the latter problem, more recent approaches proposed the
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usage of additional magnetic resonance imaging for improved tissue classification™ but
this is, however, limited to the brain region.

Therefore, in this work we investigate the impact of the recent availability of
commercial dual-energy CT (DECT) scannersle, which has enabled routine extraction of
additional information on the effective atomic number Z. besides electron density pe..
So far, the impact of DECT in radiation therapy has been explored in terms of improved
dosimetric calculation for external photon beam radiotherapy17 and brachytherapylg,
as well as improved CT-based ion range calibration in ion beam therapylg. Therefore,
this work investigates the possibility of an improved identification of the carbon and
oxygen constituents, together with calcium and phosphor which are abundant in bony
structures. An improved tissue classification is expected to increase the accuracy in the
prediction of radiation-induced positron emitters and prompt gamma production, thus
reducing one of the largest sources of uncertainty for in-vivo range verification in
clinical ion beam therapyzo.

PROPERTIES OF HUMAN TISSUES

For this study we considered 73 human tissues whose density and elemental composi-
tion were obtained from Woodard and White?" *>. This list is the same as in Schneider
et al.® with the addition of two bladder tissues, filled and empty, and is the most recent
data used in radiotherapy. In this section we briefly illustrate how the elemental
components of tissues correlate with HU, Z.sand pe. Figure 9.1 shows how the carbon,
oxygen, phosphorous and calcium concentrations of each tissue are distributed as a
function of HU (data from Schneider et al. 3). As mentioned in this reference, there is
considerable spread of the data and no simple one-to-one relationship with HU can be
established. Plotting the same data as a function of Z:

z z
Z,=¢ ZAwfzf"/ZAwf , (9.1)

calculated using the mass fraction @; of element i having atomic number Z;and atomic
mass Afza), with n=3.3, shows that for tissues with Z.s between 6 and 8 there appears
to be a better correlation of the data (Figure 9.2), although there is still a significant
spread of the data. We also observe a better correlation between the concentration of
phosphorous and calcium with Z. than with HU, which will be discussed later. If one
wishes to employ all data obtained from DECT scanning, then it is necessary to take p.
into account. Figure 9.3 shows a scatter plot of all tissues in a (Zes, pe) space. Tissues
have been labelled as belonging either to the head, thorax or abdomen regions. A
tissue can belong to several regions. While there is a general correlation between Z.
and p. for human tissues, we see that for soft tissues there is added separation by
employing the two quantities to identify tissues. In this study we attempted to im-
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prove the assignment of carbon and oxygen concentrations by developing schemes

based on Z and p. and the data presented in Figures 9.2 and 9.3. These schemes are
presented in the next section.
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Figure 9.1: Left The % weight of elements C and O for human soft tissues vs. the HU at 120 kVp
calculated using the formalism and fit parameters of Schneider et al. Right The % weight of
elements C, O, P and Ca for human skeletal tissues vs. the HU at 120 kVp calculated as in Left.
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Figure 9.2: Left The % weight of elements C and O for human soft tissues vs. the effective atomic
number Z calculated from the tabulated compositions. Right The % weight of elements C, O, P
and Ca for human skeletal tissues vs. Zg.
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Figure 9.3: Left Zog/Zegwater VS. Pe/ Pewater SCatter plot for soft tissues and Right skeletal tissues
showing the potential separation of human tissues afforded by DECT scanning.

MATERIALS AND METHODS

In this section we present the assignment schemes we developed for the concentra-
tions of carbon and oxygen based on DECT scanning. We also present the SECT ap-
proach of Schneider et al. for comparison. For all schemes, it was necessary to explore
the influence of image noise and generate HU for reference human tissues. Parameters
were thus derived from phantom measurements. These experiments are described
below.

Estimating noise levels in SECT and DECT scanning

A CIRS (Norfolk, VA) model 002H5 IMRT phantom made of water equivalent plastic
representing average patient body size was scanned at a dual source DECT scanner
(SOMATOM Definition FLASH, Siemens Healthcare, Forchheim, Germany). Scans were
taken at different imaging dose levels (reported using the computed tomography dose
index CTDl,,) with a single energy of 120 kVp and in dual energy mode with the low
energy beam set to 80 kVp and the high energy beam set to 140 kVp with a Tin filter.
The SECT and DECT scans had the same CTDI,,=10 mGy, 20 mGy and 40 mGy. Tube
current modulation (CareDose) was disabled. Images were reconstructed with 3mm
slice thickness using either filtered backprojection (FBP) (B30f filter for SECT, D30f for
DECT) or by using Siemens’ iterative reconstruction (IR) algorithm (SAFIRE, 130f\5 for
SECT, Q30f\5 for DECT). Noise was estimated by measuring the standard deviation of
HU for each kVp and CTDl,,, in a circular region of interest at the center of the phan-
tom (2.2 cmz).
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Generating a human tissue dataset
Stoichiometric parameters

For SECT, we employed the stoichiometric fit parameters from Schneider et al’® to
calculate HU1y0kvp,schneider fOr the human tissues considered in this study. We used these
parameters instead of our own to enable us to make direct use of the segmentation
procedure of Schneider et al. (further explained below). To calculate HUgoy, and
HU140kvp for DECT it was necessary to obtain the fit parameters ki 1a0kvp, K2,140kvp, K1,80kvp,
k3 sokvp- This was achieved by scanning a RMI 465 phantom (Gammex Inc., Middleton,
WI) containing several tissue mimicking inserts with the Siemens DECT scanner™ and
performing the stoichiometric calibration. The stoichiometric calibration method is
well accepted and has been used in similar work before™.

HU dataset

To obtain a noisy dataset representative of a SECT and DECT scan, we performed the
following at each kVp. For each tissue, a HU Gaussian distribution of 500 simulated
measurements was generated with mean HU equal to that calculated with the stoichi-
ometric procedure and standard deviation equal to that derived in the noise estima-
tion experiment described above (using IR data). It was assumed that the noise in the
high and low kVp DECT images was uncorrelated as the scanner has dual x-ray sources.
To explore the effect of increasing the imaging dose, we used the standard deviations
obtained with CTDIl,,=20mGy and scaled them according to O'HuthTDIVO.'Z. This relation
was experimentally verified for CTDI,,=10 mGy, 20 mGy and 40 mGy.

For each noise level, secondary datasets were generated where the mean HU were
shifted by -20, -10, -5, 5, 10 and 20 HU to investigate the robustness against intrinsic
uncertainties in the HU calibration.

Assigning %weight C and %weight O based on SECT

For SECT the carbon and oxygen concentrations were assigned for a given HUyy00vp
following the work of Schneider et al. They proposed two approaches, one based on
piecewise fits of the data presented in Figure 9.1 and one based on HU bins (Table 6 of
Schneider et al.3). The table approach makes use of the average elemental composition
of all tissues in a bin. These two schemes are called SECT-fits and SECT-table and are
shown in Figure 9.4. Other publications have generally made use of the SECT-table
approach”’ % for its simplicity of implementation. The two approaches are very similar,
with main differences at the sharp peak/valley of the SECT-fits approach. The differ-
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ence between the two approaches was investigated with results presented in a later

section.
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Figure 9.4: Left The %weight assignment for carbon and oxygen vs. HU at 120 kVp corresponding

to the fits proposed in Schneider et al. Right The %weight assignment for carbon and oxygen vs.
HU at 120 kVp corresponding to Table 6 in Schneider et al.

Assigning %weight C and %weight O based on DECT

Extracting Zegand p. from DECT scans

In the following we employed the quantity Z.s, obtained from DECT scanning. Plotting
Zes VS. Ugokvp/ Hasokve fOr human tissues (using the stoichiometric fit parameters to
generate linear attenuation coefficients relative to water pgovp and Liaowvp) Shows a

convenient one-to-one relationship between the two (Figure 9.5). We used this rela-
tionship to convert simulated DECT measurements to Zes.
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Figure 9.5: Z.gcalculated from tabulated human tissue
compositions vs. the ratio of the linear attenuation
coefficient u obtained at 80 kVp and 140 kVp. The HU
for human tissues have been calculated using the
stoichiometric calibration procedure using data from
a Gammex RMI phantom scanned at a dual source
DECT scanner. The excellent one-to-one relation of Z
and Ugokve/H1sokvp fOr human tissues permits conver-
sion between these two quantities.

We derived p. from the simulated measurements using the dual energy subtrac-
tion method of Saitozs, using the fit parameters (Table 3 in Saito, 2012) which were
derived from the data of Landry et al.”®. These data were obtained with the same
scanner and Gammex RMI 465 phantom used in this study and used to obtain the
stoichiometric fit parameters. The dual energy subtraction method exploits the excel-
lent linearity between p.and a weighted subtraction of the high and low kVp HU.

%weight C,0 vs. Z.g

Our first DECT assignment scheme used fits to the data of Figure 9.2 for Z. between 6
and 8. Outside this range there appears to be little added benefit to using Z.s instead
of HU since the two are well correlated for skeletal tissues. While intuitive, this ap-
proach does not make full use of all the information afforded by DECT scanning as it
neglects pe,
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(Zefr, pe) space approach

In this approach we use the composition of human tissues to generate a tissue (Zef pe)
space (Figure 9.3). In this space it is possible to minimize the distance between a
measurement [Z.s pe] and each reference tissue (we refer to the tissue space as (Zes
Pe) and measurements as [Zg, Pe]). We assign the tissue with the least 2D distance to
the measurement. As there is a degree of correlation between Z and p. (see Figure
12 in Landry et a/.lg) we make use of the Mahalanobis distance instead of the Euclidian
distance. To achieve this we need an estimate of the covariance matrix in the (Ze, pe)
space for each tissue type. We derived it using our simulated HU dataset. When mini-
mizing the distance between measurements and reference tissues in the map, we
restricted the tissue list to those relevant to one of three anatomical regions; the head,
abdomen and thorax.

Assessing accuracy of %weight carbon and oxygen assignment for SECT and DECT

The accuracy of SECT and DECT assignment schemes was assessed by the root mean
square (RMS) error on %weight C (%wC) and %weight O (%wO) over the 500 simulated
measurements of each tissue. Additionally the maximum RMS error and total RMS
error over the 73x500 simulated measurements were reported for each dose level and
assignment scheme. As hydrogen and nitrogen are major constituents of human
tissues, their maximum RMS error and total RMS error were also reported using SECT
and the DECT (Ze , pe) space approach. The RMS errors are always reported as
%weight.

The robustness to systematic shift of HU which may result from the stoichiometric
calibration procedure was evaluated by performing the same procedure for the shifted
HU distributions.

RESULTS AND DISCUSSION

Noise levels

The noise levels from SECT and DECT scans are reported in Table 9.1. The noise levels
of the 120 kVp scan (SECT) are lower than those of the 80 kVp and 140 kVp scans
(DECT) because DECT scanning is performed at equivalent dose as SECT scanning. Each
image from DECT scanning is thus acquired at roughly half the dose. Noise levels from
IR were roughly half of those from FBP.
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Table 9.1: Noise levels from SECT and DECT scans with FPB and IR image reconstruction. For both
SECT and DECT scans CTDI,,=20mGy.

Image reconstruction Ouaokvp,sect (HU) Osokvp,oect (HU) Ouaokvp,oect (HU)
FBP 8.4 14 13
IR 4.4 6.5 6.1

Stoichiometric fit parameters

The stoichiometric fit parameters derived from our DECT scans are reported in Table
9.2. The largest difference between the HU predicted by the stoichiometric procedure
and the ones we measured for the Gammex RMI 465 phantom were 55 HU at 80 kVp
(CB2-50% CaCO3) and 30 HU at 140 kVp (CB2-30% CaCOs). The average absolute
differences over all inserts were 24 HU and 16 HU respectively.

Table 9.2: Stoichiometric fit parameters from scanning the Gammex RMI 465 phantom at a DECT
scanner at 80 kVp and 140 kVp with Tin filter.

kVp k1 ks
80 0.002225 4.315x10°
140 0.001448 8.927x10°

Accuracy of SECT and DECT approaches in the absence of noise
SECT

Figure 9.6 plots the residuals on % weight of carbon and oxygen from applying the
SECT-table scheme of Figure 9.4 for all tissues except lung, which is correctly assigned
(lung is not shown because its HU=-744). We see that in the soft tissue range [-100HU,
100HU] there are errors of up to 30% weight on the assignment of carbon and oxygen.
This is expected from Figure 9.1. For skeletal tissues the errors are confined to +10%.
Similar results are obtained with the SECT-fits scheme.
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Figure 9.6: Residuals on %weight for carbon and
oxygen derived from HU at 120 kVp SECT in the
absence of noise using the stoichiometric calibration
approach.

DECT

% weight C,0 vs. Zess

The fitting of %wC vs. Zsyielded %wWC = -42.27XZ.+ 334.2 with R?=0.9326. For oxygen
we obtained %wO = -41.15XZ. - 239.9 with R?=0.9087. Figure 9.7 plots the residuals
for carbon and oxygen %weight fractions derived from Z for soft tissues between Z.
6 and 8. The maximum residuals are lower than those for the SECT-table approach
shown in Figure 9.6 (15% instead of 30%). Comparing Figures 9.6 and 9.7 does not
show a clear advantage of representing the data vs. Z.instead of HU. Additionally, at
the same imaging dose, Z.is inherently noisier than HU as it is derived from a ratio of
the high and low linear attenuation coefficient measurements (Figure 9.5).
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Figure 9.7: Residuals on %weight for carbon and oxygen
derived from Z.s from DECT in the absence of noise. The
data is restricted to soft tissues with Zsbetween 6 and 8.

% weight P,Ca vs. Zegand HU 00y

A similar exercise as above was performed for the concentrations of phosphorous and
calcium. These were fitted against HU1,0kvp (SECT) and Zeg (DECT). In this case we did
not use SECT-fits or SECT-table but a rational function with a first order polynomial as
numerator and denominator. For DECT we used a power function of the form axb+c.,
For both phosphorous and calcium the maximum residual and the RMS error on all
skeletal tissues was reduced by a factor 2 when using DECT (0.18 RMS error %weight P,
0.09 RMS error %weight Ca) instead of SECT (0.43 RMS error %weight P, 0.2 RMS error
%weight Ca). These findings are similar to those reported by Yang et al.”’ Whether this
is a relevant improvement needs evaluation which is outside the scope of this study.
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(Zegr, pe) space approach

In the absence of noise it is possible to assign the carbon and oxygen concentration
within an accuracy of 2% weight fraction when using the (Z.s, pe) space, indicating that
there is little overlap of the average [Ze pe] values for human tissues. This is the
limiting case of the DECT approach based on the properties of the reference human
tissues.

Assessing accuracy in the presence of realistic imaging noise levels

The presence of image noise greatly impacts the results of the previous sections. The
three following sections present the influence of simulated image noise on the accura-
cy of SECT and DECT based %weight assignment for carbon and oxygen.

Comparing SECT-fits and SECT-table

Figure 9.8 presents the RMS error for each tissue at the CTDI,,,=20mGy dose level for
the two SECT based schemes for %weight carbon and oxygen. The tissues are ordered
by mass density. We see that the two schemes yield similar results across the tissues
investigated, as can be expected when comparing them in Figure 9.4. Several tissues
have RMS error >10%weight, as expected from Figure 9.6. Red bone marrow, yel-
low/red bone marrow yellow bone marrow, brain (or cerebrospinal) fluid, urine and
cartilage yielded the largest errors. The largest error (30%weight) was for brain fluid
which is similar to water and contains no carbon. The schemes of Figure 9.4 always
yield %wC>15% for any HU, thus any water-like substance within the body will suffer
from misassignment. As SECT-fits and SECT-table are similar, we present results for
SECT-table in the following section.
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Figure 9.8: Top RMS error on %weight C for SECT-fits and SECT-table for CTDI,,=20mGy. Bottom
Same for %weight O.

Comparing SECT-table and DECT-(Z, pe)

The RMS errors for the SECT-table and DECT approaches are compared in Figures 9.9-
9.12 for two imaging dose levels (CTDl,o,= 20 mGy and 80 mGy). For DECT only results
of the (Zet, pe) map approach are reported as the %C,0 vs. Z. approach yield only a
slight reduction of residual errors when compared to SECT in the noiseless scenario
(Figure 9.7). Here the results are separated into the three anatomical regions (head,
thorax, abdomen).

At 20 mGy we see some improvement from DECT for some tissues (brain fluid,
yellow/red marrow, yellow bone marrow, skin lo Z as well as high density bones). The
presence of imaging noise greatly reduces the performance obtained in the noiseless
case. For red bone marrow the RMS error is higher for DECT than SECT. When decreas-
ing the noise to the level achieved with a CTDI,, of 80 mGy we see that DECT performs
better than SECT for all tissues except adrenal gland and small intestine wall. At that
noise level RMS errors for DECT are <10%weight for most tissues.
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Deriving C and O with SECT and DECT

- Il sECT
E CTDI, =80 mGy head T IpEcT
5 30
@
a
&
Q
* 20
€
o
s
G 10
(2]
=
3

o ’L Wt 3 1 1 Wl 1 ot Wl

W 2\ e N

o0 Wt ‘e\o “\a‘ w«@"\“\\u‘ ““\v x\\‘s c‘\e\o o xe‘{“ “\ea(\ c\e“\ «\\05 “\\o «\ea v»\““ “gs“a(\\\a@ o\‘““ c\"“(\ ' ﬂ\\o “¢\v\ \“o“

39 05° d\\’ ‘(0 ‘e o™ s e A’ [ o
bbé\a b o il s o eff

¥
25| CTDI, =80 mGy thorax Jpect |

RMS error on %C assignment
a

1— 1 ot 0 Y @ olwlal e, 2 g
PN \E\\o" Lo ﬁ\zn :‘?\\ \,«\?\e\e L oot or‘ o, e\\\ vk ea“ o\ \\\2“\:‘ S a(\\a% 6"‘ \“e \es(\“s”ﬁ\a«g‘gw\\‘ sx\a \“c“
Mg\“,oee ﬂ° ?( W e oS 5 ° st Seetie
[
‘\\3
25 CTDI,,=80 mGy abdomen ~Jpect |

RMS error on %C assignment
@

Q7% n;"\\ 1\\0 “o" ‘e‘{\u\‘{g\%a\\me

§gos$§\=§(oﬂe a“v(,:\q‘ B

Figure 9.10: RMS error on %C for a SECT and DECT scan ((Z, pe) approach) with CTDI,,=80mGy

%V@(*’g&\e\ﬁ?:\" Mﬂ“& \;l‘“ “é*e\\*l 7%?;&\

separated into the head, thorax and abdomen regions.

(’5\0

v“\% \“ 3

9}{%5‘ \\!“

o heod SRS
o“ “\

“\‘“ 'ﬁt\

A2 a0
«\ A Seber
}?\\“c%‘&"

157



158 [Chapter 9

T ‘mmsect
g CTDI, =20 mGy head JpeeT
Sa3of 1
]

g

o

= 20 ]
=

§

14

5 10F ]
(2]

=

3

1. o 3 (W 0N e T oot 008 0t a0t w? &t o ol
o0 ‘2\\° «\5«0 o \l“‘“ \q\\\ "\ \“‘9‘9"“‘50‘ e e\\\ v»\“ “\ea v»\““ e N\ae o\“‘“ c,\"'“ e a“‘“ “‘,\u 00"
052 05° 3 o 0@ a9y E: 0
6\" ‘,ose [ “‘aﬂ \o“‘“e on W€ 400 PR o
A\ o

CTDI__=20 mGy thorax
+ vol

N
o

N
S

=)

RMS error on %0 assignment
a &

o
1 ol M \¢ ‘L 1 \6 1,3 .. ‘L 24208 W ot o C AC a2\ ot
) 9%\0 \v“ *%3\ ‘b\\\o % “\a “0“‘;%‘ \\\“ “e adlo“\ea\\e e“‘ o c\‘e o \\\a¢ ea“ o vk s;x“\::;z‘ a\ \vv,a \ese 'L\a“‘f,s\ \\r 9\‘5‘“0“
vgg oS N‘ ?‘e W o a"‘ «“ \(\e
o] CTDI,,=20 mGy abdomen Joecr |

N
S

=)

RMS error on %0 assignment
@ &

ea“1\“1\\° ‘““‘e ““\““e W \“e ‘6 vo‘“%’oe&e \0“‘3%“\ “e‘g"“\b“oﬂ&*@‘\“e«*"e“ “esx%éd “\\ e 5& e’&t & 9\?\“’\ ‘\\%\‘a‘\%o‘\e

R%gos‘&%\?&(oﬂe b‘”\ gQ e N \Q\
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Figure 9.12: RMS error on %0 for a SECT and DECT scan ((Z.¢, pe) approach) with CTDI,,=80mGy
separated into the head, thorax and abdomen regions.

RMS error on %weight at different dose levels

While Figures 9.9-9.12 showed data calculated with doses of 20 mGy, and 80 mGy,
maximum and total RMS errors were also calculated for 40 mGy, 120 mGy and 160
mGy. Figure 9.13 shows the maximum RMS error and the total RMS error on carbon
%weight for varying CT imaging doses while Figure 9.14 shows the same data for
oxygen. For Figures 9.13 and 9.14 we only considered the abdomen region when
calculating RMS errors for DECT. It was verified that the head and thorax showed
similar results. The figures show that at all noise levels the DECT approach yields lower
maximum and total RMS errors than the SECT approach. The CT dose scaling factor of
2 corresponds to CTDI,,=40mGy and the tube loading corresponding to that dose level
was roughly the maximum available with our current CT protocol. Thus to achieve the
improvements observed with higher dose scaling factors it may be necessary to reduce
image noise by other means than varying imaging dose. While the DECT approach
benefits from reduced image noise, the SECT approach shows limited (<1%) improve-
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ment on RMS error over all tissues across the imaging dose range investigated. This is
due to the intrinsic limitations of the approach presented in Figure 9.6.
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Figure 9.13: Left The maximum RMS error on %weight C assignment for DECT and SECT as a
function of dose level. A CT dose scaling factor of 1 corresponds to a CTDI,,=20mGy. Right The
RMS error on %weight C for all tissues as a function of dose level. The DECT data is for the
abdomen region. The behaviour of the thorax and head regions was similar.
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Figure 9.14: Left The maximum RMS error on %weight O assignment for DECT and SECT as a
function of dose level. A CT dose scaling factor of 1 corresponds to a CTDI,,=20mGy. Right The
RMS error on %weight O for all tissues as a function of dose level. The DECT data is for the
abdomen region. The behaviour of the thorax and head regions was similar.

Figures 9.15 and 9.16 show similar data and trends for H and N. As the %weight of
H and N combined is about 10% for all tissues, the magnitude of absolute errors is
lower than for C and O. DECT provided better results than SECT.
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Our results indicate that DECT provides improved accuracy in %weight assignment
for carbon and oxygen over SECT. The improvement is conditional to reducing the
noise levels in DECT images. We used IR which provided a reduction of noise by a
factor ~2 over FBP. Whether increasing imaging dose to further reduce noise levels is
acceptable needs to be evaluated in the context of the radiation dose to be delivered
during treatment and the added benefits of an improved %weight carbon and oxygen
assignment. Investigating the impact through predicted distributions of beta emitters
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or prompt gamma emitters, based on SECT and DECT imaging is required. AAPM Task
Group 75 reports planning CT CTDI,,, ranging from 4 to 116 mGy, with average values
for the head, chest and abdomen of 79, 10 and 12 respectively (Table VIl in that publi-
cation)zg. This range approximately covers the dose levels investigated in this work,
except 160 mGy.

Figure 9.17 shows the effect of applying a systematic HU shift on the assignment
of %weight O. We see that beyond a systematic shift of 5 HU the gains observed by
performing DECT scanning at low noise levels are lost.
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Figure 9.17: Left Maximum RMS error on %weight O assignment for DECT and SECT as a function
systematic HU shift. The lowest dose corresponds to 20 mGy and the highest dose to 160 mGy.
Right RMS error on %weight O over all tissues. The DECT data is for the abdomen region. The
behaviour of the thorax and head regions was similar.

A potential weakness of our study is the reliance on the stoichiometric calibration
method to predict the measured HU of human tissues. The largest difference between
the HU predicted by the stoichiometric procedure and the ones we measured for the
Gammex RMI 465 phantom were 60 HU at 80 kVp and 45 HU at 140 kVp. It is not
straightforward to perform such an estimation for the reference human tissues as they
are not readily measured.

The reason we used the stoichiometric procedure to calculate HU was the one-to-
one relationship shown in Figure 9.5. This let us bypass the calculation of Z.+ from
DECT data using knowledge of the DECT scanner spectra”, which can be difficult to
obtain. With this spectral knowledge Z.;s can be calculated for scanned media without
making use of the stoichiometric procedure. Our (Ze, pe) space approach is thus
dependent on the accuracy with which DECT scanning can provide estimates of the
effective atomic number and electron density.
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CONCLUSION

In the absence of image noise, DECT provides excellent assignment of %wC,0 when
using the (Ze, pe) space approach (errors <2%). The Zk vs %wC,0 and HU vs %wC,0
approaches, based on fits of reference human tissue data, have considerable residuals
on %wC,0 (up to 15% and 30% respectively). The (Zes, pe) sSpace approach is sensitive
to image noise which degrades its accuracy. At 20(80)mGy the RMS error over all
tissues was 5.8(3.7)%wC for DECT and 7.5(6.2)%wC for SECT. At all dose levels investi-
gated in this study, the accuracy of the DECT approach was superior to the SECT
approach when evaluated by the RMS error over all tissues and the maximum RMS
error. This was also true for %wH and %wN assignment. The SECT approach showed
little sensitivity to image noise while the DECT approach showed improved accuracy at
lower noise levels which correspond to higher imaging doses or improved image
reconstruction schemes. However, the DECT method lost its advantage when system-
atic shifts of more than £5HU were applied to the human tissue distributions.
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GENERAL DISCUSSION

A large body of literature, reviewed in Chapter 2 and with contributions from this
thesis, now supports the practice of accounting for heterogeneities in brachytherapy.
This is endorsed by the recommendations of the recently released report of the AAPM
TG-186 which recommends the use of Monte Carlo techniques or equivalent dose
calculation methods when computing the radiation dose delivered to patients during
the course of brachytherapy treatments.

The patient specific information required to achieve this goal is currently obtained
from CT imaging as recommended by TG-186. The standard practice of assigning
population averaged tissue composition from HU can introduce significant uncertain-
ties. This was shown in Chapter 3 where variations in tissue compositions led to signifi-
cant dose differences when considering brachytherapy based on low energy sources
(<50 keV).

The idea of using DECT to refine tissue assignment was first explored by Bazalova
et al. for external beam radiotherapy using kilovoltage (kV) and megavoltage (MV)
photon beams as well as MV electron beams. DECT showed significant improvement
potential for kV beams where the photoelectric effect plays a more important role
than in MV beams. This finding suggested that similar or even greater improvements
could be achieved in low-energy brachytherapy where the photoelectric effect plays an
even more important role in dose deposition.

We explored the idea in Chapter 5, using a tissue lookup table based on Z,sand pe
to assign tissue composition based on simulated DECT data for a test geometry con-
taining tissues relevant for brachytherapy. That study showed that DECT provided
superior dose calculation accuracy when compared to a conventional SECT approach.
We also observed that the noise levels on DECT data can degrade the dose calculation
accuracy by reducing the resolving power of the method with respect to identifying
tissues based on their Z and pe. Initial DECT scans of patients quickly showed that
noise levels obtained from standard protocols and reconstruction techniques yielded
DECT data of too low quality for use in MC dose calculations.

These findings motivated chapters 7 and 8 which aimed at improving the DECT
method. In the case of noise reduction three approaches can be considered: imaging
protocol modification such as varying slice thickness or imaging dose, improved image
reconstruction and image processing. The approach taken in chapter 7 dealt with
improved image reconstruction and afforded a factor 2 reduction of noise levels.
Increasing dose levels can also be envisaged in the context of radiotherapy given the
high radiation dose delivered during treatment. Chapter 8 made the estimation of Z
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more robust by using a calibration method that obviates the need to have knowledge
of the x-ray photon spectrum.

This thesis has aimed at demonstrating that DECT imaging is well understood and
can provide the necessary inputs for improved dose calculations in brachytherapy. The
qguestion of the optimal use of these inputs in MC applications however remains open.
In this thesis we investigated one avenue which consists of using knowledge of refer-
ence tissues’ Ze and p. to compare to estimated Z. and p, from DECT scans to assign
the properties of the closest reference tissue in the two-dimensional [Z., pe] space.
This was the method employed in Chapters 5 and 9. However it is questionable wheth-
er reference tissues truly correspond to real human tissues and whether they cover all
the possible variations which could be encountered in a patient to patient basis. An
alternative would be to directly employ Z¢ and p. to generate a tissue equivalent MC
input. MC requires mass density p and elemental composition for each voxel. Density
can easily be derived from p. using the relation®:

p=-0.1746+1.176p, (10.1)

which has a maximum error of less than 1% (does not apply for lung tissues) and is
shown in Figure 10.1.

1.6

al4r-

1.2+
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Figure 10.1: Relationship between p and p. for reference human tissues.

Elemental composition is closely linked with Z. and this parameter should be
used to derive it. Generally the full composition of human tissue contains a range of
elements (H,C,N,O, Na, P, S, Cl, K, Ca, Fe). Their importance varies with H and N adding
up to about 10%-15%, C and O to about 80-90% and the rest present in trace levels of
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a total of about 0.3-1%>. We can use the following relations to derive a Z equivalent
composition:

2 a)l,=1

elements (10.2)
2 w/’ (ZI/A/)2133
— elements
LTS oz A)
elements . (103)

From these two equations we can thus vary the concentrations of two elements to
generate a MC tissue substitute with a Z.+ equivalent to that provided by DECT scan-
ning. These two elements could complement a fixed background composition contain-

ing ~10% H for soft tissues (for these @, € [0.09,0.11] ). As N lies between C and O and

o, 6[0,0.06] we can assume that a combination of the two elements C,0 should be

sufficient. Using my = 0.1 and varying ¢ and @g according to wc+awo = 0.9 we can thus

cover Z 6[6.75,7.53]. This range can be extended by allowing a fraction of trace

elements to be present in the MC tissue substitute. It is important to note that in this
application we do not aim at reproducing a real composition but at obtaining one
which yields dose distributions equivalent to that obtained in real tissues with same
Z.s. Figure 10.2 shows radial dose distributions from an 13| source in reference muscle
tissue and in MC tissue substitutes generated with various amounts of baseline H and
reproducing the Z of the reference tissue. The RMSE for each concentration of H are
also presented. While all tissues of relevance should be investigated, these preliminary
results indicate that this is a viable approach. While White et al presented data where
variations of trace elements can affect low-energy brachytherapy dosimetry by a few
percents3, it is likely that the trace variations will influence Z. as well and be compen-
sated by adjusting the amounts of C and O.
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Figure 10.2: Top: Radial dose profile pr from a point source with the
inverse square dependence factored out for reference muscle tissue as
well as for tissues composed of 100% H, C and O. Middle: Radial dose
profiles for reference muscle tissue compared to profiles obtained using
equations 10.2 and 10.3 to generate compositions (with H, C and O
only) with different levels of H. Bottom: RMSE as a function of %H for
some reference tissues.
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An alternative to the Z.s and p. approach is the basis vector approach where
measured high and low kVp attenuation coefficients are considered the sum of atten-
uation coefficients of basis materials. Malusek et al. performed a theoretical investiga-
tion of this approach for brachytherapy using 2 and 3 basis materials such as water,
lipid and protein4. They found relative differences of at most 2% for mass attenuation
and mass energy absorption coefficients at energies above 10 keV.

These methods should be compared in terms of accuracy. Of interest would be an
experimental validation based on the tissue substitutes of the Gammex RMI 467
phantom. Radiation dose from a brachytherapy source could be measured using
radiochromic film or TLDs through a controlled thickness of tissue mimicking material.
It may be necessary to shorten the inserts as their length is 7 cm. The inserts would be
scanned using DECT to provide voxel estimates of Z.s and p.. The methods described
above would then be used to assign compositions and densities to a MC dose calcula-
tion algorithm with the aim of reproducing the measured dose distributions.

Chapter 9 explored the use of DECT for assigning the concentrations of C and O
accurately for particle therapy applications. This is an application where knowledge of
the amounts of C and O can be useful for comparison of predicted vs. measured
positron emitter or prompt gamma distributions. A more broad application in proton
therapy is the determination of stopping power ratio (SPR) maps employed in dose
calculation and treatment planning. Proton SPR is calculated by:

In[Zmeczﬁ2 /(1—ﬁ2)]—ﬁ2 ~In/
‘ In[Zmecz,B2 /(1—,32”—,82 —Inl_

SPR=p

, (10.4)

where m is the electron mass, cf3 is the velocity of the proton and / and /yq.r are the
mean ionization potentials of the material and water respectively. SPR is currently
derived from SECT clinically but Yang et al. showed, with a theoretical study, that DECT
is superior, in terms of accuracy, than SECT to assign stopping power values®. They
presented a piecewise linear relationship between / and Z.; which allowed to use DECT
output (Zerand pe) to insert in equation 10.XX. Hunemohr et al. performed an experi-
mental study where the water equivalent path length (WEPL) was calculated for the
inserts of the Gammex RMI 467 phantom used in Chapter 8 based on SECT and DECT
measurements. They found that the average WEPL residuals for tissue substitutes
were -1.0£1.8% for SECT compared to 0.1+0.7% for DECT. PMMA, a non tissue substi-
tute, had residuals of -7.8% with SECT and -1.0% with DECT. Our own measurements
(see Chapter 8) showed similar trends when comparing stopping power ratio (SPR)
(related to WEPL). We performed two DECT analyses, one using the spectral method
and one using the approach of Saito et al. to derive p. and the method of chapter 8 to
derive Z. This later method uses the data from the Gammex RMI 467 scans to derive
parameters to convert the high and low kVp HU to Z.s and p.. The SECT data was
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converted to SPR by fitting two linear SPR vs. HU segments (standard proton therapy
procedure). Figure 10.3 confirms that the DECT method is more accurate than the SECT

Chapter 10
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Figure 10.3: SPR differences (measurement — reference) for inserts of the Gammex RM| 467
phantom. Symbols indicate mean differences in a region of interest (ROI) while error bars repre-
sent one standard deviation. Left SPR derived from DECT using the method of Saito et al. and
Chapter 8. Centre Using the spectral method. Right From SECT using two linear segments to

convert HU to SPR.

DECT thus shows promise of improving accuracy in selected radiotherapy applica-

tions where sensitivity to tissue composition is important.
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DECT applications such as the derivation of concentrations of C and O presented in
Chapter 9 rely on prior tissue composition knowledge. Indeed it is not possible to
derive the concentrations of all elements present in human tissues with two meas-
urements. Thus the accuracy of this prior knowledge is quite essential. Current refer-
ence tissue composition dates from the 1970s and its validation and extension by a
measurement campaign where the composition of tissues are measured for several
individuals with techniques such as mass spectrometry would be beneficial. For exam-
ple, a better understanding of the variation of the composition of prostate tissue
across individuals and between healthy and cancerous tissue would help understand-
ing what precision and accuracy target should be set for imaging.

Alternatively the use of spectral CT where attenuation can be measured at more
than two energies could also yield more information on tissue composition than DECT.
Bornefalk showed that the intrinsic dimensionality of low-Z (soft tissues) linear attenu-
ation coefficients is 4°. Thus it would be reasonable to expect that spectral CT could
yield the concentrations of 4 elements.
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SUMMARY

Dose distributions from brachytherapy procedures employing low energy photon
sources (<50 keV) are significantly modulated by the composition of human tissues due
to the photoelectric effect. This fact was well known at the onset of this thesis and
motivated an investigation on methods to better assess the composition of tissues.
During this thesis the AAPM Task Group 186 published its report recommending the
use of model based dose calculation methods (such as the Monte Carlo simulations
heavily used in this thesis) capable of accounting for variations of tissue composition to
determine brachytherapy dose distributions, supporting the ideas presented in this
thesis. Some of the work of this thesis was cited and included in the report.

This thesis explored two main research lines: the use of Monte Carlo methods in
brachytherapy dose calculations to assess their sensitivity with respect to tissue com-
position variations and the role of dual energy CT (DECT) in the estimation of three
dimensional low energy photon cross section maps of patients by identifying tissue
types.

A general introduction explaining the need to account for tissue heterogeneities is
presented in Chapter 1 along with the objectives of this thesis and an outline of it. The
use of Monte Carlo methods in brachytherapy is reviewed in Chapter 2. In that chapter
it is shown how the use of Monte Carlo methods evolved in the field of brachytherapy,
starting from the calculation of dose distributions around a single brachytherapy
source to advanced dose calculation platforms designed for dose calculation of brachy-
therapy treatments. The chapter also explains why it is not desirable to use water
based kernels for low energy brachytherapy dose calculations (as recommended by the
now superseded AAPM Task Group report 43). Also covered is the standard use of
single energy CT (SECT) to assign to density and tissue composition.

Chapter 3 makes use of tabulated tissue composition to assess the impact of
population variations in composition on brachytherapy dose distributions using low
energy sources. For several tissues it is possible to find in the literature average tissue
composition as well as compositions considered + one standard deviation away from
the mean. Dose distributions in uniform tissues were calculated to evaluate the impact
of these composition variations. A similar procedure was repeated for prostate and
breast brachytherapy cases. Effects ranging from 4% to 30% were observed indicating
that using mean tissue compositions may not be sufficiently accurate.

In Chapter 4 a similar dataset was used to investigate the difference between
scoring dose from photons transported in human tissue and depositing their energy in
either that tissue or in a reference material which has historically been water. Both
guantities can be reported by model based dose calculation algorithms. Furthermore it
has not been definitively decided which quantity should be reported. Indeed TG-186
recommends reporting both quantities. Because of the behavior of mass energy
absorption coefficients these two quantities are very different (up to 30%) for low
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energy photons. In the chapter it is shown that the conversion from one quantity to
the other does not vary significantly with distance from a given source. This fact
simplifies the conversion from one quantity to the other.

DECT is first introduced in Chapter 5 where it is used to extract the effective
atomic number Z and relative electron density p. of tissues from CT images taken at
low and high kVp. The simulation study presented made use of a simulation package,
ImaSim, developed during the MSc thesis of the candidate and further optimized
during the PhD work, to generate CT images at different kVp settings of virtual calibra-
tion phantoms and tissue phantoms. In that chapter a SECT-based method of tissue
assignement is compared to a method based on DECT using a Z.sand p. lookup table.
Dose calculations using low energy sources are used as the metric to assess whether
tissue assignment is successful. DECT was found to be superior to SECT, although
adding noise on the CT images used for DECT analysis decreased the accuracy benefits.
This is mostly due to the high noise levels found in Z.; images which are proportional
to the ratio of CT images.

In Chapter 6 measurements taken at a clinical, dual source DECT scanner are
compared to ImaSim simulations. That chapter serves as a validation of the methods
presented in Chapter 5. A calibration phantom was thus scanned at the DECT scanner
and simulated in ImaSim where models of the CT scanner spectra and detector re-
sponse were employed. These models were validated by half value measurements at
the scanner. Agreement within 5% was obtained between ImaSim and measurements,
validating the methods of Chapter 5.

The next two chapters are dedicated to improving the DECT method to resolve
some of the issues observed in chapters 5 and 6, namely the underestimation of Z. for
dense materials and the high noise levels on Z.;; images. Chapter 7 presents a method
for estimating Z.s from a pair of high and low kVp CT images based on a calibration
procedure using a p. calibration phantom frequently used in radiation therapy quality
assurance. A parameterization of the ratio of high and low attenuation coefficients vs.
Z.s is used to fit the measured data. The fit parameters can subsequently be used to
convert any measurement to Z.;. The method is simpler than the method employed in
chapters 5 and 6 and provides more accurate values for dense materials.

Chapter 8 presents the results of the evaluation of a commercial iterative image
reconstruction method. Phantom scans were used to assess the noise reduction
afforded by the algorithm. It was found that for a given imaging dose level the recon-
struction method could reduce the standard deviation of Z. by a factor two. Combin-
ing this method with an increase of imaging dose (which may be justifiable in the case
of radiotherapy patients who will receive a much higher curative dose) can bring Zg _
noise levels to an acceptable level of around 0.2 units of Z..

The focus on dose distributions is relaxed in Chapter 9 where an attempt was
made to estimate concentrations of carbon and oxygen in human tissues using DECT
methods. This application is related to particle therapy where there is potention to
estimate the range of protons or carbon ions during delivery using secondary particles
emitted following nuclear reactions in the body. The two main avenues of research are
the detection of annihilation photons following the emission of positrons using PET
cameras and the detection of prompt gammas resulting from the relaxation of excited
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nuclei. As measured distributions are generally compared to predictions and produc-
tion rates are dependent on the amounts of specific elements (namely C and O) pre-
sent in the body, there is an interest in accurately estimating the concentration of C
and O. Using the lookup table technique of Chapter 5 DECT-derived Z. and p. are
converted into a tissue type whose composition is used to assign concentrations of C
and O. The method was found to be superior to the state of the art SECT-based stoi-
chiometric calibration procedure.

Finally Chapter 10 gives a general discussion of the use of DECT in brachytherapy
and proposes methods for clinical implementation. Besides the lookup table approach
of Chapter 5 a MC tissue substitute method based on Z. is also suggested. Future
perspectives in the field of particle therapy, namely estimation of stopping power ratio
for dose calculation, are also discussed.
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