
Missouri University of Science and Technology Missouri University of Science and Technology 

Scholars' Mine Scholars' Mine 

Physics Faculty Research & Creative Works Physics 

01 Nov 2010 

Stability and Charge Transfer Levels of Extrinsic Defects in LiNbO₃ Stability and Charge Transfer Levels of Extrinsic Defects in LiNbO  

Haixuan Xu 

Aleksandr V. Chernatynskiy 
Missouri University of Science and Technology, aleksandrc@mst.edu 

Donghwa Lee 

Susan Sinnott 

et. al. For a complete list of authors, see https://scholarsmine.mst.edu/phys_facwork/587 

Follow this and additional works at: https://scholarsmine.mst.edu/phys_facwork 

 Part of the Physics Commons 

Recommended Citation Recommended Citation 
H. Xu et al., "Stability and Charge Transfer Levels of Extrinsic Defects in LiNbO₃," Physical review B: 
Condensed matter and materials physics, vol. 82, no. 18, American Physical Society (APS), Nov 2010. 
The definitive version is available at https://doi.org/10.1103/PhysRevB.82.184109 

This Article - Journal is brought to you for free and open access by Scholars' Mine. It has been accepted for 
inclusion in Physics Faculty Research & Creative Works by an authorized administrator of Scholars' Mine. This work 
is protected by U. S. Copyright Law. Unauthorized use including reproduction for redistribution requires the 
permission of the copyright holder. For more information, please contact scholarsmine@mst.edu. 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Missouri University of Science and Technology (Missouri S&T): Scholars' Mine

https://core.ac.uk/display/229310025?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://www.mst.edu/
http://www.mst.edu/
https://scholarsmine.mst.edu/
https://scholarsmine.mst.edu/phys_facwork
https://scholarsmine.mst.edu/phys
https://scholarsmine.mst.edu/phys_facwork/587
https://scholarsmine.mst.edu/phys_facwork?utm_source=scholarsmine.mst.edu%2Fphys_facwork%2F587&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/193?utm_source=scholarsmine.mst.edu%2Fphys_facwork%2F587&utm_medium=PDF&utm_campaign=PDFCoverPages
https://doi.org/10.1103/PhysRevB.82.184109
mailto:scholarsmine@mst.edu


Stability and charge transfer levels of extrinsic defects in LiNbO3
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The technologically important incorporation of extrinsic defects �Mg2+, Fe2+, Fe3+, Er3+, and Nd3+� in
LiNbO3 is investigated using density-functional theory combined with thermodynamic calculations. Defect
energies, the charge compensation mechanisms, and charge transfer levels, are determined for congruent and
stoichiometric compositions. In general, under congruent �Nb2O5-rich� conditions impurities occupy lithium
sites, compensated by lithium vacancies. Under stoichiometric �Li2O-rich� conditions, impurities occupy both
lithium and niobium sites. The effects of the concentration of Mg on the dominant defect and site occupancy
are analyzed. In addition, the thermal ionization energy and relative defect stability order for Fe2+ and Fe3+ are
evaluated. The charge transfer levels of impurities with regard to the band structure, and their influences on the
optical properties of the material are elucidated.

DOI: 10.1103/PhysRevB.82.184109 PACS number�s�: 61.72.J�, 71.15.Mb, 71.55.Ak, 61.72.S�

I. INTRODUCTION

Doped LiNbO3 has applications in many technologies, in-
cluding lasers, optical amplifiers, and integrated optical
circuits.1–4 To achieve the desired functionalities, various
dopants are added to the system. For example, Mg is intro-
duced to increase the resistance to photorefractive damage;5,6

Fe doping is used for holographic storage and beam
coupling;7 and Nd is added for solid-state laser
applications.8–11 In addition, dopant ions have also been em-
ployed as probes to investigate the structure of domain walls
and defect/domain-wall interactions.12–14

To investigate the site selectivity of dopant ions, various
experimental techniques, including electron-spin resonance
�ESR�,4 electron nuclear double resonance �ENDOR�,15

Mossbauer spectroscopy,16,17 Rutherford backscattering,18

x-ray standing wave �XSW� analysis,19,20 extended x-ray ab-
sorption fine structure �EXAFS�,21 and proton-induced x-ray
emission �PIXE� �Ref. 22� have been employed. Moreover,
several optical and magnetic resonance spectroscopy
studies23–27 have been used to determine the local environ-
ments and configurations around the dopant sites. However,
a consensus has not been reached regarding the dominant
dopant configurations. While some of these studies used con-
gruent LiNbO3 samples grown by the Czochralski
method,28,29 others used stoichiometric LiNbO3 produced
through vapor transport equilibration �VTE�.30–32 It is very
difficult to compare results between experiments on samples
made with different synthesis technique; as a result, the in-
fluence of the sample stoichiometry on the site selectivity
and distribution is still unclear.

In the present work, the formation energies of several ex-
perimentally pertinent dopants �Mg2+, Fe2+, Fe3+, Er3+, and
Nd3+� are determined using density-functional theory �DFT�.
This enables the prediction of the incorporation site prefer-
ence and the identification of the corresponding charge com-
pensation mechanisms. The influences of the composition
and growth conditions on the defect chemistry are assessed

based on the thermodynamic analysis at congruent and stoi-
chiometric growth conditions, respectively. Furthermore, the
degree of charge transfer of iron with regard to the band
structure is calculated to elucidate the effects of coexistence
of 2+ and 3+ charged ions on the optical properties of
LiNbO3. The possible charge transfer levels caused by intrin-
sic defects are also considered.

II. METHODOLOGY

A. Density-functional theory calculations

The DFT �Refs. 33 and 34� calculations use the projected
augmented wave method35 combined with the generalized
gradient approximation �GGA�, as implemented in the Vi-
enna ab initio simulation package �VASP�.36,37 The cut-off
energy for the plane-wave basis set is chosen to be 400 eV
based on convergence tests.38 The system size is 2�2�1
unit cells �each of 30 atoms�, for a total of 120 atoms and
720 valence electrons; periodic boundary conditions are ap-
plied in all three dimensions. The integration over the Bril-
louin zone uses a 4�4�2 Monkhorst-Pack39 k-point mesh.
The structure is optimized to within an error in energy and
forces of 0.001 eV and 0.01 eV /Å, respectively. The Li 2s1,
Nb 4p64d45s1, and O 2s22p4 are treated as valence electrons.

Mg has an electronic configuration of �Ne�3s2, in which
the two s electrons are considered as valence electrons. For
iron, the electronic structure is �Ar�3d64s2, with the 3d and
4s electrons treated as valence electrons. Nd is a rare-earth
element with electronic structure �Xe�4f36s2. The frozen
core approximation40,41 is used, in which two of the three f
electrons are treated as the frozen core in VASP with only a
single f electron treated as a valence electron.42

In addition, the 6s2 and 5p6 are also treated as valence
electrons, resulting in a total of nine valence electrons. In
general, mean-field theories, such as the local-density ap-
proximation �LDA� and GGA, cannot accurately describe the
strong correlations of d and f electrons.42–44 Thus, in ad-
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dressing this problem, either high-level theory, such as the
GW approximation45 or a correction to LDA or GGA, such
as the DFT+U approach46,47 is typically required. In this
study, DFT+U with Dudarev’s approach46 is used, in which
only the difference between U and J is meaningful. To evalu-
ate the effects of +U, several fundamental properties, includ-
ing lattice constants, band gap, and magnetic moments, are
calculated using GGA and GGA+U for the reference binary
Nd and Fe oxides and compared with experimental data.
Since Mg does not have d or f electrons, no +U correction is
necessary.

B. Effect of +U

For iron oxides, there are several studies focusing on the
parametrization of the U and J values. In general, different
values are appropriate for LDA and GGA calculations. The
most widely used value for LDA calculations is U−J
=4 eV,48 which is based on the analysis of heat of formation
data.48 As for GGA+U, both U−J=4 eV and U−J=6 eV
have been used in previous studies.49,50 Since the aim of this
section is to evaluate the effects of +U, both values are em-
ployed for the GGA studies of FeO and �-Fe2O3

The fundamental properties of FeO and Fe2O3 are calcu-
lated using GGA and GGA+U and compared with experi-
mental data �Table I�.52–57 For FeO, it is found that GGA
underestimates the lattice constant by �0.21 Å and predicts
the band structure to be metallic, a well-known failure of this
method. In addition, GGA also severely underestimates the
magnetic moment, which is only about one quarter of the
experimental value. By contrast, GGA+U overestimates the
lattice parameter by a modest 0.08 Å and predicts FeO to be
a semiconductor; it predicts a band gap of 1.7 eV �U−J
=4 eV� and 2.02 eV �U−J=6 eV�, which are both lower
than the experimental value of 2.4 eV.54 For �-Fe2O3, the
effects of GGA+U are similar. GGA underestimates the lat-
tice constants by 0.338 Å and 0.371 Å in a and c direction,
respectively, while GGA+U �U−J=4 eV� are merely 0.016
and 0.031 Å smaller than the experimental values. The band
gap calculated using GGA is only 0.64 eV, which is signifi-
cantly lower than experimental band gap of 2.7 eV. The

GGA+U �U−J=6 eV� calculations predict the band gap to
be 2.76 eV, very close to the experimental value. Comparing
the +U parameters, the differences in calculated properties
using these two parameters is relatively small. In general,
U−J=6 eV provides slightly better lattice constants, band
gap, and magnetic moments. Consequently, this value is used
for the defect formation energies �DFEs� calculations below.

The effect of +U for Er has been evaluated and discussed
in a previous study.58 The following parameters were tested:
U−J=10.3 eV,59 U=8.6 eV, J=0.75 eV,60 and U−J
=4 eV. The changes caused by the +U in the electronic
structure and the defect energetics were found to be insig-
nificant for even the largest value of U−J, indicating that Er
is reasonably described by GGA without any +U correction.

There are no values for the +U parameters for either
Nd2O3 or for Nd in LiNbO3 in the literature. For Nd in TiO2
using LDA+U calculations U−J=6.5 eV has been used.61

Using GGA+U with this value of U−J, we calculated the
fundamental properties of Nd2O3, which has a hexagonal
structure. A comparison of fundamental properties of Nd2O3
determined from GGA, GGA+U, and from experiments is
given in Table II. Unlike the iron oxides, the lattice constants
do not depend strongly on the value of U. Both GGA and
GGA+U methods underestimate the band gap by �1.6 eV.
This insensitivity to the value of U is similar to what we
found to be the case for Er in LiNbO3. Therefore, pure GGA
is used for the calculations of the formation energies of Nd-
doped LiNbO3.

TABLE I. Fundamental properties comparison between GGA, GGA+U, and experiments for FeO and
Fe2O3.

FeO GGA GGA+U �4 eV� GGA+U �6 eV� Experiment

Crystal structure Fm3̄m Fm3̄m Fm3̄m Fm3̄m �Ref. 51�
Lattice constants �Å� 4.088 4.382 4.382 4.334 �Ref. 52�
Magnetic moment ��B /atom� 1.009 3.755 3.8 4.2 �Ref. 53�
Band gap �eV� 0.0 1.7 2.02 2.4 �Ref. 54�
Fe2O3 GGA GGA+U �4 eV� GGA+U �6 eV� Experiment

Crystal structure R3̄c R3̄c R3̄c R3̄c �Ref. 55�
Lattice constant, a �Å� 4.698 5.02 5.018 5.0355 �Ref. 56�
Lattice constant, c �Å� 13.376 13.716 13.685 13.7471 �Ref. 56�
Magnetic moment ��B /atom� 0.734 4.071 4.222 4.9 �Ref. 57�
Band gap �eV� 0.64 2.08 2.76 2.0–2.7 �Ref. 54�

TABLE II. Properties of Nd2O3 from GGA, GGA+U, and
experiments.

Nd2O3 GGA GGA+U �6.5 eV� Experiment

Crystal structure P3̄m1 P3̄m1 P3̄m1 a

Lattice constants, a �Å� 3.839 3.934 3.8827a

Lattice constants, c �Å� 5.998 6.107 6.077a

Band gap �eV� 4.12 4.24 4.80b

aReference 62.
bReference 63.
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C. Calculation of defect formation energies

The formation energy of a defect or defects, denoted as �,
with charge state q is calculated using the supercell
method64–67

�Ef��,q,T,P� = Etotal��,q� − Etotal�perfect�

+ �
i

ni�i − q��F + Ev + �V� , �1�

where � is the defect type, q is the charge of the defect�s�, T
is temperature, and P is the partial pressure of oxygen.
Etotal�� ,q� is the total energy obtained from DFT calculation
of a supercell with the defect�s�; Etotal�perfect� is the total
energy of the supercell without any defects. ni is the number
of ions of species i that have been added to or removed from
the supercell when the defects are created; �i is the chemical
potential of element i. �F is the Fermi level with respect to
the valence-band maximum �VBM� in the bulk single crys-
tal. Ev is the VBM of the bulk system. �V, is the difference
in the electrostatic potentials between the defected and unde-
fected systems.67

Theoretically, the free energy rather than the total energy
should be used in Eq. �1� for the calculation of the DFEs.
Since the total internal energy of a supercell calculated with
DFT corresponds to the Helmholtz free energy at zero
temperature,68 these calculations neglect the contributions
from the vibrational entropy. Fortunately, experimental and
theoretical results for entropies of point defects typically fall
between 0 to 10k, where k is the Boltzmann constant.67 De-
tailed analyses by Kohan et al.69 for ZnO and by He et al.70

for TiO2 concluded that entropic effects can be neglected.
Consequently, the neglect of the entropy term here will not
qualitatively change our conclusions.

D. Thermodynamic framework

The chemical potential of each element has to satisfy the
constraint that LiNbO3 be stable against decomposition to
metallic Li or Nb and to decomposition to the constituent
oxides: Li2O and Nb2O5.71,72 Bringing all of the stability
criteria together, we previously constructed the ternary
chemical potential map shown in Fig. 1, where the points in
chemical-potential space should be analyzed in a manner
analogous to that for the composition in a conventional ter-
nary phase diagram.73 The details of the construction proce-
dure of this map can be found in our previous study,71 along
with a full explanation of each point and line. Two scenarios
are most relevant. Under stoichiometric �Li2O-rich� condi-
tions, the composition-weighted sum of the lithium and oxy-
gen chemical potentials is equal to the total energy of Li2O,
which is line AD in Fig. 1. Similarly, congruent �Nb2O5-rich�
conditions correspond to the line BC in Fig. 1.

A physical manifestation of Li2O-rich conditions is the
conversion of congruent samples to nearly stoichiometric
LiNbO3 using the VTE method, which takes place in a Li2O
vapor.30–32 In contrast, Nb2O5-rich conditions correspond to
growth under a Nb2O5 vapor and even to the Czochralski
process in which congruent LiNbO3 is grown in air. How-
ever, based on structural analysis, the local bonding environ-

ments of Nb and O in LiNbO3 are similar to that in Nb2O5.
Therefore, it is assumed here that the congruent melting con-
dition can be analyzed as if it were grown under Nb2O5-like
conditions.

The chemical potential of impurities determines absolute
values for defect energies. Possible choices for the reference
state include the pure metal and the binary oxides. Here, the
chemical potentials of dopants in LiNbO3 are assumed to be
the same as that in binary oxide, which has a very similar
bonding environment to that in LiNbO3. For iron oxides, due
to the presence of multiple charge states, based on the analy-
sis of the calculated fundamental properties, Fe2O3 is chosen
to be the reference state. To determine the relative stability of
these defects, all of the defects structures considered here
involve four dopant ions. Thus, the chemical potentials of
dopants affect all formation energies equally.

FIG. 2. �Color online� Possible structure of defect cluster con-
sisting of M3+ in the system. The oxygen sublattice is not shown.

FIG. 1. �Color online� Stability range of chemical potentials �in
eV� of the elements in LiNbO3. The region enclosed by points A, D,
and PLi-Nb satisfies the condition that material not decompose into
Li2O while the region enclosed by points B, C, PO-Li, and PO-Nb

satisfies the condition that material not decompose into Nb2O5. The
intersection of these two regions defines the thermodynamically al-
lowable range of chemical potentials. This stability region is thus
defined by the shaded quadrilateral enclosed by the points A, B, C,
and D. Line AD represents using Li2O as reference state; line BC
represents using Nb2O5 as reference. The oxygen partial pressure
range �in atm� is that for room temperature.

STABILITY AND CHARGE TRANSFER LEVELS OF… PHYSICAL REVIEW B 82, 184109 �2010�

184109-3



III. RESULTS AND DISCUSSIONS

A. Incorporation site preference and charge
compensation mechanisms

There are two different charge states of the impurities
considered in the current paper: M2+ �Mg2+ and Fe2+� and
M3+ �Er3+, Fe3+, and Nd3+�. Depending on the charge states,
different defect reactions maintain the overall charge balance
of the system, resulting in different ratios of the charge com-
pensation species in the system. Based on the previous stud-
ies and literature,74 the following defect clusters are consid-
ered in this work: for M3+: �i� 4�MLi

·· +2VLi� �, �ii� 2 �MLi
··

+MNb� �, �iii� 2 �2MNb� +NbLi
····�. for M2+: �i� 4�MLi

· +VLi� �, �ii�
3MLi

· +MNb� , �iii� 4MNb� +3NbLi
····.

The possible structures for M3+ case are shown in Fig. 2.
A summary of the formation energies of these impurities
under the Nb2O5 reference state is given in Fig. 3. It is noted
that under the Nb2O5 reference state, the impurities sitting on
the lithium site compensated by the lithium vacancies have
the lowest formation energies compared with other types of
defect clusters. Similar to the intrinsic defects situation, the
formation energies are negative, which indicates that the
Nb2O5 reference state may not accurately represent the ex-
perimental growth conditions. However, as the reference
state moves from Nb2O5 toward Li2O, there is a range of
chemical potential values for which, although the impurities
on the lithium site compensated by lithium vacancies have

positive DFEs, they are still the lowest and continue to be the
dominant defect. The chemical potential within this region is
a more accurate representation of the experimental growth
environments. The formation energies of impurities given in
Fig. 4 are for the Li2O reference state, which corresponds to
the experimental condition of stoichiometric LiNbO3. As the
figure shows, all the defects have positive formation ener-
gies, leading to very low defect concentrations. This is con-
sistent with the composition being stoichiometric. By com-
paring different defect clusters, it is found that impurities
occupying both lithium and niobium sites have the lowest
energy for both M2+ and M3+. It is also found that Fe3+ is
more energetically favorable than Fe2+ under both Nb2O5
and Li2O reference states.

It is interesting to examine these results in the context of
the experiments. �i� For Mg-doped LiNbO3, the DFT calcu-
lations yield the formation energy of the defect cluster with
Mg on both lithium and niobium sites as negative, albeit less
negative than the defect cluster consisting of Mg on lithium
site compensated by lithium vacancies. This indicates there
is a strong tendency for Mg to sit on both lithium and nio-
bium sites even under congruent growth conditions, unlike
the other impurities considered. Furthermore, the thermody-
namic analysis shows that even under Nb2O5-rich conditions,
the dominant defects may change to Mg on both sites as the
chemical potential of Mg increases. The chemical potential
can be related with dopant concentration in the usual manner

FIG. 3. �Color online� Defect
formation energies of various de-
fect reactions for impurities
�Mg2+, Fe2+, Fe3+, Nd3+, and
Er3+� for the Nb2O5 reference
state.

FIG. 4. �Color online� Defect
formation energies of various de-
fect reactions for impurities
�Mg2+, Fe2+, Fe3+, Nd3+, and
Er3+� for the Li2O reference state.
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�A = �A
0 + RT ln XA�A, �2�

where, �A is the chemical potential of the species under the
conditions of interest, �A

0 is the chemical potential in the
standard state, R is the gas constant, T is the temperature, XA
is the concentration, and �A is the activity coefficient. There-
fore, an increase in the defect concentration will lead to an
increase in the chemical potential of the dopant; this will
result in a switch of dominant defects from Mg on a lithium
site compensated by intrinsic lithium vacancies to Mg on
lithium and niobium sites. Experiment has indicated that Mg
sits mainly on lithium site at low dopant concentration and
on both sites at high concentrations.5 The DFT predictions
are consistent with these experimental observations.

�ii� For Fe-doped LiNbO3, in spite of extensive efforts to
determine the occupied site of iron using various techniques,
including optical absorption,75 electron paramagnetic reso-
nance �EPR�,76 Mossbauer spectroscopy,16,17 and PIXE,22 no
conclusion has yet been reached with regards to site occu-
pancy. ENDOR,15 PIXE,22 XSW,77 and EXAFS �Ref. 78�
studies suggest that iron occupies the lithium site. In conflict
with these, several studies using EPR and ESR point to iron
occupying the niobium site.76,77 In addition, other studies
support a two site model, in which iron occupies both lithium
and niobium sites.79 The DFT calculations find that iron on
the lithium site is favorable under both Nb2O5- and Li2O-rich
conditions with different charge compensation mechanisms
in the two cases. Under the Nb2O5 reference state, the intrin-
sic defects are predicted to be niobium antisites compensated
by lithium vacancies. This is consistent with the studies us-
ing ENDOR, PIXE, and x-ray-related techniques.15,22,77 Un-
der Li2O-rich conditions, which correspond to growth condi-
tion of stoichiometric LiNbO3, the compensation mechanism
from DFT calculations is predicted to be Fe on a niobium
site. However, it is very difficult to observe iron on a nio-
bium site due to existing intrinsic defects.58 Earlier DFT
studies have shown that the presence of even a small con-
centration of intrinsic defects could make impurities on nio-
bium essentially undetectable. Overall, the DFT calculations
indicate that by controlling the experimental conditions or
the composition of the material, the site occupancy of the
iron can be altered.

Both Fe2+ and Fe3+ charge states have been considered. In
most of the studies, the concentration of iron is very low.80,81

Furthermore, the concentration of Fe2+ is usually at least one
order of magnitude lower than Fe3+ concentration.81 Al-
though the concentration ratio of Fe2+ /Fe3 can be varied us-
ing thermal treatments or other techniques,81,82 the naturally
occurring concentration ratio of Fe2+ and Fe3+ indicates that
Fe3+ is more stable. DFT calculations show that the defect
reactions involved with Fe3+ have lower formation energies
than the reactions that involve Fe2+ under all considered ref-
erence states, a result that is consistent with the experimental
observations.

B. Charge transfer levels of impurities

These Fe2+ /Fe3+ defects lead to states in the electronic
gap. These gap states can be associated with electronic tran-
sitions that bring color to materials that are transparent when

pure. The location of the charge transfer level is given by67

EPL = Eg − EA − Erel, �3�

where Eg is the band gap of the bulk material, EA is the
thermal ionization energy of the acceptor,67 and Erel is the
energy difference associated with the ionic relaxation; this is
also called the Franck-Condon shift.67 The thermal ionization
energy, or the energy for removing one electron from the
dopant at a particular charge state �such as +2� in LiNbO3,
can be calculated from

EA = Etot�MLi
·· � − Etot�MLi

···� + Ecorr − Ev − �V , �4�

where Etot�MLi
·· � is the energy of the supercell containing a

dopant at a lithium site with +2 charge, Etot�MLi
···� is the en-

ergy of the supercell containing a dopant at a lithium site
with +3 charged; Ecorr is the energy difference between the
highest occupied state and at the special K point and at the �
point.67 This correction term is needed because the electrons
should be removed from the top of the valence band at the �
point whereas in DFT the electron is actually taken out of the
highest occupied Kohn-Sham level regardless of its k value.
Ev is the valence-band maximum of the bulk materials in the
calculation, and �V is the electrostatic potential difference
between the ground-state and photoexcited supercells. The
thermal ionization energy of Fe2+ in LiNbO3 is calculated to
be 1.836 eV, which is consistent with the previous
estimates.83

The comparison between theoretical calculations and ex-
perimental photoluminescence �PL� measurements of Fe-
doped LiNbO3 is given in Table III. It is seen that EPL
�1.4 eV.81 The charge transfer level �EPL� of Fe2+ /Fe3+ is
calculated to be 1.34 eV, which is in excellent agreement
with the experimental value. However, due to the well-
known problem of underestimation of the band gap using
DFT, these results have to be treated with caution. This is
because the calculated band gap is 0.28 eV lower than the
experimental value, which may also be taken to represent the
possible error bar of the calculation of the position of the
charge transfer level. Using the experimental value of the
band gap �3.78 eV �Refs. 87 and 88��, the charge transfer
level would be 1.62 eV. There is also error associated with
experimental measurements. The experimental photolumi-
nescence measurement below 300 K indicates that the charge
transfer level is 1.4 eV.81 However, after treatment at 520 °C
in lithium carbonate, luminescence of an iron center at 1.7
eV was observed.80 The difference between these experimen-
tal observations also indicates the difficulty of determining
this value. These experimental and DFT uncertainties not-
withstanding, it is worth noting that the DFT calculations lie
in the range of both of the experimental values and are con-
sistent with the conjecture that the peak is associated with
charge transfer between Fe2+ and Fe3+. The relative energy
position of Fe2+ /Fe3 with regard to the band gap is given in
Fig. 5 with indications of charge transfer level for intrinsic
defects NbLi

4+ /NbLi
5+ from DFT calculations. The results of

charge transfer level for intrinsic defects NbLi
4+ /NbLi

5+ is con-
sistent with previous first-principles study,89 predicting it
�0.5 eV below the conduction-band minimum �CBM�.
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In the Fe-doped experimental samples with both Fe2+ and
Fe3+ coexisting in the system, the charge transfer level of
Fe2+ /Fe3+ is partially filled. Therefore, the energy needed to
excite electrons to the minimum of conduction band is
smaller than the band gap. This energy can be provided by
incident light in the PL experiments. Once electrons are ex-
cited into the conduction band, they may drop to the charge
transfer level under the emission of a photon. It is noted that
for the system with only Fe3+, the charge transfer level is
initially empty. It is possible for an electron to be transferred
to the charge transfer level from the valence band. That
should produce an absorption peak at about 2.1 eV. Experi-
mentally, the oxygen 	 orbital to Fe3+ was determined to be
3.1 eV above the VBM by Clark et al.90 based on the inter-
pretation of polarized optical absorption spectra. Inconsistent
with this, Harhira et al.81 observed the charge transfer level
between Fe2+ and Fe3+ to be 1.4 eV below the CBM from
photoluminescence. Although emission and absorption data
cannot be directly compared due to configurational relax-
ation and the formation of polarons, this indicates that there
remains experimental uncertainty in the relative position
charge transfer level between Fe2+ and Fe3+ with respect to
the band structure of LiNbO3. The charge transfer level pro-
posed here based on the DFT results is consistent with Ha-
hira’s work. However, it should be noted that DFT is a

ground-state theory while charge transfer is a process involv-
ing excited states. The band gap calculated in the present
work is 0.28 eV smaller than the experimental value, which
represents a potential error associated with these calcula-
tions. Nevertheless, the DFT results predict the intervalence
transfer between Fe2+ and Nb5+ is 0.9 eV, which is in agree-
ment with the activation energy for thermal Fe2+-Nb5+ elec-
tron transfer measured by Clark et al.90 In principle, the
charge transfer level of Fe2+ /Fe3+ might also be observed if
the incident light energy is high, as with the band gap energy.
In this case, the charge transfer level is initially empty. The
electrons are excited from the valance-band maximum to the
conduction band. Then the electrons at the conduction band
may fall back into the charge transfer level. However, since
incident light energies in previous experimental studies are
smaller than the band gap, this phenomenon has not been
observed.

Using the same approach, the charge transfer levels are
calculated for Mg, Nd, and Er. The results of these calcula-
tions are given in Table III. The thermal ionization energies
for both Mg and Nd are close to the calculated band gap,
which result in the EPL being very small. These small values
of EPL correspond to very long wavelengths �
10 �m� and
the energies are comparably to phonons. Hence no radiative
transitions can be observed.

The charge transfer levels in Er are a particularly interest-
ing case. The calculated value of EPL is 0.75 eV, which is
pleasingly close to an experimental peak at 0.80 eV �1540
nm�.84,91 However, the theoretical calculation and experi-
ments seem to describe different processes. The experimental
peak at 1540 nm is due to a 4f to 4f transitions within the
Er3+ ion itself. It has been concluded to be the transition from
4I15/2 atomic state of the Er atom to the ground state 4I13/2.84

Such an intrinsic electronic transition is possible due to the
shielding of the f shell by electrons located on the outer
spherically symmetric s and p shells of the Er atom; this
transition does not involve any charge transfer. On the other
hand, the calculated EPL simulates a process in which elec-
trons at the conduction-band jump into the charge transfer
level. For this process to happen, it is necessary that there be
electrons in the conduction band. For Fe doping, there are
both Fe2+ and Fe3+ in the material;80,81 therefore, there are
electrons at the charge transfer level, which is relatively

TABLE III. Charge transfer level of impurities calculated by GGA compared with experiments. All the
calculations are for impurities on the lithium site.

Fe2+ /Fe3+ Mg1+ /Mg2+ Nd2+ /Nd3+ Er2+ /Er3+ Nb4+ /Nb5+

EA �eV� 1.84 3.42 3.37 2.75 2.76

Eg �eV� 3.50 3.50 3.50 3.50 3.50

Erel �eV� 0.33 0.02 0.01 0.00 0.27

EPL �eV� 1.34 0.06 0.12 0.75 0.47

Experiment �eV� 1.4a/1.6b No associated peakd No associated peake 0.80c

aReference 81.
bReference 80.
cReference 84.
dReference 85.
eReference 86.

FIG. 5. The position of Fe2+ /Fe3+ charge transfer level with
respect to the band gap.

XU et al. PHYSICAL REVIEW B 82, 184109 �2010�

184109-6



close to the conduction band and can be excited easily.
There is no Er2+ in the system. Thus, the incident light has

to photoexcite electrons from the valence to the conduction
band. However, the experimental incident light usually has a
wavelength longer than 440 nm,81,84 which is smaller than
the band gap. Thus, the charge transfer level cannot be ob-
served from experiments.

IV. CONCLUSIONS

The incorporation site preference and corresponding
charge compensation mechanisms of several impurities in
LiNbO3 have been predicted based on DFT calculations of
possible defect clusters at both congruent and stoichiometric
growth conditions. In general, it was found that all the im-
purities occupy lithium sites compensated by lithium vacan-
cies for the Nb2O5 reference state. Impurities on both lithium
and niobium sites are predicted to be dominant for the Li2O
reference state. However, due to the effects of intrinsic de-
fects and the method of incorporation impurities, the concen-
tration of impurities on niobium site was predicted to be
negligible for stoichiometric sample.

Interestingly, Mg was found to have a strong tendency to
occupy both lithium and niobium sites even under
Nb2O5-rich conditions. Increasing the concentration of Mg
will lead to an increase in the value of its chemical potential,
which should result in a switch of dominant defects from Mg
on a lithium site compensated by intrinsic lithium vacancies,

to Mg on both sites. This analysis is consistent with the
experimental observation that Mg is mainly on lithium site at
low dopant concentration and on both sites at high concen-
trations. It was also found that Fe3+ is more energetically
favorable than Fe2+ under both reference states. Therefore,
without special treatment, Fe3+ is predicted to be the majority
species. Consistent with this, the concentration of Fe2+ is
usually at least one order of magnitude lower than Fe3+ con-
centration.

The thermal ionization energies and charge transfer levels
of impurities were calculated. The charge transfer level of
Fe2+ /Fe3+ was calculated to be 1.34 eV, which is consistent
with the long-standing conjecture that there is charge transfer
in Fe-doped LiNbO3. The relative position of this charge
transfer level with regard to the band structure was illustrated
with consideration of the effects of intrinsic defects
NbLi

4+ /NbLi
5+. The charge transfer level of Mg, Nd, and Er was

also calculated and discussed.
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