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## ABSTRACT

A modification of the classical boundary element method is presented for the numerical solution of the Laplace equation when singularities occur on the boundary. The approach provides a local treatment of boundary singularities by incorporating the analytical nature of the solution near the singularity directly in the numerical algorithm. The modified method is applied to some typical examples and numerical results are given.

## 1. Introduction

Problems involving Laplace or Poisson equations arise in a wide variety of engineering applications, and in recent years the boundary element method has become a popular solution technique. In this method, the governing field equations are recast into a system of coupled integral equations which apply only on the boundary of the solution domain. The method uses the known boundary data to compute the unknown boundary data and then the solution at interior points, if required. This means that the system of algebraic equations generated by the boundary integral equation method is considerably smaller than that generated by an equivalent finite difference method or finite element method. It follows that the boundary integral equation method is an effective tool for the numerical solution of the Laplace equation.

It is also well known that the presence of boundary singularities tends to degrade the accuracy of the numerical solution. Consequently, considerable attention has been given in recent times to seeking modifications of the classical method in which special treatment is afforded to singular points. In particular, Symm (1977) showed how the classical boundary integral equation method could be globally modified to incorporate the analytical nature of a singularity whenever it occured on the boundary of the solution domain. Later on, Xanthis et al. (1980) suggested a method in which the analytical nature of the singularity is incorporated into the boundary integral method by introduction of special functional behavior over those segments of the boundary nearest singular point on the boundary. More recently, Ingham and Kelmanson (1984) developed an alternative method of local treatment of the boundary singularity.

In this thesis, another method of local treatment of boundary singularities is presented. It is illustrated by an application to some typical examples of two dimensional steady state heat transfer. Analytical results for all the integrations associated with the boundary integral method that are generated by incorporating the analytical nature of the singularity have been obtained. Numerical results obtained with the new procedure are found to compare with those obtained from Symm's (1977) method.

The basic ideas behind the boundary integral method are described in Chapter 2. In Chapter 3, the singularities due to a sudden change of boundary condition are discussed and some current methods used to treat the singularities are described. In Chapter 4, the analytic results needed for local treatment of singularities are presented.

In Chapter 5, the method is applied to two relatively difficult problems and the results are shown to compare quite favorably with previous numerical solutions of the problem.

## 2. The-Boundary Integral Method

### 2.1 The Laplace Equation

The Laplace equation is usually the mathematical statement of some conservation principle. For example, in steady state heat conduction problems, the material temperature $T(x, y)$ satisfies:

$$
\begin{equation*}
\frac{\partial^{2} \mathrm{~T}}{\partial \mathrm{x}^{2}}+\frac{\partial^{2} \mathrm{~T}}{\partial \mathrm{y}^{2}}=0 \tag{2.1}
\end{equation*}
$$

which is obtained by applying the principle of conservation of energy to a differential element of the material. A typical application is illustrated in figure 2.1(a) where two sides of a rectangular region are at a given temperature, one side is insulated and the bottom face is exposed to a free convective flow. The objective in this problem is to determine the temperature distribution within the solid by solving the Laplace equation (2.1) subject to the given thermal boundary conditions. Another classical example is to evaluate the deflection of a membrane which is stretched over some region $D$ of the $x-y$ plane bounded by a curve C (figure 2.1(b)). The displacement $\omega(\mathrm{x}, \mathrm{y})$ is governed by

$$
\begin{equation*}
\frac{\partial^{2} \omega}{\partial \mathrm{x}^{2}}+\frac{\partial^{2} \omega}{\partial \mathrm{y}^{2}}=0 \tag{2.2}
\end{equation*}
$$

with given $\omega$ on the boundary curve $C$.
In general, the Laplace equation is

$$
\begin{equation*}
\nabla^{2} \phi=\frac{\partial^{2} \phi}{\partial \mathrm{x}^{2}}+\frac{\partial^{2} \phi}{\partial \mathrm{y}^{2}}=0 \tag{2.3}
\end{equation*}
$$

for two dimensional problems, or

$$
\begin{equation*}
\nabla^{2} \phi=\frac{\partial^{2} \phi}{\partial \mathrm{x}^{2}}+\frac{\partial^{2} \phi}{\partial \mathrm{y}^{2}}+\frac{\partial^{2} \phi}{\partial \mathrm{z}^{2}}=0, \tag{2.4}
\end{equation*}
$$

for three dimensional problems. Boundary conditions for a well-posed problem must be specified on a closed curve in two dimensions and on a closed surface in three dimensions. Generally, such boundary conditions involve either known values of $\phi$ or its normal derivative $\frac{\partial \phi}{\partial \mathrm{n}}$. The first type of problem is known as the "Dirichlet Problem" for a domain D wherein the value of $\phi$ is specified everywhere on the boundary C (figure 2.2). One physical interpretation of the solution $\phi(x, y)$ is that it is the temperature


Figure 2. 1 (a) $\Lambda$ typical thermal problem


Figure 2. 1 (b) Stretched membrane.
distribution in a uniform heat-conducting body occupying the domain D , when the temperature distribution on the boundary $C$ is fixed.

The second type of problem is known as a "Neumann Problem" for the domain $D$ when the value of the normal derivative of $\phi$ is specified at all locations on the boundary C. (figure 2.3). It is common to denote the outward normal derivative of $\phi$ on the boundary as $\phi_{\mathrm{n}}=\partial \phi / \partial \mathrm{n}$ and call it the flux since physically it represents a flow of some quantity across the boundary. In general, it is also necessary to specify the value of $\phi$ for at least one point on the boundary to render the solution unique.

The third type of problem is known as "Robin's problem" when a linear combination of $\phi$ and $\phi_{\mathrm{n}}$ is specified on the boundary. A typical example of this boundary condition occurs in convection heat transfer where a surface is cooled or heated by a moving fluid stream (figure 2.1(a)). Nonlinear boundary conditions are also possible but these are outside of the scope of this thesis.

In engineering practice, it is often necessary to deal with "mixed" boundary conditions where $\phi$ is specified along a portion of the boundary and $\phi_{\mathrm{n}}$ is given along the other parts. In this thesis, such "mixed" boundary conditions are of interest since a singularity often occurs at the location where the boundary condition changes from one form to another.

### 2.2 Green's Indentity and Green's Functions

Consider now any two scalar functions $\phi(x, y, z)$ and $\psi(x, y, z)$ having continuous first derivatives and defined in a domain $D$. For any vector $\vec{Q}$ the Gauss divergence theorem applied for a volume $V$ yields

$$
\begin{equation*}
\int_{V} \nabla \cdot \vec{Q} \mathrm{dV}=\int_{\mathrm{s}} \overrightarrow{\mathbf{n}} \cdot \overrightarrow{\mathrm{Q}} \mathrm{ds} \tag{2.5}
\end{equation*}
$$

where the first integral is carried out over the volume $V$ and the second is over the bounding surface s (c.f. figure 2.4(a)); in addition, $\overrightarrow{\mathrm{n}}$ is the outward normal vector to s . Substituting $\vec{Q}=\phi \nabla \psi$ into equation (2.5) gives

$$
\begin{equation*}
\int_{\mathrm{V}} \nabla \cdot(\phi \nabla \psi) \mathrm{dV}=\int_{\mathbf{s}} \overrightarrow{\mathrm{n}} \cdot(\phi \nabla \psi) \mathrm{ds} \tag{2.6}
\end{equation*}
$$



Figure 2. 2. Dirichlet problem.


Figure 2. 3. Neumann problem.

Since

$$
\begin{equation*}
\nabla \cdot(\phi \nabla \psi)=\nabla \phi \cdot \nabla \psi+\phi \nabla \cdot \psi \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\overrightarrow{\mathrm{n}} \cdot(\phi \nabla \psi)=\phi \overrightarrow{\mathrm{n}} \cdot \nabla \psi=\phi \frac{\partial \psi}{\partial \mathrm{n}}, \tag{2.8}
\end{equation*}
$$

it follows that equation (2.6) can be written as

$$
\begin{equation*}
\int_{\mathrm{V}}\left[\nabla \phi \cdot \nabla \psi+\phi \nabla^{2} \cdot \psi\right] \mathrm{dV}=\int_{\mathrm{s}} \phi \frac{\partial \psi}{\partial \mathrm{n}} \mathrm{ds} . \tag{2.9}
\end{equation*}
$$

This equation is known as "Green's First Identity". But $\phi$ and $\psi$ can be interchanged to give

$$
\begin{equation*}
\int_{\mathrm{V}}\left[\nabla \psi \cdot \nabla \phi+\psi \nabla^{2} \cdot \phi\right] \mathrm{dV}=\int_{\mathrm{s}} \psi \frac{\partial \psi}{\partial \mathrm{n}} \mathrm{ds} . \tag{2.10}
\end{equation*}
$$

Subtracting this equation from (2.9), yields "Green's Second Identity", viz.

$$
\begin{equation*}
\int_{\mathrm{V}}\left[\phi \nabla^{2} \psi-\psi \nabla^{2} \phi\right] \mathrm{dV}=\int_{\mathrm{S}}\left(\phi \frac{\partial \psi}{\partial \mathrm{n}}-\psi \frac{\partial \psi}{\partial \mathrm{n}}\right) \mathrm{ds} . \tag{2.11}
\end{equation*}
$$

For two dimensional problems, the volume integral may be written as an area ( $x-y$ plane) integral and the surface integral may be converted into a contour integral, according to

$$
\begin{equation*}
\int_{\mathrm{A}}\left[\phi \nabla^{2} \psi-\psi \nabla^{2} \phi\right] \mathrm{dA}=\int_{\mathrm{C}}\left(\phi \frac{\partial \psi}{\partial \mathrm{n}}-\psi \frac{\partial \psi}{\partial \mathrm{n}}\right) \mathrm{ds}, \tag{2.12}
\end{equation*}
$$

where the area $A$ is bounded by the closed curve $C$ in the $x-y$ plane (see figure (2.4.b)). The two dimensional Green's function is defined as a solution of the differential equation


Figure 2. 1 (a) Gauss divergence theorem


Figure 2.1 (b) Area enclosed by contour C.

$$
\begin{equation*}
\nabla^{2} \mathrm{G}(\mathrm{x}, \mathrm{y})=\delta\left(\mathrm{x}-\mathrm{x}_{0}, \mathrm{y}-\mathrm{y}_{0}\right), \tag{2.13}
\end{equation*}
$$

where $\delta(\xi, \eta)$ is the two-dimensional delta function defined by

$$
\begin{equation*}
\delta\left(x-x_{0}, y-y_{0}\right)=0, \quad \text { for } \quad(x, y) \neq\left(x_{0}, y_{0}\right) \tag{2.14}
\end{equation*}
$$

and

$$
\iint_{\mathrm{A}} \delta\left(\mathrm{x}-\mathrm{x}_{0}, \mathrm{y}-\mathrm{y}_{0}\right) \mathrm{ds}=\underset{1,}{0,}\left\{\begin{array}{l}
\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right) \text { not in } \mathrm{A}  \tag{2.15}\\
\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right) \in \mathrm{A}
\end{array}\right.
$$

The delta function has the so-called "sifting property",

$$
\begin{equation*}
\iint_{A} \delta\left(x-x_{0}, y-y_{0}\right) f(x, y) d s=f\left(x_{0}, y_{0}\right) \tag{2.16}
\end{equation*}
$$

and may be interpreted as a point source of unit strength. Consider the radially symmetric solution of the differential equation (2.13), which in polar coordinates ( $\mathrm{R}, \theta$ ) is,

$$
\begin{equation*}
\frac{1}{\mathrm{R}} \frac{\partial}{\partial \mathrm{R}}\left(\mathrm{R} \frac{\partial \mathrm{G}}{\partial \mathrm{R}}\right)+\frac{1}{\mathrm{R}^{2}}\left(\frac{\partial^{2} \mathrm{G}}{\partial \theta^{2}}\right)=\delta(\mathrm{R}) \tag{2.17}
\end{equation*}
$$

where $\mathrm{R}=\sqrt{\left(\mathrm{x}-\mathrm{x}_{0}\right)^{2}+\left(\mathrm{y}-\mathrm{y}_{0}\right)^{2}}$ measures radial distance from the point $\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right)$ as indicated in figure 2.5.

For a symmetric solution,

$$
\frac{\partial \mathrm{G}}{\partial \theta}=0
$$

and equation becomes

$$
\begin{equation*}
\frac{1}{\mathrm{R}} \frac{\partial}{\partial \mathrm{R}}\left(\mathrm{R} \frac{\partial \mathrm{G}}{\partial \mathrm{R}}\right)=\delta(\mathrm{R}) \tag{2.18}
\end{equation*}
$$

Unless $R=0$, (i.e. $x=x_{0}, y=y_{0}$ ),

$$
\delta(R)=0 \quad \text { for } \quad R>0
$$



Figure 2. 5. Coordinate system near the sources point.


Figure 2. 6. Gcometry associated with the boundary integral formula.

Thus, the general solution is given by

$$
\begin{equation*}
G(R)=A \log R+B \tag{2.19}
\end{equation*}
$$

where $A$ and $B$ are constants to be determined. To this end, equation (2.18) can be integrated over a circle $C$ centered at ( $\mathrm{x}_{0}, \mathrm{y}_{0}$ ) with arbitrary radius $\mathrm{R}_{0} \neq 0$ to obtain

$$
\begin{equation*}
\iint_{\mathrm{A}} \nabla^{2} \mathrm{Gdx} \mathrm{dy}=\iint_{\mathrm{A}} \delta\left(\mathrm{x}-\mathrm{x}_{0}, \mathrm{y}-\mathrm{y}_{0}\right) \mathrm{dx} \mathrm{dy}=1 . \tag{2.20}
\end{equation*}
$$

The left hand can be simplified by using the two dimensional version of the divergence theorem, viz.

$$
\begin{equation*}
\iint_{\mathrm{A}} \nabla \cdot \nabla \mathrm{G} \mathrm{dx} \mathrm{dy}=\int_{\mathrm{C}} \overrightarrow{\mathrm{n}} \cdot \nabla \mathrm{G} \mathrm{ds}=\int_{\mathrm{C}} \frac{\partial \mathrm{G}}{\partial \mathrm{n}} \mathrm{ds} \tag{2.21}
\end{equation*}
$$

where $\overrightarrow{\mathrm{n}}$ is the unit normal pointing outward from the to curve $\mathrm{C}, \partial \mathrm{G} / \partial \mathrm{n}$ is the normal derivative in the direction $\vec{n}$ and ds is a differential element along $C$. In the present case, we have ds $=R_{0} \mathrm{~d} \theta$ and

$$
\begin{aligned}
& \int_{C} \frac{\partial G}{\partial \mathrm{n}} \mathrm{ds}=\left.\int_{0}^{2 \pi} \frac{\partial \mathrm{G}}{\partial \mathrm{R}}\right|_{\mathrm{R}=\mathrm{R}_{0}} \mathrm{R}_{0} \mathrm{~d} \theta \\
& =\left.\int_{0}^{2 \pi} \frac{\partial}{\partial \mathrm{R}}(\mathrm{~A} \log \mathrm{R}+\mathrm{B})\right|_{\mathrm{R}=\mathrm{R}_{0}} \mathrm{R}_{0} \mathrm{~d} \theta \\
& =\int_{0}^{2 \pi} \frac{\mathrm{~A}}{\mathrm{R}_{0}} \mathrm{R}_{0} \mathrm{~d} \theta=2 \pi \mathrm{~A}
\end{aligned}
$$

Thus

$$
\begin{equation*}
\mathrm{A}=\frac{1}{2 \pi} \tag{2.22}
\end{equation*}
$$

On the other hand, B remains arbitrary. Since we are mainly interested in the singular part of Green's function $G$, it is natural to choose $B=0$. Therefore,

$$
\begin{equation*}
\mathrm{G}(\mathrm{R})=\frac{1}{2 \pi} \log \mathrm{R} \tag{2.23}
\end{equation*}
$$

which is called the principal Green's function or the fundamental solution. Very often,

Green's functions are constructed to satisfy specific boundary conditions for certain geometric situations. However, all Green's functions in two-dimensions contain a singular part and a regular part. The singular part is the fundamental solution while the regular part is constructed to satisfy certain boundary conditions for specific geometrical situations. In most applications of the boundary integral method, however, only the principal Green's function is needed.

### 2.3 The Boundary Integral Formulation in Two Dimensions

At this stage, Green's identities and the principal Green's function can be employed to obtain the boundary integral formulation in two dimensions. In equation(2.13), we take $\psi(\mathrm{x}, \mathrm{y})$ to be the principal Green's function G such that

$$
\nabla^{2} G=\frac{\partial^{2} G}{\partial x^{2}}+\frac{\partial^{2} G}{\partial y^{2}}=\delta\left(x-x_{0}, y-y_{0}\right)
$$

and

$$
\nabla^{2} \phi=\frac{\partial^{2} \phi}{\partial \mathrm{x}^{2}}+\frac{\partial^{2} \phi}{\partial \mathrm{y}^{2}}=0 .
$$

Then it follows that

$$
\begin{equation*}
\int_{A}\left[\phi \nabla^{2} \mathrm{G}-\mathrm{G} \nabla^{2} \phi\right] \mathrm{dA}=\int_{\mathrm{C}}\left(\phi \frac{\partial \mathrm{G}}{\partial \mathrm{n}}-\mathrm{G} \frac{\partial \phi}{\partial \mathrm{n}}\right) \mathrm{d} s . \tag{2.24}
\end{equation*}
$$

However, the left side of equation (2.24) becomes

$$
\int_{A} \phi \delta\left(x-x_{0}, y-y_{0}\right) d A=\phi\left(x_{0}, y_{0}\right),
$$

and consequently

$$
\begin{equation*}
\phi\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right)=\int_{\mathrm{C}}\left[\phi \frac{\partial \mathrm{G}}{\partial \mathrm{n}}-\mathrm{G} \frac{\partial \phi}{\partial \mathrm{n}}\right] \mathrm{ds}, \tag{2.25}
\end{equation*}
$$

where ( $\mathrm{x}_{0}, \mathrm{y}_{0}$ ) is an arbitrary point within the area A . $C$ is the boundary curve of A and $\frac{\partial}{\partial \mathrm{n}}$ denotes the derivative in the outward normal direction to curve C (see figure 2.6).

Equation (2.25) yields a formula to compute $\phi$ at any point ( $\mathrm{x}_{0}, \mathrm{y}_{0}$ ) in area A in terms of a line integral around the boundary curve C, provided that both $\phi$ or $\phi_{n}=\frac{\partial \phi}{\partial n}$ are known on C. In general, however, either $\phi$ or $\phi_{n}$ is given on each segment of the
boundary curve $C$, but not both. An algorithm must be found to determine the unknown boundary data from the given boundary data. To this end, the principal Green's function in equation (2.23) is substituted into equation (2.25) which becomes

$$
\begin{equation*}
\phi\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right)=\frac{1}{2 \pi} \int_{\mathrm{C}}\left[\phi \frac{\partial}{\partial \mathrm{n}} \log \mathrm{R}-\log \mathrm{R} \frac{\partial \phi}{\partial \mathrm{n}}\right] \mathrm{ds} \tag{2.26}
\end{equation*}
$$

for ( $\mathrm{x}_{0}, \mathrm{y}_{0}$ ) within A. Now, let the point ( $\mathrm{x}_{0}, \mathrm{y}_{0}$ ) approach the contour C from the interior and suppose for the moment that the limiting location of ( $\mathrm{x}_{0}, \mathrm{y}_{0}$ ) is at a "corner" on C , with $\theta_{c}$ measuring the interior angle of the contour as indicated in figure 2.7. For a smooth contour, it is easy to see that $\theta_{c}=\pi$. Then let $C_{\epsilon}$ be the arc of the small circle with radius $\epsilon$ and $C^{\prime}$ be the remaining portion of $C$. The integration along $C$ can be divided into two parts, viz.

$$
\begin{equation*}
\int_{\mathrm{C}}=\operatorname{Lim}_{\epsilon \rightarrow 0}\left[\int_{\mathrm{C}^{\prime}}+\int_{\mathrm{C}_{\epsilon}}\right] \tag{2.27}
\end{equation*}
$$

First, along $\mathrm{C}_{\epsilon}$, we have

$$
\begin{equation*}
\left.\frac{\partial}{\partial \mathrm{n}} \log \mathrm{R}\right|_{\mathrm{R}=\epsilon}=\left.\frac{\partial}{\partial \mathrm{R}} \log \mathrm{R}\right|_{\mathrm{R}=\epsilon}=\frac{1}{\epsilon} \tag{2.28}
\end{equation*}
$$

and $\mathrm{ds}=\epsilon \mathrm{d} \theta^{\prime}$, where $\theta^{\prime}$ is the polar angle ranging from 0 to $2 \pi-\theta_{c}$. Thus,

$$
\begin{align*}
& \operatorname{Lim}_{\epsilon \rightarrow 0} \frac{1}{2 \pi} \int_{\mathrm{C}_{\epsilon}}\left[\phi \frac{\partial}{\partial \mathrm{n}} \log \mathrm{R}-\log \mathrm{R} \frac{\partial \phi}{\partial \mathrm{R}}\right] \mathrm{ds} \\
& =\operatorname{Lim}_{\epsilon \rightarrow 0} \frac{1}{2 \pi} \int_{0}^{2 \pi-\theta_{c}}\left[\frac{\phi}{\epsilon}-\log \epsilon \frac{\partial \phi}{\partial \mathrm{n}}\right] \epsilon \mathrm{d} \theta^{\prime} \\
& =\operatorname{Lim}_{\epsilon \rightarrow 0} \frac{1}{2 \pi} \int_{0}^{2 \pi-\theta_{c}} \phi\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right) \mathrm{d} \theta^{\prime} \\
& =\frac{2 \pi-\theta_{c}}{2 \pi} \phi\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right) . \tag{2.29}
\end{align*}
$$

Substituting in equation(2.26) and letting $\epsilon \rightarrow 0$ to yields

$$
\begin{equation*}
\theta_{c} \phi\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right)=\int_{\mathrm{C}}\left[\phi \frac{\partial}{\partial \mathrm{n}} \log \mathrm{R}-\log \mathrm{R} \frac{\partial \phi}{\partial \mathrm{R}}\right] \mathrm{ds} \tag{2.30}
\end{equation*}
$$



Figure 2. 7. Indenting the contour near the field point when ( $x_{0}, y_{0}$ ) is at a corner of the contour.


Figure 2. 8. Nodal points and interval points associated with CBEM.
for $\left(x_{0}, y_{0}\right)$ on $C$ at a corner. In the case of smooth contour $C$ at $\left(x_{0}, y_{0}\right)$, we have

$$
\begin{equation*}
\pi \phi\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right)=\int_{\mathrm{C}}\left[\phi \frac{\partial}{\partial \mathrm{n}} \log \mathrm{R}-\log \mathrm{R} \frac{\partial \phi}{\partial \mathrm{R}}\right] \mathrm{ds} \tag{2.31}
\end{equation*}
$$

for ( $\mathrm{x}_{0}, \mathrm{y}_{0}$ ) on C only. It is worthwhile to note that in equation (2.30) and (2.31), C is actually the contour $C^{\prime}$ in the limit $\epsilon \rightarrow 0$ and, consequently, the integrals must be interpreted as Cauchy principal value integrals.

The main task of the boundary integral method is then to discretize the integral equation (2.30) to determine the unknown boundary data. Once the boundary data are fully determined (ie, all values of $\phi(\mathrm{x}, \mathrm{y})$ and $\phi_{\mathrm{n}}$ are known along C ), the values of $\phi(\mathrm{x}, \mathrm{y})$ in the interior may be evaluated by equation(2.26), viz.

$$
\begin{equation*}
\phi\left(\mathrm{x}_{0}, \mathrm{y}_{0}\right)=\frac{1}{2 \pi} \int_{\mathrm{C}}\left[\phi \frac{\partial}{\partial \mathrm{n}} \log \mathrm{R}-\log \mathrm{R} \frac{\partial \phi}{\partial \mathrm{R}}\right] \mathrm{ds} \tag{2.32}
\end{equation*}
$$

for ( $\mathrm{x}_{0}, \mathrm{y}_{0}$ ) within A.

### 2.4 The Classical Boundary Element Method

There is a variety of ways to discretize the boundary contour C. In the classical boundary element method (CBEM), the contour $C$ is split into a number of equal segments, the ends of which will be referred as interval points as indicated in figure 2.8; all corners or ends of a segment of a specific boundary condition are taken at interval points. In this study, the geometries of main interest are such that $C$ consists of straight lines which meet at right angled corners. Then, all the corner points coincide with interval points. On the other hand, the nodal points are defined as the midpoints of each interval as indicated schematically in figure 2.8.

On each segment of the contour $C$, it is assumed that either $\phi$ or $\phi_{n}$ is known. Let $s_{j}$ denote the $j$ th interval point with coordinates ( $\mathrm{x}_{j}, \mathrm{y}_{j}$ ); the next interval point is $\mathrm{s}_{j+1}$, with coordinate $\left(\mathrm{x}_{j+1}, \mathrm{y}_{j+1}\right)$. The values of $\phi$ and $\phi_{\mathrm{n}}$ at the nodal point of this segment are denoted by $\phi_{j}$ and $\phi_{j}{ }^{\prime}$ as shown in figure 2.9. The main idea in the CBEM is to assume $\phi$ and $\phi^{\prime}$ are approximately constant over each interval and equal to their values at nodal point. Thus the values of $\phi_{j}$ and $\phi_{j}^{\prime}$ may be removed from the integral over each piece of the boundary, viz.

$$
\begin{equation*}
\int_{\mathbf{s}_{j}}^{\mathrm{s}_{j+1}} \phi \frac{\partial}{\partial \mathrm{n}}(\log \mathrm{R}) \mathrm{ds} \simeq \phi_{j} \int_{\mathbf{s}_{j}}^{\mathrm{s}_{j+1}} \frac{\partial \phi}{\partial \mathrm{R}} \log \mathrm{R} \mathrm{ds} \tag{2.33}
\end{equation*}
$$



Figure 2.9. The $\mathrm{j}^{\text {th }}$ segment on the boundary.

$i$ th nodal point

Figure 2. 10. Geometry and notation for analytical evaluation of coefficients in CBBM.

$$
\begin{equation*}
\int_{s_{j}}^{s_{j+1}}(\log R) \frac{\partial \phi}{\partial \mathrm{n}} \mathrm{ds} \simeq \phi_{j}{ }^{\prime} \int_{\mathrm{s}_{j}}^{\mathbf{s}_{j+1}}(\log R) \mathrm{ds} \tag{2.34}
\end{equation*}
$$

It is worthwhile to recall that $\phi_{j}{ }^{\prime}$ is just a shorthand notation to denote the outward normal gradient of $\phi$ at nodal point of the jth segment; $R$ is the radial distance from some other boundary point to the jth segment on the boundary.

Recall that equation (2.30) is valid for any boundary point ( $\mathrm{x}_{0}, \mathrm{y}_{0}$ ) and, in the classical boundary element method, it is chosen to be the ith nodal point. The discretized form of the equation (2.30) is

$$
\begin{gathered}
\pi \phi_{i}=\sum_{j=1}^{n}\left(\phi_{j} \int_{\mathrm{s}_{j}}^{\mathrm{s}_{j+1}} \frac{\partial}{\partial \mathrm{n}}\left(\log \mathrm{R}_{i}\right) \mathrm{ds}-\phi_{j} \int_{\mathbf{s}_{j}}^{\mathrm{s}_{j+1}}\left(\log \mathrm{R}_{i}\right) \mathrm{ds}\right) \\
(\mathrm{i}=1,2, \ldots, \mathrm{n})
\end{gathered}
$$

Now define constants $\alpha_{i j}$ and $\beta_{i j}$ by

$$
\begin{align*}
& \beta_{i j}=\int_{\mathrm{s}_{j}}^{\mathrm{s}_{j+1}} \frac{\partial}{\partial \mathrm{n}}\left(\log \mathrm{R}_{i}\right) \mathrm{ds}  \tag{2.36}\\
& \alpha_{i j}=\int_{\mathrm{s}_{j}}^{\mathrm{s}_{j+1}}\left(\log \mathrm{R}_{i}\right) \mathrm{ds} \tag{2.37}
\end{align*}
$$

Then, equation (2.35) becomes

$$
\begin{align*}
\pi \phi_{i}= & \sum_{j=1}^{n} \beta_{i j} \phi_{j}-\sum_{j=1}^{n} \alpha_{i j} \phi_{j}^{\prime} .  \tag{2.38}\\
& (\mathrm{i}=1,2, \ldots \mathbf{n})
\end{align*}
$$

The coefficients $\alpha_{i j}$ and $\beta_{i j}$ may be obtained analytically for the contours which are composed of straight lines and, in this case, it can be shown that (Jaswon and Symm, 1977)

$$
\begin{equation*}
\alpha_{i j}=\mathrm{a}_{i} \cos \beta_{j} \log \left(\frac{\mathrm{a}_{i}}{\mathrm{~b}_{i}}\right)+\mathrm{h}_{j}\left(\log b_{i}-1\right)+\mathrm{a}_{i} \psi_{i} \sin \left(\dot{\beta}_{j}\right), \tag{2.39}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{i j}=\psi, \tag{2.40}
\end{equation*}
$$

where a and b are distances from the ith nodal point to the ends of the the interval as indicated in Figure 2.10; $\psi$ and $\beta$ are respectively interval angles at nodal point $\mathrm{P}_{\boldsymbol{i}}$ and interval point $s_{j} ; h_{j}$ is the mesh length of the jth interval.

For a more concise form of equation (2.38), we set

$$
\mathrm{B}_{i j}=\beta_{i j}-\pi \delta_{i j}
$$

and

$$
\begin{equation*}
\mathrm{A}_{i j}=\alpha_{i j} \tag{2.42}
\end{equation*}
$$

where $\delta_{i j}$ is Kronecker delta. Then,

$$
\begin{gather*}
\sum_{j=1}^{\mathrm{N}} \mathrm{~B}_{i j} \phi_{j}-\sum_{j=1}^{\mathrm{N}} \mathrm{~A}_{i j} \phi_{j}{ }^{\prime}=0  \tag{2.43}\\
(\mathrm{i}=1,2, \ldots \mathrm{~N})
\end{gather*}
$$

or in matrix form

$$
\begin{equation*}
[\mathrm{B}] \vec{\phi}=[\mathrm{A}] \vec{\phi}^{\prime} \tag{2.44}
\end{equation*}
$$

When the element coefficients $\mathrm{A}_{i j}$ and $\mathrm{B}_{i j}$ have been evaluated, a rearrangement of equation (2.44) can be made in such a way so that all of the unknowns (either the $\phi_{i}$ or the $\phi_{i}^{\prime}$ ) are put on the left side and with the known boundary data on the righthand side. The resulting form is

$$
\begin{equation*}
\mathrm{C} \overrightarrow{\mathrm{X}}=\overrightarrow{\mathrm{d}} \tag{2.45}
\end{equation*}
$$

which represents $N$ linear equations with $N$ unknowns. The solution of the equation (2.45) is easily obtained using standard methods.

Note that as the mesh is decreased by a factor of 2 , on each successive mesh the nodal points in the previous mesh become the interval points in the following mesh. To compare the accuracy of each calculation, we can compute values of $\phi$ and $\phi^{\prime}$ on the
contour at specific locations via the formula.

$$
\begin{equation*}
\pi \phi(\mathrm{s})=\sum_{j=1}^{n} \beta_{i j} \phi_{j}-\sum_{j=1}^{n} \alpha_{i j} \phi_{j}{ }^{\prime}, \tag{2.46}
\end{equation*}
$$

where $s$ is any point on the boundary except for a corner point; $\phi$ and $\phi^{\prime}$ are assumed to have been obtained from a solution of equation (2.45). The coefficients $\alpha_{s j}$ and $\beta_{s j}$ can be evaluated for each point $s$ on the boundary from equations(2.39) and (2.40). In a similar manner, we can compute the $\phi$ values in the interior points in terms of boundary values of $\phi$ and $\phi^{\prime}$, according to

$$
\begin{equation*}
2 \pi \phi(\mathrm{p})=\sum_{j=1}^{n} \beta_{p j} \phi_{j}-\sum_{j=1}^{n} \alpha_{p j} \phi_{j}{ }^{\prime} \tag{2.47}
\end{equation*}
$$

where P is any interior point.

## 3. Singularities

### 3.1 Basic problems and mathematical model

In the solution of the Laplace equation, the occurence of singular fluxes or irregular behavior in $\phi$ near the boundary is quite common. In such regions, the variation in $\phi$ may be quite intense and the fluxes may be quite large and vary sharply. The term irregularity is used to imply that there is a neighborhood near a particular point where the solution is varying very rapidly. As a consequence, gradients of the solution will be large near this point and the normal derivative may be very large or even undefined. Generally speaking, singularities are expected at any point where there is a corner in the boundary contour or at any point where there is an abrupt change in boundary conditions as shown in figure 3.1.

Since most numerical methods are based on the assumption that the solution may be represented locally by a Taylor series expansion, relatively large numerical errors may be incurred in the vicinity of singularities. In problems with corners, the boundary condition is also often different on each side of the corner. In addition, even in cases where the boundary conditions are continuous at the corner from one side to another, the geometry itself can cause trouble in the numerical scheme.

There is a wide variety of possible types of changes in boundary conditions along the boundary that may be encountered when solving Laplace equations. In this paper, however, our attention will be focussed on the situation where the boundary conditions at $\mathrm{x}=\mathrm{x}_{0}$ change from a given value $\phi=\phi_{0}$ for $\mathrm{x}<\mathrm{x}_{0}$ to an insulated condition for $\mathrm{x}>\mathrm{x}_{0}$ on a straight line as indicated in figure 3.2. It is expected that there must be a region near $\mathrm{x}_{0}$ with intense variation in the solution for $\phi$. To determine the nature of this variation, a polar coordinate system is chosen such that $\mathrm{x}_{0}$ is the center of the coordinate system as indicated in figure 3.2. Then, the Laplace equation in polar form is

$$
\begin{equation*}
\nabla^{2} \phi=\frac{\partial^{2} \phi}{\partial \mathbf{r}^{2}}+\frac{1}{\bar{r}} \frac{\partial \phi}{\partial \mathbf{r}}+\frac{1}{\mathbf{r}^{2}} \frac{\partial^{2} \phi}{\partial \theta^{2}}=0 . \tag{3.1}
\end{equation*}
$$

Applying the method of separation of variables, viz.

$$
\begin{equation*}
\phi(\mathrm{r}, \theta)=\mathrm{P}(\theta) \mathrm{R}(\mathrm{r}), \tag{3.2}
\end{equation*}
$$

and substituting into equation (3.1) yields

(a) Corner singularity
(b) Nbrupt change in boundary conditions.

Figuure 3. 1. Expected singular points


Figure 3. 2. Local coordinate system near a point where the boundary conditions change abruptly on a straight line.

$$
\begin{equation*}
P(\theta) R^{\prime \prime}(r)+\frac{P(\theta)}{r} R^{\prime}(r)+\frac{1}{r^{2}} R P^{\prime \prime}(\theta)=0, \tag{3.3}
\end{equation*}
$$

and accordingly

$$
\begin{equation*}
r^{2} \frac{\mathrm{R}^{\prime \prime}}{\mathrm{R}}+\mathrm{r} \frac{\mathrm{R}^{\prime}}{\mathrm{R}}=-\frac{\mathrm{P}^{\prime \prime}}{\mathrm{P}}=\lambda^{2} \tag{3.4}
\end{equation*}
$$

where $\lambda$ is the real separation constant. The solutions for $R(r)$ equation are of the form,

$$
\begin{equation*}
\mathrm{R}(\mathrm{r})=\mathrm{Cr} \mathrm{r}^{\lambda}+\mathrm{Dr} \mathrm{r}^{-\lambda} \tag{3.5}
\end{equation*}
$$

and it is necessary to take $D=0$ to get bounded solution as $r \rightarrow 0$. Thus,

$$
\begin{equation*}
\mathrm{R}(\mathrm{r})=\mathrm{Cr} \mathrm{r}^{\lambda} \tag{3.6}
\end{equation*}
$$

The solutions for the $\theta$ equation are of the form,

$$
\begin{equation*}
\mathrm{P}(\theta)=\mathrm{A} \cos \lambda \theta+\mathrm{B} \sin \lambda \theta \tag{3.7}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants. The objective is now to find out a functional form near the singularity ( $r=0$ ) which satisfies not only the Laplace equation, but also the boundary conditions. For simplicity, make the transformation

$$
\begin{equation*}
\hat{\phi}=\phi-\phi_{0} \tag{3.8}
\end{equation*}
$$

Then, $\hat{\phi}$ satisfies the Laplace equation and has boundary conditions

$$
\begin{array}{ll}
\hat{\phi}=0 & \text { for } \theta=\pi, r>0 \\
\frac{\partial \hat{\phi}}{\partial \theta}=0 & \text { for } \theta=0, r>0 \tag{3.10}
\end{array}
$$

equation (3.9) is obvious from the condition $\phi=\phi_{0}$ at $\theta=\pi$ while equation (3.10) follows from the fact $\frac{\partial \phi}{\partial y}=0$ at $\theta=0$. Since

$$
\begin{equation*}
\frac{\partial \phi}{\partial \mathrm{x}}=\cos \theta \frac{\partial \phi}{\partial \mathrm{r}}-\frac{\sin \theta}{\mathrm{r}} \frac{\partial \phi}{\partial \theta}, \tag{3.11}
\end{equation*}
$$

$$
\begin{equation*}
P(\theta) R^{\prime \prime}(r)+\frac{P(\theta)}{r} R^{\prime}(r)+\frac{1}{r^{2}} R P^{\prime \prime}(\theta)=0 \tag{3.3}
\end{equation*}
$$

and accordingly

$$
\begin{equation*}
r^{2} \frac{\mathrm{R}^{\prime \prime}}{\mathrm{R}}+\mathrm{r} \frac{\mathrm{R}^{\prime}}{\mathrm{R}}=-\frac{\mathrm{P}^{\prime \prime}}{\mathrm{P}}=\lambda^{2} \tag{3.4}
\end{equation*}
$$

where $\lambda$ is the real separation constant. The solutions for $R(r)$ equation are of the form,

$$
\begin{equation*}
\mathrm{R}(\mathrm{r})=\mathrm{Cr}^{\lambda}+\mathrm{D} \mathrm{r}^{-\lambda} \tag{3.5}
\end{equation*}
$$

and it is necessary to take $\mathrm{D}=0$ to get bounded solution as $\mathrm{r} \rightarrow 0$. Thus,

$$
\begin{equation*}
\mathrm{R}(\mathrm{r})=\mathrm{Cr} \mathrm{r}^{\lambda} . \tag{3.6}
\end{equation*}
$$

The solutions for the $\theta$ equation are of the form,

$$
\begin{equation*}
P(\theta)=A \cos \lambda \theta+B \sin \lambda \theta, \tag{3.7}
\end{equation*}
$$

where A and B are arbitrary constants. The objective is now to find out a functional form near the singularity ( $\mathrm{r}=0$ ) which satisfies not only the Laplace equation, but also the boundary conditions. For simplicity, make the transformation

$$
\begin{equation*}
\hat{\phi}=\phi-\phi_{0} \tag{3.8}
\end{equation*}
$$

Then, $\hat{\phi}$ satisfies the Laplace equation and has boundary conditions

$$
\begin{array}{ll}
\hat{\phi}=0 & \text { for } \theta=\pi, r>0 \\
\frac{\partial \hat{\phi}}{\partial \theta}=0 & \text { for } \theta=0, r>0 \tag{3.10}
\end{array}
$$

equation (3.9) is obvious from the condition $\phi=\phi_{0}$ at $\theta=\pi$ while equation (3.10) follows from the fact $\frac{\partial \phi}{\partial y}=0$ at $\theta=0$. Since

$$
\begin{equation*}
\frac{\partial \phi}{\partial \mathrm{x}}=\cos \theta \frac{\partial \phi}{\partial \mathrm{r}}-\frac{\sin \theta}{\mathrm{r}} \frac{\partial \phi}{\partial \theta}, \tag{3.11}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial \phi}{\partial y}=\sin \theta \frac{\partial \phi}{\partial r}+\frac{\cos \theta}{r} \frac{\partial \phi}{\partial \theta} \tag{3.12}
\end{equation*}
$$

on $\theta=0$ and $\mathrm{r}>0$, it follows that

$$
\frac{\partial \phi}{\partial \mathrm{y}}=\frac{1}{\mathrm{I}} \frac{\partial \phi}{\partial \theta}=0 .
$$

Thus,

$$
\begin{equation*}
\frac{\partial \phi}{\partial \theta}=0 \text { for } \theta=0, r>0 \tag{3.13}
\end{equation*}
$$

and therefore

$$
\frac{\partial \hat{\phi}}{\partial \theta}=0
$$

Now from equation (3.7), we have

$$
\begin{equation*}
\frac{\partial \mathrm{P}}{\partial \theta}=-\lambda \mathrm{A} \sin \theta+\lambda \mathrm{B} \cos \lambda \theta, \tag{3.14}
\end{equation*}
$$

and to satisfy (3.10), $\mathrm{B}=0$. Therefore

$$
\begin{equation*}
\mathrm{P}(\theta)=\mathrm{A} \cos \lambda \theta \tag{3.15}
\end{equation*}
$$

and to satisfy equation (3.9), $\mathrm{P}(\pi)=0$ which results in

$$
\begin{equation*}
\mathrm{A} \cos \lambda \pi=0 \tag{3.16}
\end{equation*}
$$

It follows that in order to have nontrival solution, we must have

$$
\begin{equation*}
\lambda \pi=\left(\mathrm{n}+\frac{1}{2}\right) \pi, \quad \mathrm{n}=0,1,2, \ldots \tag{3.17}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\hat{\phi}(\mathrm{r}, \theta)=\sum_{n=0}^{\infty} \mathrm{C}_{n} \mathrm{r}^{\left(n+\frac{1}{2}\right)} \cdot \cos \left(\mathrm{n}+\frac{1}{2}\right) \theta, \tag{3.18}
\end{equation*}
$$

or, in terms of $\phi$

$$
\begin{equation*}
\phi(r, \theta)=\phi_{o}+\sum_{n=0}^{\infty} C_{n} r^{\left(n+\frac{1}{2}\right)} \cdot \cos \left(n+\frac{1}{2}\right) \theta \tag{3.19}
\end{equation*}
$$

The gradient is given by

$$
\begin{equation*}
\frac{\partial \phi}{\partial \theta}=-\sum_{n=0}^{\infty} \mathrm{C}_{n \mathrm{r}}{ }^{\left(n+\frac{1}{2}\right)} \cdot\left(\mathrm{n}+\frac{1}{2}\right) \sin \left(\mathrm{n}+\frac{1}{2}\right) \theta, \tag{3.20}
\end{equation*}
$$

and this (along with equation (3.19)) gives a local solution in the vicinity of the singular point $\mathrm{x}_{0}$.

Since our particular interest is in how $\phi$ and $\phi^{\prime}$ behave along the boundary, it is of interest to examine the local solution on each side of $x=x_{0}$. On the right side of $x_{0}$, ( $\theta=0$ ), we have from (3.19) and (3.20):

$$
\begin{align*}
& \phi(\mathrm{r}, 0)=\phi_{0}+\mathrm{C}_{0} \mathrm{r}^{\frac{1}{2}}+\mathrm{C}_{1} \mathrm{r}^{\frac{3}{2}}+\cdots,  \tag{3.21}\\
& \phi_{\theta} \equiv 0 \tag{3.22}
\end{align*}
$$

where $r=x-x_{0} ;\left(x>x_{0}\right)$. On the left side of $x_{0},(\theta=\pi)$, we have

$$
\begin{align*}
& \phi=\phi_{0},  \tag{3.23}\\
& \phi_{\theta}=-\frac{1}{2} \text { Co } \frac{1}{\mathrm{r}^{1 / 2}}+\frac{3}{2} \mathrm{C}_{1} \mathrm{r}^{1 / 2}-\frac{5}{2} \mathrm{C}_{2} \mathrm{r}^{3 / 2}+\cdots, \tag{3.24}
\end{align*}
$$

where

$$
r=\left(x_{0}-x\right) ; \quad\left(x_{0}>x\right)
$$

It is worthwhile to note that equations (3.21) and (3.24) show the functional form of the solution near the singularity. However, the coefficients $C_{n}$ are unknown constants which are not easily evaluated and depend on the rest of the boundary conditions in the problem. To develop an accurate numerical algorithm, it is necessary to find a way to calculate these constants in the course of the solution of the boundary integral equations.

### 3.2 Previous Studies

Many efforts have been made to deal with singularities on the boundary. One of the first and most effective methods is due to Symm (1973). The basis of Symm's method is to deal with a global pertubation function consisting of the actual function minus the singular parts. This global transformation will produce a function which is "almost" regular near the singularity. In this manner, good accuracy can be achieved near the irregularity.

To illustrate Symm's method, consider the model problem example shown in figure 3.3. We wish to solve the Laplace equation with given boundary conditions. It is obvious that there is an abrupt change in boundary conditions at point 0 , and a singularity is anticipated there. We first examine the numerical results of the boundary integral method obtained by ignoring the presence of the singularity. Applying the classical boundary integral method, we start with the very coarse mesh consisting of $\mathrm{n}=6$ intervals and all the corners being interval points as shown in figure 3.4. We may then successively refine the mesh with $\mathrm{n}=12,24,48$ and 96 . Some results obtained by Symm (1973) are shown in figure 3.5. Note that there is a very slow convergence on successive meshes, particularly near the singularity at point 0 . The values near 0 have changed almost $3 \%$ from $n=48$ to $n=96$.

Symm's treatment of the singularity will now be considered. Beginning with isolating the algebraic form of the singularity given in equations (3.19), we have the following expansions near O :

$$
\begin{align*}
& \phi(\mathrm{r}, \theta)=\phi_{0}+\sum_{n=0}^{\infty} \mathrm{C}_{n} \mathrm{r}^{\left(n+\frac{1}{2}\right)} \cdot \cos \left(\mathrm{n}+\frac{1}{2}\right) \theta \\
& \simeq 500+\mathrm{C}_{0} \mathrm{r}^{1 / 2} \cos \left(\frac{\dot{\theta}}{2}\right)+\mathrm{C}_{1} \mathrm{r}^{3 / 2} \cos \frac{3 \theta}{2}+\ldots \tag{3.27}
\end{align*}
$$

where the constants $\mathrm{C}_{0}, \mathrm{C}_{1}, \ldots$ are unknowns. Next, introduce a global perturbation function which is the actual function $\phi$ minus first terms of the local irregularity, according to,

$$
\begin{equation*}
\Phi \simeq \phi-\mathrm{C}_{0} \mathrm{r}^{1 / 2} \cos \left(\frac{\theta}{2}\right)-\mathrm{C}_{1} \mathrm{r}^{3 / 2} \sin \left(\frac{\theta}{2}\right) \tag{3.28}
\end{equation*}
$$

It is worthwhile to note that the dominant irregularities in the solution near $O$ have subtracted out while the other high order terms have been omitted. Thus, $\Phi$ is actually


Figure 3. 3. Model problem to illustrate Symm's method.


Figure 3. 1. Coarse mesh for the model problem ( $n=6$ ).
 for the modei problem of figure 3.3.
"almost" regular near O.
The next aspect of Symm's method is that it is necessary to construct the boundary conditions for $\Phi$ around the entire contour; while this task is easily accomplished for one singularity, it can be very tedious for two or more singularities. In the present problem, we have
(1) on OA: $\Phi^{\prime}=0$,
(2) on AB: $\Phi=1000-\mathrm{C}_{0} \mathrm{r}^{1 / 2} \cos \left(\frac{\theta}{2}\right)-\mathrm{C}_{1} \mathrm{r}^{3 / 2} \cos \frac{3 \theta}{2}$,
(3) on $\mathrm{BC}: \Phi^{\prime}=-\frac{1}{2} \mathrm{C}_{0} \mathrm{r}^{-1 / 2} \sin \left(\frac{\theta}{2}\right)+\frac{3}{2} \mathrm{C}_{1} \mathrm{r}^{1 / 2} \sin \left(\frac{\theta}{2}\right)$,
(4) on $\mathrm{CD}: \Phi=\frac{1}{2} \mathrm{C}_{0} \mathrm{r}^{-1 / 2} \cos \left(\frac{\theta}{2}\right)-\frac{3}{2} \mathrm{C}_{1} \mathrm{r}^{1 / 2} \cos \left(\frac{\theta}{2}\right)$,
(5) on DO: $\Phi=500$.

Since $\Phi$ satisfies the Laplace equation, it also satisfies the discretized boundary integral formula (2.38). By substituting the known boundary conditions for $\Phi$, we readily obtain (c.f. figure 3.4)

$$
\begin{align*}
\pi \Phi_{i}= & \sum_{\mathrm{OA}, \mathrm{BC}, \mathrm{CD}} \beta_{i j} \Phi_{j}+500 \sum_{\mathrm{DO}} \beta_{i j} \\
& +1000 \sum_{\mathrm{AB}} \beta_{i j}-\sum_{\mathrm{AB}, \mathrm{DO}} \alpha_{i j} \Phi_{j}^{\prime} \\
& +\mathrm{C}_{0} \mathrm{E}_{o i}+\mathrm{C}_{1} \mathrm{E}_{o i} \tag{3.34}
\end{align*}
$$

where

$$
\begin{align*}
E_{1 i}= & -\sum_{\mathrm{AB}} \beta_{i j} \mathrm{r}^{1 / 2} \cos \left(\frac{\theta}{2}\right) \\
& +\frac{1}{2} \sum_{\mathrm{BC}} \alpha_{i j} \mathrm{r}^{-1 / 2} \sin \left(\frac{\theta}{2}\right) \\
& -\frac{1}{2} \sum_{\mathrm{CD}} \alpha_{i j} \mathrm{r}^{-1 / 2} \cos \left(\frac{\theta}{2}\right), \tag{3.35}
\end{align*}
$$



Figure 3. 6. Numbering scheme near singularity.

$$
\begin{align*}
\mathrm{E}_{o i}= & -\sum_{\mathrm{AB}} \beta_{i j} \mathrm{r}^{3 / 2} \cos \left(\frac{3 \theta}{2}\right) \\
& -\frac{3}{2} \sum_{\mathrm{BC}} \alpha_{i j} \mathrm{r}^{1 / 2} \sin \left(\frac{\theta}{2}\right) \\
- & \frac{3}{2} \sum_{\mathrm{CD}} \alpha_{i j} \mathrm{r}^{1 / 2} \cos \left(\frac{\theta}{2}\right), \tag{3.36}
\end{align*}
$$

for $\mathrm{i}=1,2, \ldots, \mathrm{n}$. Since $\mathrm{C}_{0}$ and $\mathrm{C}_{1}$ are also unknowns, equation (3.34) now consists of N equations for $n+2$ unknowns. Two additional equations are necessary to solve the system. In Symm's method, those two additional equations are given by:

$$
\begin{align*}
& \Phi_{1}=500  \tag{3.37}\\
& \Phi_{n}^{\prime}=0 \tag{3.38}
\end{align*}
$$

where the subscripts are numbered in a counter-clock wise direction as shown in figure 3.6.

At this stage it is possible to carry out the numerical calculation to solve for the global perturbation function $\Phi$, and then the actual function $\phi$. Some results obtained by Symm (1973) are shown in figure 3.7, which are believed to be accurate to at least five significant figures. The results are compared in figure 3.7 with an independent and highly accurate computation based on a conformal mapping method due to Whiteman and Papamichael (1971). It is worthwhile to note that now there is a dramatic increase of accuracy near the singularity. Also, the constants $C_{o}$ and $C_{i}$ are given in figure 3.8 where it may be noted that rapid converge takes place with increasing $n$.

Symm (1973) also solved another example problem using the same technique which has a weaker singularity near $O$ and is shown in figure 3.9. The constants associated with the singularity are presented in figure 3. 10(a).

Symm's method is very effective in producing accurate results for problems with strong singularities. On the other hand, however, this approach can become tedious if more than one singular point occurs. The approach is tedious to program for the problems with multiple singularities because of the global transformations required for each singular point.

Another approach has been presented by Xanthis, Bernal and Atkinson (1981) where the singularity is locally treated near the point in question without introducing a


Figure 3.7. Solution obtained by Symm (1973) which accounts for the singularity at O .

| n | Co | Cu |
| ---: | ---: | ---: |
| 6 | 157.05 | 3.59 |
| 12 | 152.13 | 1.61 |
| 21 | 151.75 | 1.68 |
| 18 | 151.65 | 1.69 |
| 96 | 151.63 | 1.71 |

Figure 3.8. The constants associated with the singularity problem of figure 3.3.


Figure 3. 9. Another example problem liaving a boundary singularity.
global transformation. The local approach is a more convenient method when there are more than one singularity.

To illustrate this local approach, we again consider the example shown in figure 3.3. The solution near the singularity 0 is of the form:

$$
\begin{align*}
& \phi(\mathrm{r}, \theta) \sim 500+\mathrm{C}_{0} \mathrm{r}^{1 / 2} \cos \left(\frac{\theta}{2}\right)-\mathrm{C}_{1} \mathrm{r}^{3 / 2} \cos \frac{3 \theta}{2}+\cdots,  \tag{3.39}\\
& \phi^{\prime}(\mathrm{r}, \theta) \sim-\frac{1}{2} \mathrm{C}_{0} \mathrm{r}^{-1 / 2} \sin \left(\frac{\theta}{2}\right)+\frac{3}{2} \mathrm{C}_{1} \mathrm{r}^{1 / 2} \sin \left(\frac{3 \theta}{2}\right)+\cdots, \tag{3.40}
\end{align*}
$$

where $C_{0}$ and $C_{1}$ are unknowns. For $\theta=0$, we have

$$
\begin{align*}
& \phi_{1}=500+\mathrm{C}_{0} \mathrm{r}^{1 / 2}+\mathrm{C}_{1} \mathrm{r}^{3 / 2}+\cdots  \tag{3.41}\\
& \phi_{1}^{\prime}=\left.\frac{1}{\mathrm{r}} \frac{\partial \phi}{\partial \theta}\right|_{\theta=0}=0 \tag{3.42}
\end{align*}
$$

For $\theta=\pi$, we have

$$
\begin{equation*}
\phi_{n}=500, \tag{3.43}
\end{equation*}
$$

$$
\begin{equation*}
\phi_{n}^{\prime}=-\frac{1}{2} \mathrm{Co}^{-1 / 2}+\frac{3}{2} \mathrm{C}_{1} \mathrm{r}^{1 / 2}+\cdots \tag{3.44}
\end{equation*}
$$

Here, only two terms expansion are used and higher order terms which are small as $\mathrm{r} \rightarrow 0$ are omitted. The main idea of the local treatment is to use the above expansion about the singularity to represent $\phi_{1}$ and $\phi_{n}{ }^{\prime}$ over the intervals on either side of the singular point O as shown in figure 3.6. The unknowns on the two intervals on either side of O now are $\mathrm{C}_{0}$ and $\mathrm{C}_{1}$ instead of $\phi_{1}$ and $\phi_{n}{ }^{\prime}$.

Next, substituting them into the boundary integral equation formula (2.31) yields

$$
\begin{aligned}
\pi \phi_{i}= & \int_{\mathrm{s}_{1}}^{\mathrm{s}_{2}}\left[500+\mathrm{Cor}^{1 / 2}+\mathrm{C}_{1} \mathrm{r}^{3 / 2}\right]\left(\frac{\partial}{\partial \mathrm{n}} \log \mathrm{R}\right) \mathrm{ds} \\
& +\sum_{j=2}^{\mathrm{n}} \phi_{j} \int_{\mathrm{s}_{j}}^{\mathrm{s}_{j+1}} \frac{\partial}{\partial \mathrm{n}} \log \mathrm{R} \mathrm{ds}-\sum_{j=1}^{\mathrm{n}-1}{\phi_{j}}^{\prime} \int_{\mathrm{s}_{j}}^{\mathrm{s}_{j+1}} \log R \mathrm{ds}
\end{aligned}
$$

$$
\begin{equation*}
-\int_{s_{n}}^{s_{1}}\left[-\frac{1}{2} \operatorname{Cor}^{-1 / 2}+\frac{3}{2} C_{1} r^{1 / 2}\right] \log R d s \tag{3.15}
\end{equation*}
$$

$$
(i=1,2, \ldots, n)
$$

The integers over the intervals surrounding the singular point $O$ can be written in $t$ he form
$\int_{\text {where }} \int_{s_{1}}^{s_{2}}\left[500+\mathrm{C}_{0} \mathrm{r}^{1 / 2}+\mathrm{C}_{1} \mathrm{r}^{3 / 2}\right] \frac{\partial}{\partial \mathrm{n}} \log \mathrm{R} \mathrm{ds}=500 \beta_{i 1}+\mathrm{C}_{0} \epsilon_{i 0}+\mathrm{C}_{1} \epsilon_{i 1}$,

$$
\begin{align*}
& \epsilon_{i 0}=\int_{\mathrm{s}_{1}}^{\mathrm{s}_{2}} \mathrm{r}^{1 / 2} \frac{\partial}{\partial \mathrm{n}} \log \mathrm{Rds},  \tag{3.47}\\
& \epsilon_{i 1}=\int_{\mathrm{s}_{1}}^{\mathrm{s}_{2}} \mathrm{r}^{3 / 2} \frac{\partial}{\partial \mathrm{n}} \log \mathrm{Rds}, \tag{3.48}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{\mathrm{s}_{\mathrm{N}}}^{\mathrm{s}_{1}}\left[-\frac{1}{2} \mathrm{Cor}^{-1 / 2}+\frac{3}{2} \mathrm{C}_{1} \mathrm{r}^{1 / 2}\right] \log \mathrm{Rds}=-\frac{1}{2} \mathrm{C}_{0} \eta_{i 0}+\frac{3}{2} \mathrm{C}_{1} \eta_{i 1} \tag{3.49}
\end{equation*}
$$

where,

$$
\begin{align*}
\eta_{i 0} & =\int_{s_{N}}^{s_{1}} r^{-1 / 2} \log R d s  \tag{3.50}\\
\eta_{i 1} & =\int_{s_{n}}^{s_{1}} r^{1 / 2} \log R d s \tag{3.51}
\end{align*}
$$

Now, equation (3.45) may be rewritten as

$$
\begin{align*}
\pi \phi_{i}= & \sum_{j=2}^{\mathrm{n}} \beta_{i j} \phi_{j}+500 \beta_{i 1}+\mathrm{C}_{0} \epsilon_{i 0}+\mathrm{C}_{1} \epsilon_{i 1} \\
& -\sum_{j=1}^{\mathrm{n}-1} \phi_{j}^{\prime} \alpha_{i j}+\frac{1}{2} \mathrm{C}_{0} \eta_{i 0}-\frac{3}{2} \mathrm{C}_{1} \eta_{i 1}  \tag{3.52}\\
& \text { for }(\mathrm{i}=1,2, \ldots, \mathrm{n})
\end{align*}
$$

$$
\begin{align*}
& \quad-\int_{s_{n}}^{s_{1}}\left[-\frac{1}{2} \operatorname{Cor}^{-1 / 2}+\frac{3}{2} C_{1} r^{1 / 2}\right] \log R d s  \tag{3.45}\\
& (i=1,2, \ldots, n)
\end{align*}
$$

The integers over the intervals surrounding the singular point $O$ can be written in the form
$\int_{\text {where }} \int_{s_{1}}^{s_{2}}\left[500+\mathrm{C}_{0} \mathrm{r}^{1 / 2}+\mathrm{C}_{1} \mathrm{r}^{3 / 2}\right] \frac{\partial}{\partial \mathrm{n}} \log \mathrm{R} \mathrm{ds}=500 \beta_{i 1}+\mathrm{C}_{0} \epsilon_{i 0}+\mathrm{C}_{1} \epsilon_{i 1}$,

$$
\begin{align*}
& \epsilon_{i 0}=\int_{s_{1}}^{s_{2}} \mathrm{r}^{1 / 2} \frac{\partial}{\partial \mathrm{n}} \log \mathrm{Rds},  \tag{3.47}\\
& \epsilon_{i 1}=\int_{\mathrm{s}_{1}}^{\mathrm{s}_{2}} \mathrm{r}^{3 / 2} \frac{\partial}{\partial \mathrm{n}} \log \mathrm{R} \mathrm{ds},
\end{align*}
$$

and

$$
\begin{equation*}
\int_{s_{N}}^{s_{1}}\left[-\frac{1}{2} \mathrm{C} 0^{-1 / 2}+\frac{3}{2} \mathrm{C}_{1} \mathrm{r}^{1 / 2}\right] \log \mathrm{Rds}=-\frac{1}{2} \mathrm{C}_{0} \eta_{i 0}+\frac{3}{2} \mathrm{C}_{1} \eta_{i 1} \tag{3.49}
\end{equation*}
$$

where,

$$
\begin{align*}
\eta_{i 0} & =\int_{s_{N}}^{s_{1}} r^{-1 / 2} \log R d s \\
\eta_{i 1} & =\int_{s_{n}}^{s_{1}} r^{1 / 2} \log R d s \tag{3.51}
\end{align*}
$$

Now, equation (3.45) may be rewritten as

$$
\begin{align*}
\pi \phi_{i}= & \sum_{j=2}^{\mathrm{n}} \beta_{i j} \phi_{j}+500 \beta_{i 1}+\mathrm{C}_{0} \epsilon_{i 0}+\mathrm{C}_{1} \epsilon_{i 1} \\
& -\sum_{j=1}^{\mathrm{n}-1} \phi_{j}^{\prime} \alpha_{i j}+\frac{1}{2} \mathrm{C}_{0} \eta_{i 0}-\frac{3}{2} \mathrm{C}_{1} \eta_{i 1}  \tag{3.52}\\
& \text { for }(\mathrm{i}=1,2, \ldots, \mathrm{n}) .
\end{align*}
$$

This gives $n$ linear equations for $n$ unknowns including the constants $C_{0}$ and $C_{1}$ associated with the singularity. The solution of equation (3.52) would be straightforward provided that the integrals in equations (3.47) to (3.51) can be evaluated. At present, analytical results have not been obtained and the integrals were evaluated numerically using Gaussian quadrature. Ingham and Kelmanson (1984) solved the same example as that shown in figure 3.9 using this type of procedure. His results of constants associated with the singularity are presented in figure 3.10 (b).

## 3. 3 Another Approach of Local Treatment

The method of Ingham and Kelmanson (1982) uses two terms in an expansion of analytical representation of the boundary singularity. When the procedure is incorporated into the classical boundary integral equation method, both the potential term on the righthand side of $O$ and the flux term on the lefthand side of $O$ are treated. In this study, another arrangement was tried such that only the flux terms are incorporated into the classical method; this is because the major trouble associated with slow convergence around the singular point is caused by the large flux magnitudes near the singularity. In this procedure, two terms in the expansion for the flux are still used but only in the two intervals to the left of the point 0 (where $\phi=500$ is given). Thus in these intervals

$$
\begin{equation*}
\phi^{\prime}=-\frac{1}{2} \mathrm{C}_{0} \mathrm{r}^{-1 / 2}+\frac{3}{2} \mathrm{C}_{1} \mathrm{r}^{1 / 2}+\cdots \tag{3.53}
\end{equation*}
$$

where r varies from 0 to h for the interval n (closest to 0 ) and from h to 2 h over interval ( $n-1$ ) (one interval to the right of 0 ).

Substitution of this expression into the classical boundary integral formula (2.31) yields

$$
\begin{align*}
& \pi \phi_{i}=\sum_{j=1}^{\mathrm{n}} \beta_{i j} \phi_{j}-\sum_{j=1}^{\mathrm{n}-2} \phi_{j}^{\prime} \alpha_{i j} \\
& +\frac{1}{2} \mathrm{C}_{0}\left(\eta_{i 0}+\eta_{i 2}\right)-\frac{3}{2} \mathrm{C}_{1}\left(\eta_{i 1}+\eta_{i 3}\right) \tag{3.54}
\end{align*}
$$

where

$$
\begin{equation*}
\eta_{i 0}=\int_{s_{n}}^{s_{1}} r^{-1 / 2} \log R d s \tag{3.55}
\end{equation*}
$$

( a ) Symm's method
n

30

60
$\mathrm{C}_{\mathrm{o}}$
$-0.48358$
$-0.48353$
0.02988
( b ) Ingham's method
n
30
$\mathrm{C}_{0}$
$-0.4843$
0.0313
60
$-0.4844$
0.0314

Figure 3. 10. Computed results for constants associated with the singularity for the example of figure 3. 9 .

$$
\begin{align*}
& \eta_{i 1}=\int_{s_{n}}^{s_{1}} r^{1 / 2} \log R d s  \tag{3.56}\\
& \eta_{i 2}=\int_{s_{n-1}}^{s_{n}} r^{-1 / 2} \log R d s  \tag{3.57}\\
& \eta_{i 3}=\int_{n-1}^{s_{n}} r^{1 / 2} \log R d s
\end{align*}
$$

Equation (3.54) can be readily solved for the model problems provided the integrals (3.55) - (3.58) can be evaluated. Analytical solutions for these integrals will be obtained.

## 4. Analytical Results of Local Treatment of Singularties

### 4.1 Introduction

As we discussed in Chapter 3, the local approach of treatment of singularities has definite advantages over Symm's (1973) method since we do not need to modify the boundary integral method globally. This process is probably the easist way to deal with singularities from the point of view of programming. In this chapter, the objective is to complete analytic solutions of the integrals defined from (3.55) to (3.58).

First, we rewrite the integrals in question again as:

$$
\begin{align*}
\eta_{i 0} & =\int_{s_{n}}^{s_{1}} r^{-1 / 2} \log R_{i} d s  \tag{4.1}\\
\eta_{i 1} & =\int_{s_{n}}^{s_{1}} r^{1 / 2} \log R_{i} d s  \tag{4.2}\\
\eta_{i 2} & =\int_{s_{n-1}}^{s_{n}} r^{-1 / 2} \log R_{i} d s  \tag{4.3}\\
\eta_{i 3} & =\int_{s_{n-1}}^{s_{n}} r^{1 / 2} \log R_{i} d s
\end{align*}
$$

for ( $i=1,2, \ldots, n)$. Here $R_{i}$ is the distance from the $i$ th nodal point to the interval in question; ds is the differential element of the contour and $r$ is the distance from the singular point as shown in figure 4.1. The nodal points are numbered in a similar way to interval points, as indicated in figure 4.2.

The major difficulty associated with the integrations in equations (4.1) - (4.4) is that it is not possible to give simple analytic results for all nodal positions. Instead, care. must be taken for each part of the contour. As far as the given example problem is concerned, the whole contour $C$ was split into 3 parts as shown in figure 4.2. These are as follows:


Figure 4. 1. Geometry and notation for line integral.


Figure 4.2. Calculation scheme for line integral and three types of positions for the $\mathrm{i}^{\text {th }}$ nodal point.
(1) When the ith nodal point is on the interval closest to singularity (i.e., at position 1).
(2) When the ith nodal point is at any other position on line DA, ( $\alpha=0$ or $\alpha=\pi)$.
(3) The rest of the contour (i.e., when the ith nodal point is not collinear with 0 ).

It is also very important to note that we have three different variables, i.e., $\mathrm{R}, \mathrm{r}$ and $s$. To carry the calculation out, we need to make suitable transformations with care. In the following two sections, each type of integration will be treated separately. In section 4.2, the integrations for positions of the type (1) and (2) above will be carried out while the third type will be treated in section 4.3.

### 4.2 Integrals Along Intervals Collinear With the Singular Point

First, we can have a general formula for integral (4.1) and (4.2), such as

$$
\begin{equation*}
\eta_{i}=\int_{\mathrm{s}_{\mathrm{n}}}^{\mathrm{s}_{1}} \mathrm{r}^{\gamma} \log \mathrm{R}_{\mathrm{i}} \mathrm{ds}, \quad \mathrm{i}=1,2, \ldots, \mathrm{n} \tag{4.5}
\end{equation*}
$$

where $\gamma=-1 / 2$ and $1 / 2$ respectively. $s_{n}$ denotes the interval point just before the singular point. $s_{1}$ is the singular point (as shown in figure 4.3), $r$ is the distance from the singular point and $R_{i}$ is the distance from the ith nodal point to the interval [ $s_{n}, s_{1}$ ]. The line integral is along the contour in the counter-clockwise direction. From the cosine law, we have

$$
\begin{equation*}
\mathrm{R}_{\mathrm{i}}=\left(\mathrm{b}^{2}+\mathrm{r}^{2}-2 \mathrm{br} \cos \alpha\right)^{1 / 2} \tag{4.6}
\end{equation*}
$$

and with $s$ the integration variable define

$$
\begin{equation*}
\xi=\left|\mathrm{s}-\mathrm{s}_{\mathrm{n}}\right| \tag{4.7}
\end{equation*}
$$

then,

$$
\begin{equation*}
\xi=h^{\prime}-\mathrm{r}, \tag{4.8}
\end{equation*}
$$

and


Figure 4. 3. Gcometry for the integration over the interval adjacent to the singulariliy.


Figure 4.4. Geometry for the calculation when the nodal point lies in the interval adjacent to the singularity.

$$
\begin{equation*}
\mathrm{ds}=\mathrm{d} \xi=-\mathrm{dr}, \tag{4.9}
\end{equation*}
$$

As $s$ moves from $S_{n}$ to $S_{1}, r$ changes from $h$ to 0 , so that

$$
\begin{equation*}
\eta_{i}=\int_{0}^{\mathrm{h}} \mathrm{r}^{\gamma} \log \left(\mathrm{b}^{2}+\mathrm{r}^{2}-2 \mathrm{br} \cos \alpha\right)^{1 / 2} \mathrm{dr} \tag{4.10}
\end{equation*}
$$

for $\mathrm{i}=1,2, \ldots, \mathrm{n}$ which is valid for all the nodal points except for $\mathrm{i}=\mathrm{n}$ when the nodal point lies on the interval of integration; this special case will now be treated separately.

When the nth nodal point is inside the interval from $S_{n}$ to $S_{1}$ as shown in figure 4.4, the line integral is split into two parts, according to

$$
\begin{equation*}
\eta_{\mathrm{n}}=\int_{\mathrm{s}_{\mathrm{n}}}^{\mathrm{P}_{\mathrm{n}}} \mathrm{r}^{\gamma} \log \mathrm{R}_{\mathrm{nL}}{ }^{d s_{L}}{ }^{\alpha}+\int_{\mathrm{P}_{\mathrm{n}}}^{\mathrm{s}_{1}} \mathrm{r}^{\gamma} \log \mathrm{R}_{\mathrm{nR}}{ }^{d s_{R}} \tag{4.11}
\end{equation*}
$$

where $R_{n L}$ and $R_{n R}$ represent $R_{n}$ on the left side and right side respectively, as shown in figure 4.4. We have

$$
\begin{align*}
& R_{n L}=(r-b)=r-\frac{h}{2}  \tag{4.12}\\
& R_{n R}=(b-r)=\frac{h}{2}-r \tag{4.13}
\end{align*}
$$

and $d s=-d r$; thus

$$
\begin{equation*}
\int_{s_{n}}^{P_{n}} r^{\gamma} \log R_{n L} d s=\int_{h / 2}^{h} r^{\gamma} \log \left(r-\frac{h}{2}\right) d r \tag{4.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{P_{n}}^{s_{1}} r^{\gamma} \log R_{n R} d s=\int_{0}^{h / 2} r^{\gamma} \log \left(\frac{h}{2}-r\right) d r \tag{4.15}
\end{equation*}
$$

For $\gamma=-1 / 2$, we have

$$
\begin{align*}
\eta_{\mathrm{nO}}=\int_{0}^{h} r^{-1 / 2} \log r d r & +\int_{0}^{h / 2} r^{-1 / 2} \log \left(\frac{h}{2 r}-1\right) d r \\
& +\int_{h / 2}^{h} r^{-1 / 2} \log \left(1-\frac{h}{2 r}\right) d r \tag{4.16}
\end{align*}
$$

It can be shown (see Appendix A)

$$
\begin{align*}
& \int_{0}^{h} r^{-1 / 2} \log r d r=2 h^{1 / 2}(\log h-2),  \tag{4.17}\\
& \int_{0}^{h / 2} r^{-1 / 2} \log \left(\frac{h}{2 r}-1\right) d r=2^{3 / 2}(\log 2) h^{1 / 2},  \tag{4.18}\\
& \int_{h / 2}^{h} r^{-1 / 2} \log \left(1-\frac{h}{2 r}\right) d r
\end{align*}
$$

$$
\begin{equation*}
=-h^{1 / 2}\left\{\left(1+2^{1 / 2}\right) 2 \log 2+2^{1 / 2} \log \left(\frac{2^{1 / 2}-1}{2^{1 / 2}+1}\right)\right\} \tag{4.19}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\eta_{\mathrm{nO}}=\mathrm{h}^{1 / 2}\left\{2 \log \mathrm{~h}-4-2 \log 2-2^{1 / 2} \log \left(\frac{2^{1 / 2}-1}{2^{1 / 2}+1}\right)\right\} \tag{4.20}
\end{equation*}
$$

Let

$$
\begin{align*}
K_{0} & \left.=4+2 \log 2+2^{1 / 2} \log \left(\frac{2^{1 / 2}-1}{2^{1 / 2}+1}\right)\right\} \\
& =2.8933934005589685652 \tag{4.21}
\end{align*}
$$

and finally we have,

$$
\begin{equation*}
\eta_{\mathrm{nO}}=h^{1 / 2}\left\{2 \log \mathrm{~h}-\mathrm{K}_{0}\right\} \tag{4.22}
\end{equation*}
$$

Consider next the integral for $\gamma=1 / 2$ for which

$$
\begin{align*}
\eta_{\mathrm{n} 1}= & \int_{0}^{h} r^{1 / 2} \log r d r+\int_{0}^{h / 2} r^{1 / 2} \log \left(\frac{h}{2 r}-1\right) d r \\
& +\int_{1}^{h} r^{1 / 2} \log \left(1-\frac{h}{2 r}\right) d r \tag{4.23}
\end{align*}
$$

The necessary integrals are evaluated in Appendix B and it follows that

$$
\begin{equation*}
\eta_{\mathrm{n} 1}=\frac{1}{3} \mathrm{~h}^{3 / 2}\left\{2 \log \mathrm{~h}-\mathrm{K}_{1}\right\} \tag{4.24}
\end{equation*}
$$

where $K_{1}$ is a constant defined by

$$
\begin{align*}
\mathrm{K}_{1}= & \frac{4}{3}+2+2^{1 / 2} \log \tan \left(\frac{\pi}{8}\right)+2 \log 2 \\
& =3.4731772141727629253 \tag{4.25}
\end{align*}
$$

Thus far, the two line integrals have been derived for the interval adjacent to the singularity when the point P lies along a line collinear with the segment but P lies inside the segment. Now consider those line integrals with $\alpha=0$ or $\pi$; that is, when P lies outside the segment adjacent to $O$. When the nodal point is on the right hand side of the singular point, $\alpha=\pi$. When it is on the left hand side, $\alpha=0$. (c.f. figure 4.5).

From equation (4.10), if $\alpha=0$, we have then,

$$
\begin{align*}
& \eta_{i}=\int_{0}^{\mathrm{h}} \mathrm{r}^{\gamma} \log \left(\mathrm{b}^{2}+\mathrm{r}^{2}-2 \mathrm{br}\right)^{1 / 2} \cdot \mathrm{dr} \\
& =\int_{0}^{\mathrm{h}} \mathrm{r}^{\gamma} \log (\mathrm{b}-\mathrm{r}) \mathrm{dr} \tag{4.26}
\end{align*}
$$

For $\gamma=-1 / 2$ and for $\alpha=0$, we have

$$
\begin{equation*}
\eta_{i}=\int_{0}^{h} r^{-1 / 2} \log (b-r) d r \tag{4.27}
\end{equation*}
$$

and it is shown in Appendix $C$ that


Figure 4. 5 (a) $P_{i}$ is to the right of the singularity.


Figure 1. 5 (b) $P_{i}$ is to the left of the singularity.

$$
\begin{align*}
\eta_{i o}= & 2 h^{1 / 2} \log (b-h)-4 h^{1 / 2} \\
& -2 b^{1 / 2} \log \left(\frac{b^{1 / 2}-h^{1 / 2}}{b^{1 / 2}+h^{1 / 2}}\right), \text { for } \alpha=0 \tag{4.28}
\end{align*}
$$

For $\gamma=1 / 2$, we have

$$
\begin{equation*}
\eta_{i o}=\int_{0}^{\mathrm{h}} \mathrm{r}^{1 / 2} \log (\mathrm{~b}-\mathrm{r}) \mathrm{dr} \tag{4.29}
\end{equation*}
$$

and it is shown in Appendix C that for $\alpha=0$

$$
\begin{equation*}
\eta_{i 1}=\frac{2}{3}\left[\mathrm{~h}^{3 / 2} \log (\mathrm{~b}-\mathrm{h})-\mathrm{b}^{3 / 2} \log \left(\frac{\mathrm{~b}^{1 / 2}-\mathrm{h}^{1 / 2}}{\mathrm{~b}^{1 / 2}+\mathrm{h}^{1 / 2}}\right)-2 \mathrm{bh}^{1 / 2}-\frac{2}{3} \mathrm{~h}^{3 / 2}\right], \text { for } \alpha=0 . \tag{4.30}
\end{equation*}
$$

Now consider nodal points on the right side of the singular point, so that $\alpha=\pi$. We have

$$
\begin{align*}
\eta_{i} & =\int_{0}^{\mathrm{h}} \mathrm{r}^{\gamma} \log \left(\mathrm{b}^{2}+\mathrm{r}^{2}+2 \mathrm{br}\right)^{1 / 2} \mathrm{dr} \\
& =\int_{0}^{\mathrm{h}} \mathrm{r}^{\gamma} \log (\mathrm{b}+\mathrm{r}) \mathrm{dr} \tag{4.31}
\end{align*}
$$

and for $\gamma=-1 / 2$,

$$
\begin{equation*}
\eta_{i o}=\int_{0}^{\mathrm{h}} \mathrm{r}^{-1 / 2} \log (\mathrm{~b}+\mathrm{r}) \mathrm{dr} \tag{4.32}
\end{equation*}
$$

It is shown in Appendix B that

$$
\begin{equation*}
\eta_{i o}=2 \mathrm{~h}^{1 / 2} \log (\mathrm{~b}+\mathrm{h})-4 \mathrm{~h}^{1 / 2}+4 \mathrm{~b}^{1 / 2} \tan ^{-1} \frac{\mathrm{~h}^{1 / 2}}{\mathrm{~b}^{1 / 2}}, \text { for } \alpha=\pi \tag{4.33}
\end{equation*}
$$

For $\gamma=1 / 2$,

$$
\begin{equation*}
\eta_{i 1}=\int_{0}^{\mathrm{h}} \mathrm{r}^{1 / 2} \log (\mathrm{~b}+\mathrm{r}) \mathrm{dr} \tag{4.34}
\end{equation*}
$$

and it is shown in Appendix B that

$$
\begin{equation*}
\eta_{i 1}=\frac{2}{3}\left\{h^{3 / 2} \log (b+h)+2 b h^{1 / 2}-2 b^{3 / 2} \tan ^{-1}\left(\frac{h^{1 / 2}}{b^{1 / 2}}\right)-\frac{2}{3} h^{3 / 2}\right\} \tag{4.35}
\end{equation*}
$$

So far, line integrals along the straight line containg the field point have been evaluated. Now situations will be considered where the field point in not collinear with the interval under consideration. We have now ( for $\alpha \neq 0$ or $\pi$ )

$$
\begin{align*}
& \dot{\eta_{i}}=\int_{0}^{\mathrm{h}} \mathrm{r}^{\gamma} \log \left(\mathrm{b}^{2}+\mathrm{r}^{2}-2 \mathrm{brcos} \alpha\right)^{1 / 2} \mathrm{dr} \\
& =\frac{1}{2} \int_{0}^{\mathrm{h}} \mathrm{r}^{\gamma} \log \left(\mathrm{b}^{2}+\mathrm{r}^{2}-2 \mathrm{brcos} \alpha\right) \mathrm{dr} \tag{4.36}
\end{align*}
$$

Integrating by parts yields

$$
\begin{aligned}
& \eta_{i}=\left.\frac{1}{2(\gamma+1)} \mathrm{r}^{\gamma+1} \log \left(\mathrm{~b}^{2}+\mathrm{r}^{2}-2 \mathrm{brcos} \alpha\right)\right|_{0} ^{\mathrm{h}} \\
& -\frac{1}{(\gamma+1)} \int_{0}^{\mathrm{h}} \frac{\mathrm{r}^{\gamma+1}(\mathrm{r}-\mathrm{b} \cos \alpha)}{\mathrm{b}^{2}+\mathrm{r}^{2}-2 \mathrm{brcos} \alpha} \mathrm{dr}
\end{aligned}
$$

and thus

$$
\begin{align*}
& \eta_{i}=\frac{1}{2(\gamma+1)} \mathrm{h}^{\gamma+1} \log \left(\mathrm{~b}^{2}+\mathrm{h}^{2}-2 \mathrm{bh} \cos \alpha\right) \\
& -\frac{1}{(\gamma+1)} \int_{0}^{\mathrm{h}} \frac{\mathrm{r}^{\gamma+2}-\mathrm{b} \cos \alpha \cdot \mathrm{r}^{\gamma+1}}{\mathrm{~b}^{2}+\mathrm{r}^{2}-2 \mathrm{brcos} \alpha} \mathrm{dr} \\
& =\mathrm{I}_{1}-\frac{1}{(\gamma+1)}\left(\mathrm{I}_{2}-\mathrm{b} \cos \alpha \mathrm{I}_{3}\right) \tag{4.37}
\end{align*}
$$

where

$$
\begin{align*}
& \mathrm{I}_{1}=\frac{1}{2(\gamma+1)} \mathrm{h}^{\gamma+1} \log \left(\mathrm{~b}^{2}+\mathrm{h}^{2}-2 \mathrm{bh} \cos \alpha\right)  \tag{4.38}\\
& \mathrm{I}_{2}=\int_{0}^{\mathrm{h}} \frac{\mathrm{r}^{\gamma+2}}{\mathrm{~b}^{2}+\mathrm{r}^{2}-2 \mathrm{brcos} \alpha} \mathrm{dr} \tag{4.39}
\end{align*}
$$

$$
\begin{equation*}
\mathrm{I}_{3}=\int_{0}^{\mathrm{h}} \frac{\mathrm{r}^{\gamma+1}}{\mathrm{~b}^{2}+\mathrm{r}^{2}-2 \mathrm{brcos} \alpha} \mathrm{dr} \tag{4.40}
\end{equation*}
$$

and $\gamma=-1 / 2$ or $1 / 2$.

The integrals in equations (4.39) and (4.40) can be expressed in terms of and integral $\mathrm{J}_{1 / 2}(\alpha)$ defined by

$$
\begin{equation*}
\mathrm{J}_{1 / 2}(\alpha)=\int_{0}^{\mathrm{h}} \frac{\mathrm{x}^{1 / 2}}{\mathrm{x}^{2}-2 \mathrm{cos} \alpha \mathrm{x}+\mathrm{b}^{2}} \mathrm{dx} \tag{4.41}
\end{equation*}
$$

To evaluate this integral define

$$
\begin{align*}
& \xi=\mathrm{b} \cos \alpha, \eta=\mathrm{b} \sin \alpha  \tag{4.42}\\
& \tau=\xi+\mathrm{i} \eta=\mathrm{be}^{\mathrm{i} \alpha} \tag{4.43}
\end{align*}
$$

and then it can be shown (see appendix E) that

$$
\begin{equation*}
\mathrm{J}_{1 / 2}(\alpha)=\frac{1}{\mathrm{~b}^{1 / 2} \sin \alpha}\left\{\sin \frac{\alpha}{2} \mathrm{~J}_{\mathrm{L}}(\alpha)+\cos \frac{\alpha}{2} \mathrm{~J}_{\mathrm{T}}(\alpha)\right\} \tag{4.44}
\end{equation*}
$$

where $\mathrm{J}_{\mathrm{L}}(\alpha)$ and $\mathrm{J}_{\mathrm{T}}(\alpha)$ are defined by

$$
\begin{align*}
& \mathrm{J}_{\mathrm{L}}(\alpha)= \frac{1}{2} \log \left(\frac{\mathrm{~h}-2 \cos \frac{\alpha}{2}(\mathrm{bh})^{1 / 2}+\mathrm{b}}{\mathrm{~h}+2 \cos \frac{\alpha}{2}(\mathrm{bh})^{1 / 2}+\mathrm{b}}\right)  \tag{4.45}\\
& \begin{aligned}
\mathrm{J}_{\mathrm{T}}(\alpha)= & \tan ^{-1}\left(\frac{\mathrm{~h}^{1 / 2}+\mathrm{b}^{1 / 2} \cos \frac{\alpha}{2}}{\mathrm{~b}^{1 / 2} \sin \frac{\alpha}{2}}\right) \\
& -\tan ^{-1}\left(\frac{\mathrm{~b}^{1 / 2} \cos \frac{\alpha}{2}-\mathrm{h}^{1 / 2}}{\mathrm{~b}^{1 / 2} \sin \frac{\alpha}{2}}\right)
\end{aligned}
\end{align*}
$$

Two other integrals occur in the evaluation of equation (4.39) and (4.40). The first of these

$$
\begin{equation*}
\mathrm{J}_{3 / 2}(\alpha)=\int_{0}^{\mathrm{h}} \frac{\mathrm{x}^{3 / 2}}{\mathrm{x}^{2}-2 \mathrm{~b} \cos \alpha \mathrm{x}+\mathrm{b}^{2}} \mathrm{dx} \tag{4.47}
\end{equation*}
$$

is evaluated in Appendix F and is given by

$$
\begin{equation*}
\mathrm{J}_{3 / 2}(\alpha)=\frac{\mathrm{b}^{1 / 2}}{\sin \alpha}\left\{\sin \left(\frac{3 \alpha}{2}\right) \mathrm{J}_{\mathrm{L}}(\alpha)+\cos \left(\frac{3 \alpha}{2}\right) \mathrm{J}_{\mathrm{T}}(\alpha)\right\}+2 \mathrm{~h}^{1 / 2} \tag{4.48}
\end{equation*}
$$

The second of these integrals is also evaluated in Appendix F and is gaven by

$$
\begin{align*}
& \mathrm{J}_{5 / 2}(\alpha)=\int_{0}^{\mathrm{h}} \frac{\mathrm{x}^{5 / 2}}{\mathrm{x}^{2}-2 \mathrm{~b} \cos \alpha \mathrm{x}+\mathrm{b}^{2}} \mathrm{dx} \\
& =\frac{\mathrm{b}^{3 / 2}}{\sin \alpha}\left\{\sin \left(\frac{5 \alpha}{2}\right) \mathrm{J}_{\mathrm{L}}(\alpha)+\cos \left(\frac{5 \alpha}{2}\right) \mathrm{J}_{\mathrm{T}}(\alpha)\right\} \\
& +4 \mathrm{~b} \cos \alpha \mathrm{~h}^{1 / 2}+\frac{2}{3} \mathrm{~h}^{3 / 2} \tag{4.49}
\end{align*}
$$

We may write the results for equation (4.37) in a concise form by also defining

$$
\begin{equation*}
\mathrm{J}_{0}(\alpha)=\log \left(\mathrm{b}^{2}+\mathrm{h}^{2}-2 \mathrm{bh} \cos \alpha\right) \tag{4.50}
\end{equation*}
$$

Thus, for $\gamma=-1 / 2$, we have from equation (4.37)

$$
\begin{equation*}
\eta_{i 0}=\mathrm{h}^{1 / 2} \mathrm{~J}_{0}(\alpha)-2\left(\mathrm{~J}_{3 / 2}(\alpha)-\mathrm{b} \cos \alpha \mathrm{~J}_{1 / 2}(\alpha)\right) \tag{4.51}
\end{equation*}
$$

Now for $\gamma=1 / 2$, we have from equation (4.37)

$$
\begin{equation*}
\eta_{i 1}=\frac{1}{3} \mathrm{~h}^{3 / 2} \mathrm{~J}_{0}(\alpha)-\frac{2}{3}\left(\mathrm{~J}_{5 / 2}(\alpha)-\mathrm{b} \cos \alpha \mathrm{~J}_{3 / 2}(\alpha)\right) \tag{4.52}
\end{equation*}
$$

Note that the $\mathrm{J}(\alpha)$ functions depend upon the geometry of the boundary contour only.

### 4.3 Line Integrals Over Intevals Remote From The Singular Point

Based upon the analytical results for line integrals over the interval nearest the singular point, we can easily carry out those integrals over the intervals remote from the singular point. We can simply use the idea of superposition of line integrals. Begining with

$$
\begin{align*}
& \eta_{i 2}=\int_{s_{n-1}}^{s_{n}} r^{-1 / 2} \log R d s  \tag{4.53}\\
& =\int_{s_{n-1}}^{s_{1}} r^{-1 / 2} \log R \mathrm{ds}-\int_{s_{n}}^{s_{1}} r^{-1 / 2} \log R d s \\
& =\int_{s_{n-1}}^{s_{1}} r^{-1 / 2} \log R \mathrm{ds}- \\
& \eta_{i 0}
\end{align*}
$$

Thus,

$$
\begin{equation*}
\eta_{i 0}+\eta_{i 2}=\int_{\mathrm{s}_{\mathrm{n}-1}}^{\mathrm{s}_{1}} \mathrm{r}^{-1 / 2} \log \mathrm{R} \mathrm{ds} \tag{4.54}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\eta_{i 1}+\eta_{i 3}=\int_{\mathrm{s}_{\mathrm{n}-1}}^{\mathrm{s}_{1}} \mathrm{r}^{1 / 2} \log \mathrm{Rds} \tag{4.55}
\end{equation*}
$$

These two integrals are of the same form as those we treated in the last section. The only difference is that the integral interval is now from 0 to 2 h instead of from 0 to h .

## 5. Numerical Results and Conclusions

### 5.1 Numerical Results

In this section, we apply the modified boundary integral equation method with the present local treatment of singularities to the earlier examples shown in figure 3.3 and figure 3.9. We will use both two terms and three terms in the expansion near the singular point.

In figure 5.1 , the constants associated with the singualrity for the example in figure 3.9 are presented for the mesh size $n=30$ and $n=60$. It is easy to see that the rate of convergence is rapid enough to be comparable with that of Symm's (1973) method as well as that of Ingham and Kelmanson (1984). As a matter of fact, the first constant $\mathrm{C}_{0}$ obtained with the present method using a two term expansion is only 0.14 \% in error from that of Symm's method. However, the second singularity constant $\mathrm{C}_{1}$ of the present method differs by $3 \%$ from Symm's result, but is almost the same as that of Ingham and kelmarson. On the other hand, better accuracy is achieved for both Co and $\mathrm{C}_{1}$ using the present method with a three term expansion. The maximum error is only $0.03 \%$ as compared to Symm's results.

In figure 5.2 , the singularity constants for the example shown in figure 3.3 are presented. Even though the singularity is now much stronger at the origin $O$, the maximum error for both constants obtained by the present method with a three term expansion is only $0.3 \%$.

## 5. 2 Conclusions

A modification of the classical boundary integral equation method has been presented which enables accurate treatment of Laplace equations containing boundary singularities. This method requires a slight modification of the classical method with the reward of a dramatic inprovement in the rate of convergence of results throughout the entire solution. Since the analytical results of those integrals for the analytical nature of the singularity have been obtained, the present method provides a very simple and
efficient approch to treat boundary singularities locally. In particular, whenever there are more than one boundary singularity, this method can be simply applied at each singular point with very little extra effort. From the point of view of programming, the present method is relatively easy to impliment.
(a) Two term expansion
n
$\mathrm{C}_{\mathrm{o}}$
$\mathrm{Cl}_{1}$

30
$-0.48265$
0.03015

60
$-0.48267$
0.03118
(b) Three term expansion
n
$\mathrm{C}_{\mathrm{o}}$
$-0.4836$
0.02988
$C_{2}$
-0.00007
-0.00003
60
$-0.4834$
0.02987

Figure 5. 1. Computed results for constants associated with the singularity for the example of figure 3.9.
(a) Two term expansion
n
$\mathrm{C}_{\mathrm{o}}$
$\mathrm{Cl}_{1}$
48
151.31
3.99
96
151.36
3.88
( b ) Three term expansion


Figure 5. 2. Computed results for constants associated with the singularity for the example of figure 3.3.
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## Appendix A

In this appendix, the analytical formulae for the integral in equation (4.16) are dcrived. We have

$$
\begin{align*}
& \int_{s_{n}}^{s_{1}} r^{-1 / 2} \log R_{i} d s \\
& =\int_{S_{n}}^{P_{n}} r^{-1 / 2} \log R_{i} d s+\int_{P_{n}}^{s_{1}} r^{-1 / 2} \log R_{i} d s \\
& =\int_{0}^{h} r^{-1 / 2} \log r d r+\int_{0}^{b} r^{-1 / 2} \log \left(\frac{b}{r}-1\right) d r \\
& \quad+\int_{b}^{h} r^{-1 / 2} \log \left(1-\frac{b}{r}\right) d r, \tag{A.1}
\end{align*}
$$

where $b=h / 2$. Each of these integrals will be denoted by $I_{1}, I_{2}$ and $I_{3}$ respectively. The evaluation of $I_{1}$ is immediate and gives

$$
\begin{equation*}
I_{1}=\int_{0}^{h} r^{-1 / 2} \log r d r=2 h^{1 / 2} \log h-4 h^{1 / 2} \tag{A.2}
\end{equation*}
$$

The second integral is

$$
\begin{equation*}
I_{2}=\int_{0}^{b} r^{-1 / 2} \log \left(\frac{b}{r}-1\right) d r \tag{A.3}
\end{equation*}
$$

and to evaluate, let $\mathrm{r}=\mathrm{b} \cos ^{2} \mathrm{x}$ for which

$$
\begin{equation*}
\mathrm{dr}=-2 \mathrm{~b} \cos \mathrm{x} \cdot \sin \mathrm{xdx} . \tag{A.4}
\end{equation*}
$$

Therefore,

$$
I_{2}=\int_{0}^{\pi / 2} 4 b^{1 / 2} \cdot \sin x \log (\tan x) d x
$$

$$
\begin{align*}
& =-4 b^{1 / 2}\left\{\lim _{\epsilon \rightarrow 0}\left[-\cos \epsilon \cdot \log (\tan \epsilon)+\log \tan \left(\frac{\epsilon}{2}\right)\right]\right. \\
& +\lim _{\eta \rightarrow \pi / 2}\left[\cos \eta \cdot \log (\tan \eta)-\log \tan \left(\frac{\eta}{2}\right)\right] \\
& =-4 b^{1 / 2}\left\{\lim _{\epsilon \rightarrow 0}\left[-\log (\tan \epsilon)+\log \tan \left(\frac{\epsilon}{2}\right)\right]\right. \\
& =-4 b^{1 / 2} \log 2 \tag{A.5}
\end{align*}
$$

Lastly, consider the integral

$$
\begin{equation*}
I_{3}=\int_{b}^{h} r^{-1 / 2} \log \left(1-\frac{b}{r}\right) d r=\int_{b}^{2 b} \frac{1}{r^{1 / 2}} \log \left(1-\frac{b}{r}\right) d r \tag{A.6}
\end{equation*}
$$

To solve, let

$$
\begin{equation*}
r=b \sec ^{2} x, \quad(b \leq x \leq 2 b) \tag{A.7}
\end{equation*}
$$

so that

$$
\begin{equation*}
d r=2 b \sec ^{2} x \tan x \cdot d x \tag{A.8}
\end{equation*}
$$

and consequently

$$
\begin{aligned}
I_{3} & =\int_{0}^{\pi / 4} 4 b^{1 / 2} \cdot \log (\sin x) \cdot d(\sec x) \\
& =4 b^{1 / 2}\left\{\sec x \cdot \log \operatorname{din} x-\int_{0}^{\pi / 4} \csc x d x\right\} \\
& =4 b^{1 / 2} \lim _{\epsilon \rightarrow 0}\{\sec x \log \sin x-\log \tan (x / 2)\} \\
& =4 b^{1 / 2}\left\{\left[2^{1 / 2} \log \sin (\pi / 4)-\log [\tan (\pi / 8)]\right\}\right.
\end{aligned}
$$

$$
\begin{equation*}
-\lim _{\epsilon \rightarrow 0}\{\sec \epsilon \log (\sin \epsilon)-\log \tan (\epsilon / 2)\} \tag{A.9}
\end{equation*}
$$

Note that

$$
\begin{align*}
& \lim _{\epsilon \rightarrow 0}\{\sec \epsilon \log (\sin \epsilon)-\log \tan (\epsilon / 2)\}=0  \tag{A.10}\\
& \lim _{\epsilon \rightarrow 0}\{\log \epsilon-\log (\epsilon / 2)\}=+\log 2 \tag{A.11}
\end{align*}
$$

and it follows that

$$
\begin{equation*}
I_{3}=4 b^{1 / 2}\left\{2^{1 / 2} \log \frac{2^{1 / 2}}{2}-\log [\tan (\pi / 8)-\log 2\}\right. \tag{A.12}
\end{equation*}
$$

Consequently, we have (summing all three contributions)

$$
\begin{align*}
& \int_{s_{N}}^{s_{1}} r^{-1 / 2} \log R_{i} d s=2 h^{1 / 2}(\log h-2) \\
& \quad+4 b^{1 / 2}\left\{-\frac{2^{1 / 2}}{2} \log 2-\log [\tan (\pi / 8)\}\right. \tag{A.13}
\end{align*}
$$

'This expression may be simplified somewhat by noting that

$$
\begin{equation*}
\log \tan \left(\frac{\pi}{8}\right)=\log \tan \left[\left(\frac{\pi}{4}\right) / 2\right]=\frac{1}{2} \log \left(\frac{2^{1 / 2}-1}{2^{1 / 2}+1}\right) \tag{A.14}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\int_{s_{N}}^{s_{1}} r^{-1 / 2} \log R_{i} d s=h^{1 / 2}\left\{2 \log h-K_{0}\right\} \tag{A.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\mathrm{K}_{0}=4-2 \log 2-2^{1 / 2} \log \left(\frac{2^{1 / 2}-1}{2^{1 / 2}+1}\right)\right\} \tag{A.16}
\end{equation*}
$$

## Appendix B

In this appendix, the analytical formulae for the integral in equation (4.23) are derived. We have

$$
\begin{align*}
& \int_{s_{1}}^{s_{1}} r^{-1 / 2} \log R_{i} d s \\
& =\int_{0}^{h} r^{-1 / 2} \log r d r+\int_{0}^{b} r^{-1 / 2} \log \left(\frac{b}{r}-1\right) d r+\int_{b}^{h} r^{-1 / 2} \log \left(1-\frac{b}{r}\right) d r, \tag{B.1}
\end{align*}
$$

where $b=h / 2$. Each integral in equation (B.1) will be denoted by $I_{1}, I_{2}$ and $I_{3}$ respectively. By an integration by parts, it follows that

$$
\begin{equation*}
I_{1}=\int_{0}^{h} r^{-1 / 2} \log r d r=\frac{2}{3} h^{3 / 2}\left\{\log h-\frac{2}{3}\right\} \tag{B.2}
\end{equation*}
$$

The second integral is

$$
I_{2}=\int_{0}^{b} r^{1 / 2} \log \left(\frac{b}{r}-1\right) d r,
$$

and setting $r=b \cos ^{2} x$, it follows that

$$
\begin{align*}
I_{2} & =\int_{0}^{\pi / 2} b^{1 / 2} \cdot \cos x \cdot \log \left(\tan ^{2} x\right) \cdot b \cdot 2 \sin x \cos x d x \\
& =-4 b^{1 / 2} \cdot b \int_{0}^{\pi / 2}-\log (\tan x) \cdot d\left(\frac{\cos ^{3} x}{3}\right) \tag{B.3}
\end{align*}
$$

Integrating by parts gives

$$
\begin{equation*}
I_{2}=-\frac{4}{3} b^{3 / 2}\left[\cos ^{3} x \cdot \log (\tan x)\right]_{0}^{\pi / 2}-\int_{0}^{\pi / 2} \frac{\cos x}{\tan x} \mathrm{dx} \tag{B.4}
\end{equation*}
$$

and since

$$
\begin{align*}
& \int \frac{\cos x d x}{\tan x}=\log \left|\tan \frac{x}{2}\right|+\cos x, \\
& I_{2}=\frac{2^{1 / 2}}{3} h^{3 / 2}(\log 2-1) . \tag{B.6}
\end{align*}
$$

Lastly consider

$$
\begin{equation*}
\mathbf{I}_{3}=\int_{\mathbf{b}}^{\mathrm{h}} \mathbf{r}^{1 / 2} \log \left(1-\frac{\mathbf{b}}{\mathbf{r}}\right) \mathrm{dr} \tag{B.7}
\end{equation*}
$$

and since $b=h / 2$,

$$
\begin{equation*}
I_{3}=\int_{b}^{2 b} r^{1 / 2} \log \left(1-\frac{b}{r}\right) d r \tag{B.8}
\end{equation*}
$$

Introduce the variable $x$ defined by

$$
\begin{equation*}
r=b \sec ^{2} x ; \quad(b \leq r \leq 2 b) \tag{B.9}
\end{equation*}
$$

and equation (B.8) becomes

$$
\begin{align*}
I_{3}= & \int_{0}^{\pi / 4} b^{1 / 2} \sec x \cdot \log \left(1-\cos ^{2} x\right) 2 \operatorname{bscc}^{2} x \cdot \tan x \cdot d x \\
& =4 b^{1 / 2} \cdot b \int_{0}^{\pi / 4} \log (\sin x) \cdot \sec ^{2} x \cdot d \cdot \sec x \\
= & \frac{4}{3} b^{3 / 2}\left\{\sec ^{3} x \cdot \log (\sin x)-\log \left(\tan \left(\frac{x}{2}\right)\right)-\sec x\right\}_{0}^{\pi / 2} \tag{B.10}
\end{align*}
$$

Taking the limits indicated, it can be shown that

$$
\begin{equation*}
\mathrm{I}_{3}=-\frac{1}{3} \mathrm{~h}^{3 / 2}\left\{2 \log 2+2^{1 / 2} \log 2+2^{1 / 2} \log \tan \frac{\pi}{8}+2-2^{1 / 2}\right\} \tag{B.11}
\end{equation*}
$$

Consequently, it follows that

$$
\begin{equation*}
\int_{s_{n}}^{s_{1}} r^{-1 / 2} \log R_{i} d s=I_{1}+I_{2}+I_{3}=\frac{1}{3} h^{3 / 2}\left\{2 \log h-K_{1}\right\} \tag{13.12}
\end{equation*}
$$

where the constant $K_{1}$ is given by

$$
\begin{align*}
K_{1} & =\frac{4}{3}+2+2^{1 / 2} \log \tan \frac{\pi}{8}+2 \log 2 \\
& =3.4731772141727629253 \tag{B.13}
\end{align*}
$$

## Appendix C

In this appendix, the evaluation of equation (4.27) is considered. For $\alpha=0$ and $\gamma=-1 / 2$, we have

$$
\begin{align*}
& \eta_{i o}=\int_{0}^{h} r^{-1 / 2} \log \left(b^{2}-2 b r+r^{2}\right)^{1 / 2} d r \\
& =2 \int_{b}^{h} \log (b-r) d r^{1 / 2} \\
& =2 h^{1 / 2} \log (b-h)+2 l_{0}, \tag{C.1}
\end{align*}
$$

where

$$
\begin{equation*}
I_{0}=\int_{b}^{h} \frac{r^{1 / 2}}{b-r} d r \tag{C.2}
\end{equation*}
$$

Let $\quad r=b \sin ^{2} x$; then, $\sin x=\left(\frac{\mathrm{r}}{\mathrm{b}}\right)^{1 / 2}$ and
$r=0$ at $x=0$ and at $r=h, \quad x=\hat{x}=\arcsin \left(\frac{h}{b}\right)^{1 / 2}$. Therefore,

$$
\begin{align*}
& I_{0}=2 b^{1 / 2} \int_{0}^{\hat{x}} \frac{\sin ^{2} x}{\cos x} d x \\
& =2 b^{1 / 2} \int_{0}^{\hat{x}}\left(\frac{1-\cos ^{2} x}{\cos x}\right) d x \\
& =2 b^{1 / 2} \int_{0}^{\hat{x}}(\sec x-\cos x) d x \\
& =2 b^{1 / 2}\left[\left.\log (\sec \hat{x}+\tan \hat{x})\right|_{0} ^{\hat{x}}-\left.\sin x\right|_{0} ^{\hat{x}}\right] \\
& =2 b^{1 / 2}[\log (\sec \hat{x}+\tan \hat{x})-\sin x] . \tag{C.3}
\end{align*}
$$

Since $\quad \sec \hat{x}=\left(\frac{b}{b-h}\right)^{1 / 2}, \quad \tan \hat{x}=\left(\frac{h}{b-h}\right)^{1 / 2}$,
we have

$$
(\sec \hat{x}+\tan \hat{x})=\frac{b^{1 / 2}+h^{1 / 2}}{\sqrt{b-h}}=\left(\frac{b^{1 / 2}+h^{1 / 2}}{b^{1 / 2}-h^{1 / 2}}\right)^{1 / 2}
$$

Then,

$$
\log (\sec \hat{\mathrm{x}}+\tan \hat{\mathrm{x}})=\frac{1}{2} \log \frac{\mathrm{~b}^{1 / 2}+\mathrm{h}^{1 / 2}}{\mathrm{~b}^{1 / 2}-\mathrm{h}^{1 / 2}}
$$

and $I_{0}$ can be written

$$
\begin{align*}
& I_{0}=2 b^{1 / 2}\left\{\frac{1}{2} \log \frac{b^{1 / 2}+h^{1 / 2}}{b^{1 / 2}-h^{1 / 2}}-\frac{h^{1 / 2}}{b^{1 / 2}}\right\} \\
& =b^{1 / 2}\left\{\frac{1}{2} \log \frac{b^{1 / 2}+h^{1 / 2}}{b^{1 / 2}-h^{1 / 2}}-2 h^{1 / 2}\right\} . \tag{C.4}
\end{align*}
$$

'Thus, it follows that

$$
\begin{align*}
& \eta_{i o}=2 \mathrm{~h}^{1 / 2} \log (\mathrm{~b}-\mathrm{h})+2 \mathrm{I}_{0} \\
& =2 \mathrm{~h}^{1 / 2} \log (\mathrm{~b}-\mathrm{h})+4 \mathrm{~h}^{1 / 2}-2 \mathrm{~b}^{1 / 2} \log \left(\frac{\mathrm{~b}^{1 / 2}+\mathrm{h}^{1 / 2}}{\mathrm{~b}^{1 / 2}-\mathrm{h}^{1 / 2}}\right) . \tag{C.5}
\end{align*}
$$

Next, consider the situation $\alpha=0, \gamma=+\frac{1}{2}$, for which

$$
\begin{align*}
& \eta_{i 1}=\int_{0}^{\mathrm{h}} \mathrm{r}^{1 / 2} \log (\mathrm{~b}-\mathrm{r}) \mathrm{dr} \\
& =\frac{2}{3} \int_{0}^{\mathrm{h}} \log (\mathrm{~b}-\mathrm{r}) \mathrm{dr}^{3 / 2} \tag{C.6}
\end{align*}
$$

By. an integration by parts, it follows

$$
\begin{align*}
& \eta_{i 1}=\left.\frac{2}{3}\left[r^{3 / 2} \log (b-r)\right]\right|_{0} ^{h}+\frac{2}{3} \int_{0}^{h} \frac{r^{3 / 2}}{b-r} d r \\
& =\frac{2}{3} h^{3 / 2} \log (b-h)+\frac{2}{3} I_{1} \tag{C.7}
\end{align*}
$$

where

$$
\begin{align*}
& I_{1}=\int_{0}^{h} \frac{r^{3 / 2}}{b-r} d r=\int_{0}^{h} r^{1 / 2}\left(\frac{r}{b-r}\right) d r \\
& =b \int_{0}^{h}\left(\frac{r^{1 / 2}}{b-r}\right) d r-\int_{0}^{h} r^{1 / 2} d r \\
& =b I_{0}-\frac{2}{3} h^{3 / 2} \tag{C.8}
\end{align*}
$$

'Iherefore, we have

$$
\begin{align*}
& \mathrm{I}_{1}=\mathrm{bl} \mathrm{I}_{0}-\frac{2}{3} \mathrm{~h}^{3 / 2} \\
& =\mathrm{b}^{3 / 2}\left\{\log \frac{\mathrm{~b}^{1 / 2}+\mathrm{h}^{1 / 2}}{\mathrm{~b}^{1 / 2}-\mathrm{h}^{1 / 2}}-2 b h^{1 / 2}-\frac{2}{3} \mathrm{~h}^{3 / 2}\right\} \tag{C.9}
\end{align*}
$$

and consequently

$$
\begin{align*}
& \eta_{i 1}=\int_{0}^{h} r^{1 / 2} \log (b-r) d r \\
& =\frac{2}{3} h^{3 / 2} \log (b-h)+\frac{2}{3} I_{1} \tag{C.10}
\end{align*}
$$

## Appendix D

In this appendix, the evaluation of equation (4.32) is considered. For $\alpha=\pi$, and $\gamma=-1 / 2$, we have

$$
\begin{align*}
& \eta_{i 0}=\int_{0}^{\mathrm{h}} \mathrm{r}^{-1 / 2} \log (\mathrm{~b}+\mathrm{r}) \mathrm{dr} \\
& =2 \int_{0}^{\mathrm{h}} \log (\mathrm{~b}+\mathrm{r}) \mathrm{dr} \tag{D.1}
\end{align*}
$$

By an integration by parts, we have

$$
\begin{align*}
& \left.\eta_{i 0}=2 r^{1 / 2} \log (b+r)\right]\left.\right|_{0} ^{h}+2 \int_{0}^{h} \frac{r^{1 / 2}}{b+r} d r \\
& =2 h^{1 / 2} \log (b+h)+2 I_{2} \tag{D.2}
\end{align*}
$$

where,

$$
\begin{equation*}
I_{2}=\int_{0}^{h} \frac{r^{1 / 2}}{b+r} d r \tag{D.3}
\end{equation*}
$$

To evaluate the integral (D.3), let $r=b \tan ^{2} x$ and thus $x=\tan ^{-1}\left(\frac{r}{b}\right)^{1 / 2}$. Letteing $\hat{x}$ $=\tan ^{-1}\left(\frac{h}{b}\right)^{1 / 2}$, we have

$$
\begin{align*}
& I_{2}=\int_{0}^{\hat{x}} 2 b^{1 / 2} \tan ^{2} x \cdot d x \\
& =2 b^{1 / 2} \int_{0}^{\hat{x}}\left(\sec ^{2} x-1\right) d x \tag{D.4}
\end{align*}
$$

By integration, ,

$$
I_{2}=\left.2 b^{1 / 2}\{\tan x-x\}\right|^{\hat{\mathbf{x}}=\tan ^{-1}\left(\frac{h}{b}\right)^{1 / 2}}
$$

$$
\begin{align*}
& =2 b^{1 / 2}\left\{\frac{h^{1 / 2}}{b^{1 / 2}}-\arctan \left(\frac{h^{1 / 2}}{b^{1 / 2}}\right)\right\} \\
& =2 h^{1 / 2}-2 b^{1 / 2} \tan ^{-1}\left(\frac{h^{1 / 2}}{b^{1 / 2}}\right) \tag{D.5}
\end{align*}
$$

By substitution of $I_{2}$ into equation (D.2), we have

$$
\begin{align*}
& \eta_{i o}=2 h^{1 / 2} \log (b+h)+2 I_{2} \\
& =2 h^{1 / 2} \log (b+h)-4 h^{1 / 2}+4 b^{1 / 2} \tan ^{-1}\left(\frac{h^{1 / 2}}{b^{1 / 2}}\right) \tag{D.6}
\end{align*}
$$

Lastly for the case of $\alpha=\pi$ and $\gamma=\frac{1}{2}$, we have

$$
\begin{align*}
& \eta_{i 1}=\int_{0}^{\mathrm{h}} \mathrm{r}^{1 / 2} \log (\mathrm{~b}+\mathrm{r}) \mathrm{dr} \\
& =\frac{2}{3} \int_{0}^{\mathrm{h}} \log (\mathrm{~b}+\mathrm{r}) \mathrm{dr}^{3 / 2} \tag{D.7}
\end{align*}
$$

By an integration by parts, it follows that

$$
\begin{align*}
& \eta_{i 1}=\frac{2}{3}\left[\left.r^{3 / 2} \log (b+r)\right|_{0} ^{h}+\frac{2}{3} \int_{0}^{h} \frac{r^{3 / 2}}{b+r} d r\right] \\
& =\frac{2}{3} h^{3 / 2} \log (b+h)+\frac{2}{3} I_{3} \tag{D.8}
\end{align*}
$$

where

$$
\begin{equation*}
I_{3}=\int_{0}^{h} \frac{r^{3 / 2}}{b+r} d r \tag{D.9}
\end{equation*}
$$

'This integral can be evaluated as follows:

$$
I_{3}=\int_{0}^{h} r^{1 / 2}\left(\frac{r}{b+r}\right) d r
$$

$$
\begin{align*}
& =\int_{0}^{h} r^{1 / 2}\left(1-\frac{b}{b+r}\right) d r, \\
& =\frac{2}{3} h^{3 / 2} \prod_{0}^{h}-b I_{2}, \tag{D.10}
\end{align*}
$$

where $I_{2}=\int_{0}^{h} \frac{r^{1 / 2}}{b+r} d r$ is known from equation (D.5). Thus, we have

$$
\begin{align*}
& I_{3}=\frac{2}{3} h^{3 / 2}-b\left[2 h^{1 / 2}-2 b^{1 / 2} \tan ^{-1}\left(\frac{h}{b}\right)^{1 / 2}\right] \\
& =\frac{2}{3} h^{3 / 2}-2 b h^{1 / 2}+2 b^{3 / 2} \tan ^{-1}\left(\frac{h}{b}\right)^{1 / 2} \tag{D.11}
\end{align*}
$$

Substituting this result into the equation (D.8), we have

$$
\begin{align*}
& \eta_{i 1}=\int_{0}^{h} r^{1 / 2} \log (b+r) d r \\
& =\frac{2}{3} h^{3 / 2} \log (b+h)-\frac{2}{3} I_{3} \\
& =\frac{2}{3} h^{3 / 2} \log (b+h)-\frac{2}{3} h^{3 / 2}+2 h^{1 / 2} b-2 b^{3 / 2} \tan ^{-1}\left(\frac{h}{b}\right)^{1 / 2} . \tag{D.12}
\end{align*}
$$

In this appendix, the analytical formula for the integral in equation (4.41) is derived. We have for $\xi=\mathrm{b} \cos \alpha, \eta=\mathrm{b} \sin \alpha$

$$
\begin{equation*}
\mathrm{J}_{1 / 2}(\alpha)=\int_{0}^{\mathrm{x}} \frac{\mathrm{t}^{1 / 2}}{(\xi-\mathrm{t})^{2}+\eta^{2}} \mathrm{dt} \tag{E.1}
\end{equation*}
$$

where the subscript $1 / 2$ is a convenient notation associated with the power of $t$ in the numerator. By multiplying a common factor ( $\eta \mathrm{t}^{1 / 2}$ ) through both numerator and denominator, we have

$$
\begin{align*}
& \mathrm{J}_{1 / 2}(\alpha)=\int_{0}^{\mathrm{x}} \frac{\eta \mathrm{t} \cdot \mathrm{dt}}{\left(\eta \mathrm{t}^{1 / 2}\right)\left[(\xi-\mathrm{t})^{2}+\eta^{2}\right]} \\
& =\mathrm{I}_{\mathrm{m}} \int_{0}^{\mathrm{x}}\left(\frac{-1}{\eta \mathrm{t}^{1 / 2}}\right) \frac{(-\mathrm{i} \eta \mathrm{t})}{[(\xi-\mathrm{t})+\mathrm{i} \eta][(\xi-\mathrm{t})-\mathrm{i} \eta]} \mathrm{dt} . \tag{E.2}
\end{align*}
$$

where $I_{m}$ denotes the imaginary part. By adding a real term and then making simplifications it can be shown that

$$
\begin{align*}
& \mathrm{J}_{1 / 2}(\alpha)=-\mathrm{I}_{\mathrm{m}} \int_{0}^{\mathrm{x}}\left(\frac{1}{\eta \mathrm{t}^{1 / 2}}\right) \frac{\left.\left(\xi(\xi-\mathrm{t})+\eta^{2}\right)-\mathrm{i} \eta \mathrm{t}\right)}{[(\xi-\mathrm{t})+\mathrm{i} \eta][(\xi-\mathrm{t})-\mathrm{i} \eta]} \mathrm{dt} \\
& =-\mathrm{I}_{\mathrm{m}} \int_{0}^{\mathrm{x}}\left(\frac{1}{\eta \mathrm{t}^{1 / 2}}\right) \frac{(\xi+\mathrm{i} \eta)[(\xi-\mathrm{t})-\mathrm{i} \eta]}{[(\xi-\mathrm{t})+\mathrm{i} \eta][(\xi-\mathrm{t})-\mathrm{i} \eta]} \mathrm{dt} \\
& =-\mathrm{I}_{\mathrm{m}} \int_{0}^{\mathrm{x}}\left(\frac{1}{\eta \mathrm{t}^{1 / 2}}\right) \frac{\xi+\mathrm{i} \eta}{\xi+\mathrm{i} \eta-\mathrm{t}} \mathrm{dt} . \tag{E.3}
\end{align*}
$$

To evaluate the integral first define $\tau=\xi+\mathrm{i} \eta$ and equation (3) becomes

$$
\mathrm{J}_{1 / 2}(\alpha)=\mathrm{I}_{\mathrm{m}}\left\{\int_{0}^{\mathrm{x}}\left(-\frac{1}{\eta \mathrm{t}^{1 / 2}}\right)\left(\frac{\tau}{\tau-\mathrm{t}}\right) \mathrm{dt}\right\}
$$

$$
\begin{align*}
& =I_{m}\left\{\int_{0}^{\mathrm{x}}-\frac{1}{2 t^{1 / 2}} \frac{\tau^{1 / 2}}{\eta}\left[\frac{1}{\tau^{1 / 2}-t^{1 / 2}}+\frac{1}{\tau^{1 / 2}+t^{1 / 2}} \mathrm{dt}\right\}\right. \\
& =I_{m}\left\{\frac{\tau^{1 / 2}}{\eta} \int_{0}^{\mathrm{x}}\left[\frac{1}{\tau^{1 / 2}-\mathrm{t}^{1 / 2}}\left(-\frac{1}{2 \mathrm{t}^{1 / 2}}\right)-\frac{1}{\tau^{1 / 2}+\mathrm{t}^{1 / 2}} \frac{1}{2 \mathrm{t}^{1 / 2}}\right] \mathrm{dt}\right\} \\
& =I_{m}\left\{\left.\frac{\tau^{1 / 2}}{\eta}\left(\ln \left(\tau^{1 / 2}-\mathrm{t}^{1 / 2}\right)-\ln \left(\tau^{1 / 2}+\mathrm{t}^{1 / 2}\right)\right)\right|_{0} ^{\mathrm{x}}\right\} \\
& =\mathrm{I}_{\mathrm{m}}\left\{\frac{\tau^{1 / 2}}{\eta}\left[\ln \frac{\tau^{1 / 2}-\mathrm{x}^{1 / 2} 1}{\tau^{1 / 2}+\mathrm{x}^{1 / 2}}\right]\right\} \tag{E.4}
\end{align*}
$$

The result may be writen in real form by first recalling that

$$
\tau=\xi+\mathrm{i} \eta=\mathrm{b} \cos \alpha+\mathrm{ib} \sin \alpha=\mathrm{b} \mathrm{e}^{\mathrm{i} \alpha}
$$

'Therefore

$$
\begin{align*}
& J_{1 / 2}(\alpha)=I_{m}\left\{\frac{\tau^{1 / 2}}{\eta} \ln \left(\frac{\tau^{1 / 2}-x^{1 / 2}}{\tau^{1 / 2}+\mathrm{x}^{1 / 2}}\right)\right\} \\
& =I_{m}\left\{\frac{\tau^{1 / 2}}{\eta} \ln \left(\frac{i\left(b^{1 / 2} \cos (\alpha / 2)+i b^{1 / 2} \sin (\alpha / 2)-x^{1 / 2}\right)}{i\left(b^{1 / 2} \cos (\alpha / 2)+i b^{1 / 2} \sin (\alpha / 2)+x^{1 / 2}\right)}\right)\right\} \\
& =I_{m}\left\{\frac { \tau ^ { 1 / 2 } } { \eta } \left[\operatorname { l n } \left(b^{1 / 2} \sin (\alpha / 2)+i\left(b^{1 / 2} \cos (\alpha / 2)-x^{1 / 2}\right)\right.\right.\right. \\
& -\ln \left(-b^{1 / 2} \sin (\alpha / 2)+i\left(b^{1 / 2} \cos (\alpha / 2)+x^{1 / 2}\right)\right\} \\
& =I_{m}\left\{\frac { \tau ^ { 1 / 2 } } { \eta } \left[\log \left(\frac{b-2 \cos (\alpha / 2) b^{1 / 2} x^{1 / 2}+x}{b+2 \cos (\alpha / 2) b^{1 / 2} x^{1 / 2}+x}\right)^{1 / 2}\right.\right. \\
& \left.+i\left[\tan ^{-1}\left(\frac{x^{1 / 2}+b^{1 / 2} \cos (\alpha / 2)}{b^{1 / 2} \sin (\alpha / 2)}\right)-\tan \left(\frac{b^{1 / 2} \cos (\alpha / 2)-x^{1 / 2}}{b^{1 / 2} \sin (\alpha / 2)}\right)\right]\right\} . \tag{E.5}
\end{align*}
$$

Now, we define the following real functions:
$\mathrm{J}_{\mathrm{L}}(\alpha)+\mathrm{i} \mathrm{J}_{\mathrm{T}}(\alpha)$

$$
\begin{align*}
& \mathrm{J}_{\mathrm{L}}(\alpha)=\frac{1}{2} \log \left(\frac{\mathrm{~b}-2 \cos (\alpha / 2) \mathrm{b}^{1 / 2} \mathrm{x}^{1 / 2}+\mathrm{x}}{\mathrm{~b}+2 \cos (\alpha / 2) \mathrm{b}^{1 / 2} \mathrm{x}^{1 / 2}+\mathrm{x}}\right)  \tag{E.6}\\
& \mathrm{J}_{\mathrm{T}}(\alpha)=\tan ^{-1}\left(\frac{\mathrm{x}^{1 / 2}+\mathrm{b}^{1 / 2} \cos (\alpha / 2)}{\mathrm{b}^{1 / 2} \sin (\alpha / 2)}\right)-\tan \left(\frac{\mathrm{b}^{1 / 2} \cos (\alpha / 2)-\mathrm{x}^{1 / 2}}{\mathrm{~b}^{1 / 2} \sin (\alpha / 2)}\right) \cdot(\text { E.7) }
\end{align*}
$$

equation (E.5) can be writen according to

$$
\begin{align*}
& \mathrm{J}_{1 / 2}(\alpha)=\mathrm{I}_{\mathrm{m}}\left\{\frac{\tau^{1 / 2}}{\eta}\left(\mathrm{~J}_{\mathrm{L}}(\alpha)+\mathrm{i} \mathrm{~J}_{\mathrm{T}}(\alpha)\right)\right\} \\
& =\mathrm{I}_{\mathrm{m}}\left\{\frac{\mathrm{~b}^{1 / 2} \mathrm{e}^{i \alpha / 2}}{\mathrm{~b} \sin \alpha}\left(\mathrm{~J}_{\mathrm{L}}(\alpha)+\mathrm{i} \mathrm{~J}_{\mathrm{T}}(\alpha)\right)\right\} \\
& =\frac{1}{\mathrm{~b}^{1 / 2} \sin \alpha}\left(\cos \frac{\alpha}{2} \mathrm{~J}_{\mathrm{L}}(\alpha)+\sin \frac{\alpha}{2} \mathrm{~J}_{\mathrm{T}}(\alpha)\right) \tag{E.8}
\end{align*}
$$

## Appendix $F$

In this appendix, the analytical formulae for the integrals (4.47) and (4.49) are derived based on the results obtained in Appendix E. We define integrals $\mathrm{J}_{3 / 2}(\alpha)$ and $J_{5 / 2}(\alpha)$ as follows:

$$
\begin{align*}
& \mathrm{J}_{3 / 2}(\alpha)=\int_{0}^{\mathrm{x}} \frac{\mathrm{t}^{3 / 2}}{(\xi-\mathrm{t})^{2}+\eta^{2}} \mathrm{dt}  \tag{F.1}\\
& \mathrm{~J}_{5 / 2}(\alpha)=\int_{0}^{\mathrm{x}} \frac{\mathrm{t}^{5 / 2}}{(\xi-\mathrm{t})^{2}+\eta^{2}} \mathrm{dt} \tag{F.2}
\end{align*}
$$

Again, the subscript $3 / 2$ or $5 / 2$ is just a notation corresponding to the power of $t$ in the numerator. Beginning with the equation (F.1) and using the same method as in Appendix E,

$$
\begin{align*}
& \mathrm{J}_{3 / 2}(\alpha)=\int_{0}^{\mathrm{x}} \frac{\mathrm{t}^{3 / 2}}{(\mathrm{t}-\xi)^{2}+\eta^{2}} \mathrm{dt}=\int_{0}^{\mathrm{x}} \mathrm{t}^{1 / 2} \frac{\mathrm{t}}{(\mathrm{t}-\xi)^{2}+\eta^{2}} \mathrm{dt} \\
& =\int_{0}^{\mathrm{x}} \frac{\mathrm{t}^{1 / 2}}{\eta} \cdot \frac{\eta \mathrm{t}}{[(\xi-\mathrm{t})+\mathrm{i} \eta][(\xi-\mathrm{t})-\mathrm{i} \eta]} \mathrm{dt} \\
& =-\mathrm{I}_{\mathrm{m}} \int_{0}^{\mathrm{x}}\left(\frac{\mathrm{t}^{1 / 2}}{\eta}\right) \frac{-\mathrm{i} \eta \mathrm{t}}{[(\xi-\mathrm{t})+\mathrm{i} \eta][(\xi-\mathrm{t})-\mathrm{i} \eta]} \mathrm{dt} \\
& =\mathrm{I}_{\mathrm{m}} \int_{0}^{\mathrm{x}}\left(-\frac{\mathrm{t}^{1 / 2}}{\eta}\right) \frac{\xi+\mathrm{i} \eta}{\xi+\mathrm{i} \eta-\mathrm{t}} \mathrm{dt} \tag{F.3}
\end{align*}
$$

To evaluate this integral, let $\tau=\xi+\mathrm{i} \eta$ and then

$$
\begin{aligned}
& \mathrm{J}_{3 / 2}(\alpha)=\mathrm{I}_{\mathrm{m}} \int_{0}^{\mathrm{x}}\left(-\frac{\mathrm{t}^{1 / 2}}{\eta}\right) \frac{\tau}{\tau-\mathrm{t}} \mathrm{dt} \\
& =\mathrm{I}_{\mathrm{m}} \int_{0}^{\mathrm{x}}\left(-\frac{\tau}{\eta \mathrm{t}^{1 / 2}}\right) \frac{\mathrm{t}}{\tau-\mathrm{t}} \mathrm{dt}
\end{aligned}
$$

$$
\begin{align*}
& =\mathrm{I}_{\mathrm{m}} \int_{0}^{\mathrm{x}}\left(-\frac{\tau}{\eta \mathrm{t}^{1 / 2}}\right) \frac{\tau-(\tau-\mathrm{t})}{\tau-\mathrm{t}} \mathrm{dt} \\
& =\mathrm{I}_{\mathrm{m}}\left\{\int_{0}^{\mathrm{x}}\left(-\frac{\tau}{\eta \mathrm{t}^{1 / 2}}\right) \frac{\tau}{\tau-\mathrm{t}} \mathrm{dt}+\int_{0}^{\mathrm{x}}\left(\frac{\tau}{\eta \mathrm{t}^{1 / 2}}\right) \mathrm{dt}\right\} \tag{F.4}
\end{align*}
$$

Denoting the two integrals as $J_{1}$ and $J_{2}$ according to

$$
\begin{align*}
& \mathrm{J}_{1}=\tau \int_{0}^{\mathrm{x}}\left(-\frac{1}{\eta \mathrm{t}^{1 / 2}}\right) \frac{\tau}{\tau-\mathrm{t}} \mathrm{dt}=\tau \mathrm{J}_{1 / 2}(\alpha) \\
& =\frac{\tau^{3 / 2}}{\eta} \ln \left(\frac{\tau^{1 / 2}-\mathrm{x}^{1 / 2}}{\tau^{1 / 2}+\mathrm{x}^{1 / 2}}\right)  \tag{F.5}\\
& \mathrm{J}_{2}=\int_{0}^{\mathrm{x}} \frac{\tau}{\eta \mathrm{t}^{1 / 2}} \mathrm{dt}=2 \mathrm{x}^{1 / 2} \frac{\tau}{\eta} . \tag{F.6}
\end{align*}
$$

It follows that

$$
\begin{align*}
& \mathrm{J}_{3 / 2}(\alpha)=\int_{0}^{\mathrm{x}} \frac{\mathrm{t}^{3 / 2}}{(\mathrm{t}-\xi)^{2}+\eta^{2}} \mathrm{dt} \\
& =\mathrm{I}_{\mathrm{II}}\left\{\frac{\tau^{3 / 2}}{\eta} \ln \left(\frac{\tau^{1 / 2}-\mathrm{x}^{1 / 2}}{\tau^{1 / 2}+\mathrm{x}^{1 / 2}}\right)+2 \mathrm{x}^{1 / 2} \frac{\tau}{\eta}\right\} \tag{F.7}
\end{align*}
$$

In a similar manner,

$$
\begin{aligned}
& \mathrm{J}_{5 / 2}(\alpha)=\int_{0}^{\mathrm{x}} \frac{\mathrm{t}^{5 / 2}}{(\xi-\mathrm{t})^{2}+\eta^{2}} \mathrm{dt}=\int_{0}^{\mathrm{x}} \mathrm{t}^{3 / 2} \frac{\mathrm{t}}{(\mathrm{t}-\xi)^{2}+\eta^{2}} \mathrm{dt} \\
& =\mathrm{I}_{\mathrm{m}} \int_{0}^{\mathrm{x}}\left(-\frac{\mathrm{t}^{3 / 2}}{\eta}\right) \cdot\left(\frac{\tau}{\tau-\mathrm{t}}\right) \mathrm{dt} \\
& =\mathrm{I}_{\mathrm{m}} \int_{0}^{\mathrm{x}}\left(-\frac{\mathrm{t} \tau}{\eta \mathrm{t}^{1 / 2}}\right)\left(\frac{\mathrm{t}}{\tau-\mathrm{t}}\right) \mathrm{dt} \\
& =\mathrm{I}_{\mathrm{m}}\left\{\int_{0}^{\mathrm{x}}\left(-\frac{\mathrm{t} \tau}{\eta \mathrm{t}^{1 / 2}}\right)\left(\frac{\tau-(\tau-\mathrm{t})}{\tau-\mathrm{t}}\right) \mathrm{dt}\right.
\end{aligned}
$$

$$
\begin{align*}
& =\mathrm{I}_{\mathrm{m}}\left\{\int_{0}^{\mathrm{x}}\left(-\frac{\mathrm{t} \tau}{\eta \mathrm{t}^{1 / 2}}\right)\left(\frac{\tau}{\tau-\mathrm{t}}\right) \mathrm{dt}+\int_{0}^{\mathrm{x}}\left(\frac{\mathrm{t} \tau}{\eta \mathrm{t}^{1 / 2}}\right) \mathrm{dt}\right\} \\
& =\mathrm{I}_{\mathrm{m}}\left\{\int_{0}^{\mathrm{x}}\left(-\frac{\tau^{2}}{\eta \mathrm{t}^{1 / 2}}\right)\left(\frac{\mathrm{t}}{\tau-\mathrm{t}}\right) \mathrm{dt}+\int_{0}^{\mathrm{x}}\left(\frac{\mathrm{t}^{2} \tau}{\eta}\right) \mathrm{dt}\right\} \\
& =\mathrm{I}_{\mathrm{m}}\left\{\int_{0}^{\mathrm{x}}\left(-\frac{\tau^{2}}{\eta \mathrm{t}^{1 / 2}}\right)\left(\frac{\tau-(\tau-\mathrm{t})}{\tau-\mathrm{t}}\right) \mathrm{dt}+\frac{2}{3} \frac{\tau}{\eta} \mathrm{x}^{3 / 2} \mathrm{dt}\right\} \\
& =\mathrm{I}_{\mathrm{m}}\left\{\int_{0}^{\mathrm{x}}\left(-\frac{\tau^{2}}{\eta \mathrm{t}^{1 / 2}}\right)\left(\frac{\tau}{\tau-\mathrm{t}}-1\right) \mathrm{dt}+\frac{2}{3} \frac{\tau}{\eta} \mathrm{x}^{3 / 2} \mathrm{dt}\right\} \\
& =\mathrm{I}_{\mathrm{m}}\left(\mathrm{~J}_{3}+\mathrm{J}_{4}+\mathrm{J}_{5}\right) \tag{F.8}
\end{align*}
$$

where $\mathrm{J}_{3}, \mathrm{~J}_{4}$ and $\mathrm{J}_{5}$ are defined as follows:

$$
\begin{align*}
& \mathrm{J}_{3}=\int_{0}^{\mathrm{x}}\left(-\frac{\tau^{3}}{\eta \mathrm{t}^{1 / 2}}\right) \frac{1}{\tau-\mathrm{t}} \mathrm{dt} \\
& =\frac{\tau^{5 / 2}}{\eta} \ln \left(\frac{\tau^{1 / 2}-\mathrm{x}^{1 / 2}}{\tau^{1 / 2}+\mathrm{x}^{1 / 2}}\right)  \tag{F.9}\\
& \mathrm{J}_{4}=\int_{0}^{\mathrm{x}} \frac{\tau^{2}}{\eta \mathrm{t}^{1 / 2}} \mathrm{dt}=2 \mathrm{x}^{1 / 2} \frac{\tau^{2}}{\eta}  \tag{F.10}\\
& \mathrm{~J}_{5}=\frac{2}{3} \mathrm{x}^{3 / 2} \frac{\tau}{\eta} \tag{F.1i}
\end{align*}
$$

Finally, we have the analytic form for the integral is

$$
\begin{align*}
& \mathrm{J}_{5 / 2}(\alpha)=\int_{0}^{\mathrm{x}} \frac{\mathrm{t}^{5 / 2}}{(\mathrm{t}-\xi)^{2}+\eta^{2}} \mathrm{dt}=\mathrm{I}_{\mathrm{m}}\left(\mathrm{~J}_{3}+\mathrm{J}_{4}+\mathrm{J}_{5}\right) \\
& =\frac{\tau^{5 / 2}}{\eta} \ln \left(\frac{\tau^{1 / 2}-\mathrm{x}^{1 / 2}}{\tau^{1 / 2}+\mathrm{x}^{1 / 2}}\right)+2 \mathrm{x}^{1 / 2} \frac{\tau^{2}}{\eta}+\frac{2}{3} \mathrm{x}^{3 / 2} \frac{\tau}{\eta} \tag{F.12}
\end{align*}
$$
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