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## ABSTRACT

The most well known algorithm for decoding BCH codes is the BerlekampMassey iterative algorithm. The Berlekamp-Massey iterative algorithm can also be used to solve the realization problem in systems. There are two other algorithms that can be used to decode BCH codes and in solving systems problems. First, the Minimal Partial Realization (MPR) algorithm is designed to solve all types of realization problems and decode BCH codes as well. Second, the Fundamental Iterative Algorithm (FIA) is a more general algorithm than the Berlekamp-Massey iterative algorithm and MPR algorithms and thus the FIA has some additional capabilities. The different versions of the Minimal Partial Realization algorithm are discussed. The relationship between Conan's Minimal Partial Realization algorithm and the Fundamental Iterative Algorithm is shown.

## Chapter I - Introduction

The development of today's communications systems is attributed, among others things, to the use of codes. Codes are being used mainly in order to avoid erroneous transmission, or to achieve secure transmission. Different techniques have been developed for encoding and decoding codes.

One class of codes used extensively in communication systems is the BCH codes. After their discovery in 1960, algorithms were proposed for decoding these codes. The most effective algorithm for this purpose is the Berlekamp-Massey iterative algorithm $[1,2]$ which was introduced in 1968. Because of its effectiveness, the same algorithm was used to solve the realization in the control systems area.

An alternative algorithm designed for solving the realization problem in control systems was presented in 1966 by Ho and Kalman [3]. This algorithm is known as the Minimal Partial Realization (MPR) algorithm. In 1971, Rissanen [4] presented an improved version of the MPR algorithm. Generalized versions of the MPR algorithm were presented in 1974 by Dickinson, Morf and Kailath [5] and in 1980 by Conan [6]. Finally, in 1984 Conan [7] presented an effective and easily implemented MPR algorithm, that can be as effective as the Berlekamp-Massey algorithm in control systems applications. This algorithm can be used as an alternative to Berlekamp-Massey algorithm even for BCH codes decoding.

A basic algorithm was introduced in 1984 by Feng and Tzeng [8], named as the Fundamental Iterative Algorithm (FIA). This algorithm is more general than the Berlekamp-Massey algorithm since it can make use of multiple syndrome sequences for decoding cyclic codes.

This thesis includes in Chapter II a review of the background material needed for describing the algorithms used in BCH decoding as well as in systems problem solving. Section one is devoted to error-control coding, including reviews of linear and cyclic codes. It also describes the BCH codes and their decoding problem. Section two introduces the reader to algebraic theory for linear systems. It also includes the necessary definitions and states the problem that needs to be solved.

Chapter III describes the algorithms that can be used effectively for BCH decoding as well as system problem solving. It includes, among others, the Berlekamp-Massey algorithm, the Ho and Kalman algorithm, the Rissanen algorithm, the Conan algorithm. and finally the Fundamental (or Feng-Tzeng) Iterative Algorithm.

Chapter IV presents the relationship between the Minimal-PartialRealization algorithm developed by Conan and the Fundamental Iterative Algorithm. In particular, Conan's algorithm is derived from the more general Fundamental Iterative Algorithm.

Finally, Chapter V contains the concluding remarks and proposes problems for further research.

## Chapter II - Preliminaries

In this chapter we present some preliminary concepts that are needed to discuss the decoding algorithms or the system solving algorithms. We start with the discussion of error-detecting and error-correcting codes, with some emphasis on BCH codes. The encoding of codes will be presented. In addition, the decoding problem will be stated. The decoding algorithms will be presented in another chapter.

The second half of this chapter is a discussion of the algebraic theory of linear systems. We present the problem in the broad area of linear system theory as well as in the more specific realization theory.

## II. 1 Fundamentals of coding

In digital communication systems there is a need to be able to detect and/or correct any errors introduced due to noise in the channel. For this reason error-detection and error-correction codes were developed.
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## II.1.1. Block Codes

Block codes are widely used in today's communications. Of these codes we restrict our attention to a subclass of block codes, the linear block codes. An ( $\mathrm{n}, \mathrm{k}$ ) linear block code is defined as a k -dimensional subspace of the vector space of all the $n$-tuples over the field $G F(q)$ if and only if it is formed by $q^{k}$ codewords and has a length $n$.

Since an ( $\mathrm{n}, \mathrm{k}$ ) linear code is a k -dimensional subspace of the vector space, it is possible to find $k$ linearly independent codewords such that they form a $k \times n$ matrix that operates all codewords and call it the generator matrix $G$. If $G$ is of the form $\left(\mathrm{P}_{\mathrm{k}}\right)$ then it is said to be in systematic form. From $G$ we can obtain the parity check matrix $H=\left(\mathrm{I}_{\mathrm{n}-\mathrm{k}}, \mathrm{P}^{\top}\right) . \quad G$ and $H$ are related with the property $\mathrm{G} \cdot \mathrm{H}^{\top}=0$.

In order to determine the random-error-detecting and random-errorcorrecting capabilities of a code we introduce the minimum distance. First, we define the Hamming weight of $v$ or $w(v)$ as the number of nonzero components of v. The Hamming distance between the codewords $v$ and $w$, denoted $\mathrm{d}(v, w)$, is defined as the number of places they differ.

Also from the definition of the Hamming distance and the definition of modulo-2 addition we conclude that the Hamming distance between $v$ and $w$ is equal to the Hamming weight of the sum $v$ and $w$, that is $\mathrm{d}(v, w)=w(v+w)$. The minimum distance of a code $C$, denoted $\mathrm{d}_{\text {min }}$ is defined as

$$
\mathrm{d}_{\min }=\min \{\mathrm{d}(v . w): v . w \in C, v \neq w\} .
$$

Consequently, the minimum distance of a linear code is equal to the minimum weight of the nonzero codewords $\left(\mathrm{d}_{\text {min }}=\mathrm{w}_{\text {min }}\right)$.

The random-error-detecting and random-error-correcting capabilities of a linear block code can be stated as follows.

A linear block code with minimum distance $\mathrm{d}_{\text {min }}$ guarantees detecting all error patterns of $\mathrm{d}_{\text {min }}{ }^{-1}$ or fewer errors. It is possible that the code can detect more errors for certain patterns. The same code guarantees correcting all error patterns of $t=\left[\left(d_{\min }-1\right) / 2\right] \quad(t$ is always integer) or fewer errors. Certain error patterns of $t+1$ or more errors can be corrected under special conditions.

### 11.1.2. Cyclic Codes

Cyclic codes are an important subclass of linear codes. These codes are attractive for two reasons: first, encoding and syndrome computation can be implemented by employing shift registers; and second, they have such an algebraic structure that allows us to find many practical methods for decoding theory.

A linear code $C$ is cyclic if every cyclic shift of a code vector in $C$ is also a vector in $($. The most important property of the cyclic codes is that, if $g(x)$ is a polynomial of degree $n-k$ and is a factor of $x^{n}-1$, then $g(x)$ generates an $(n, k)$ cyclic code. The parity check polynomial $h(x)$ is obtained by $h(x)=\left(x^{n}-1\right) / g(x)$. The generator and parity check matrices are of the following form:
$\mathrm{G}=\left[\begin{array}{cccccccc}\mathrm{g}_{0} & \mathrm{~g}_{1} & \cdots & \mathrm{~g}_{n-k} & 0 & 0 & \cdots & 0 \\ 0 & \mathrm{~g}_{0} & \cdots & \mathrm{~g}_{n-k-1} & \mathrm{~g}_{n-k} & 0 & \cdots & 0 \\ \vdots & \vdots & & \vdots & \vdots & \vdots & & \vdots \\ 0 & 0 & & \mathrm{~g}_{1} & \mathrm{~g}_{2} & \mathrm{~g}_{3} & & 0 \\ 0 & 0 & \cdots & \mathrm{~g}_{0} & \mathrm{~g}_{1} & \mathrm{~g}_{2} & \cdots & \mathrm{~g}_{n-k}\end{array}\right]$

$$
H=\left[\begin{array}{cccccccc}
\mathrm{h}_{k} & \mathrm{~h}_{k-1} & \cdots & \mathrm{~h}_{0} & 0 & 0 & \cdots & 0 \\
0 & \mathrm{~h}_{k} & \cdots & \mathrm{~h}_{1} & \mathrm{~h}_{0} & 0 & \cdots & 0 \\
\vdots & \vdots & & \vdots & \vdots & & & \vdots \\
0 & 0 & & \mathrm{~h}_{k} & \mathrm{~h}_{k-1} & \mathrm{~h}_{k-2} & \cdots & 0 \\
0 & 0 & \cdots & 0 & \mathrm{~h}_{k} & \mathrm{~h}_{k-1} & \cdots & \mathrm{~h}_{0}
\end{array}\right]
$$

## II.1.3. BCH Codes

An impertant subclass of cyclic codes are the BCH codes. In order to define these codes, let $\beta$ be an element of $\operatorname{GF}\left(\mathrm{q}^{\mathrm{m}}\right)$, and $l_{0}$ any nonnegative integer, then a polynomial $g(X)$ of minimum degree which has as roots the following consecutive powers of $\beta$ :

$$
\beta^{l_{0}}, \beta^{l_{0}+1}, \cdots, \beta^{l_{0}+d_{0}-2}
$$

can generate a code of distance $\geq d_{0}$.
Then $g(x)$ is given by:

$$
\mathrm{g}(\mathrm{X})=\operatorname{LCM}\left\{\Psi_{0}(\mathrm{X}), \Psi_{1}(\mathrm{X}), \cdots, \Psi_{d_{0}-2}(\mathrm{X})\right\}
$$

where $\Psi_{i}(\mathrm{x})$ is the minimum polynomial for any $i$ such that $0 \leq i \leq \mathrm{d}_{0}-1$.
Also the length of the code is

$$
\mathrm{n}=\operatorname{LCM}\left\{\mathrm{n}_{0}, \mathrm{n}_{1}, \cdots, \mathrm{n}_{\mathrm{d}_{0}-2}\right\}
$$

where $n_{i}$ is the order of $\beta^{l_{0}+i}$ for any $i: 0 \leq i \leq \mathrm{d}_{0}-1$. The number of parity checks of such a code is: $n-k \leq m\left(d_{0}-1\right)$. The minimum distance $d_{\text {min }}$ of this code is at least $d_{0}$. The code is thus capable of correcting up to $t$ errors $\left\{t=\left[\left(\mathrm{d}_{0}{ }^{-}\right.\right.\right.$ 1)/2] \}. If we let $l_{0}=1, d_{0}=2 \mathrm{t}+1$ and $\beta$ be a primitive element then the BCH code is called primitive.

The decoding procedure of a BCH code like the one mentioned above is
described as follows. When the encoder transmits a BCH codeword

$$
v(X)=v_{0}+v_{1} X+\cdots+v_{n-1} X^{n-1}
$$

and the received codeword is

$$
r(X)=r_{0}+r_{1} X+r_{2} X^{2}+\cdots+r_{n-1} X^{n-1}
$$

If the error pattern is $e(X)$ then

$$
r(X)=v(X)+e(X)
$$



The first step of decoding is to find the syndrome $S$ from the vector $r(X)$.
The syndrome is given as

$$
\mathrm{S}=\left(\mathrm{S}_{1}, \mathrm{~S}_{2}, \cdots, \mathrm{~S}_{2 t}\right)=\mathrm{r} \cdot \mathrm{H}^{\top}
$$

The next step is to find the error-locator polynomial $\sigma(\mathrm{x})$ from the components of the syndrome $S$. In order to find the error location we define the error-locator polynomial as

$$
\begin{aligned}
\sigma(\mathrm{X}) & =\left(1+\beta_{1} \mathrm{X}\right)\left(1+\beta_{2} \mathrm{X}^{2}\right) \cdots\left(1+\beta_{l} \mathrm{X}^{l}\right) \\
& =\sigma_{0}+\sigma_{1} \mathrm{X}+\sigma_{2} \mathrm{X}^{2}+\cdots+\sigma_{l} \mathrm{X}^{l}
\end{aligned}
$$

when

$$
\begin{array}{cc}
\mathrm{S}_{1}=\beta_{1}+\beta_{2}+\cdots+\beta_{l} \\
\mathrm{~S}_{2}=\beta_{1}^{2}+\beta_{2}^{2}+\cdots+\beta_{l}^{2} \\
\vdots & \vdots \\
\mathrm{~S}_{2 t}=\beta_{1}^{2 t}+\beta_{2}^{2 t}+\cdots+\beta_{l}^{2 t}
\end{array}
$$

The problem is reduced to solving the Newton's identities.

$$
\begin{gathered}
\mathrm{S}_{1}+\sigma_{1}=0 \\
\mathrm{~S}_{2}+\sigma_{1} \mathrm{~S}_{1}+2 \sigma_{2}=0 \\
\mathrm{~S}_{3}+\sigma_{1} \mathrm{~S}_{2}+\sigma_{2} \mathrm{~S}_{1}+3 \sigma_{3}=0 \quad \text { (binary case only) } \\
\vdots \\
\mathrm{S}_{l}+\sigma_{1} \mathrm{~S}_{l-1}+\cdots+\sigma_{l-1} \mathrm{~S}_{1}+l \sigma_{l}=0 \\
\mathrm{~S}_{l+1}+\sigma_{1} \mathrm{~S}_{l}+\cdots+\sigma_{l-1} \mathrm{~S}_{2}+\sigma_{l} \mathrm{~S}_{1}=0 \\
-8-
\end{gathered}
$$

or

$$
\mathrm{S}_{k}=-\sum_{j=1}^{l} \sigma_{j} \mathrm{~S}_{k-j} \quad \text { for } \mathrm{k}=l+1, l+2 \cdot \cdots \quad \text { (nonbinary case) }
$$

Ways to find the error locator polynomial are extensively discussed in the next chapter. The last step to BCH decoding is to determine the numbers $\beta_{1}, \beta_{2}, \cdots, \beta_{l}$ by finding the roots of $\sigma(X)$ and correct the error in $r(X)$. This method is called the Chien search, and it is apllicable for the binary case only. For the nonbinary case we find the Forney error magnitudes. We let

$$
\begin{aligned}
\mathrm{Z}(\mathrm{X})=\sigma_{0}+\left(\mathrm{S}_{1}+\sigma_{1}\right) \mathrm{X}+\left(\mathrm{S}_{2}+\sigma_{1} \mathrm{~S}_{1}\right. & \left.+\sigma_{2}\right) \mathrm{X}^{2}+\cdots \\
& +\left(\mathrm{S}_{l}+\sigma_{1} \mathrm{~S}_{l-1}+\sigma_{2} \mathrm{~S}_{l-2}+\cdots+\sigma_{l}\right) \mathrm{X}^{l}
\end{aligned}
$$

Then the error magnitude at location $\beta_{\nu}$ is:

$$
\mathrm{e}_{\nu}=\frac{\mathrm{Z}\left(\beta_{\nu}^{-1}\right)}{\prod_{\substack{i=1 \\ i \neq \nu}}^{l}\left(1+\beta_{i} \beta_{\nu}^{-1}\right)}
$$

This concludes the decoding process.

### 11.2.1. Algebraic theory in linear systems

In the earlier days of science, systems work was concerned with problem formulation. In 1945-55 Guillemin gave a new dimension to the systems theory. According to Guillemin the system we are looking for:
(A) is a good approximation of the given input/output behavior
(B) can be built from passive network elements
(C) has simple internal structure
(D) can be easily computed

Today, part (A) can be replaced by ( $\mathrm{A}^{\prime}$ ) which is:
$\left(A^{\prime}\right)$ is the simplest exact realization of a given input/output behavior

A system $\Sigma$ is defined as a physical entity that accepts inputs, emits outputs and has a certain definite internal structure (states). A system $\Sigma$ is linear if its input/output behavior as well as internal structure is described by linear functions. The systems we are going to consider are only discrete-time systems (systems whose behavior is described at $t=\cdots,-1,0,1, \cdots \in \mathrm{Z}$ (set of integers)).

An explicit way of defining a system is by using the concept of the state $x(t)$ of $\Sigma$ and the rule of the state transition. This allows us to view $\Sigma$ as a circuit diagram or a computer program. Also, it is the most explicit description of $\Sigma$. A system $\Sigma$ is the triple $(\mathrm{F}, \mathrm{G}, \mathrm{H})$ as it is defined by the equations

$$
\begin{align*}
& x(\mathrm{t}+1)=\mathrm{Fx}(\mathrm{t})+\mathrm{Gu} \mathrm{u}(\mathrm{t})  \tag{1}\\
& \mathrm{y}(\mathrm{t})=\mathrm{Hx}(\mathrm{t}) \tag{2}
\end{align*}
$$

where $t \in Z, x \in X$ (vector space over $K$ ), $u(t) \in K^{m}$ (set of m-tuples in $K$ ), $\mathrm{y}(\mathrm{t}) \in \mathrm{K}^{-p}\left(\right.$ set of p -tuples in $\left.K^{\prime}\right)$.

The next important concept is the input/output map of a system. The input/output map $\mathrm{f}_{\Sigma}$ of $\Sigma$ is a rule that assigns a uniquely determined output to every finite sequence of inputs. The output occurs one unit of time after the last input. Thus, it is guaranteed that $\Sigma$ is a causal system:

$$
\begin{equation*}
\mathrm{f}_{\Sigma}:(\mathrm{u}(-\mathrm{r}), \cdots, \mathrm{u}(0)) \mapsto y(1) \tag{3}
\end{equation*}
$$

The terms $u(-r), \cdots, u(0)$ represent the input function at time $t=-r, \cdots, 0$ respectively. We have assumed in (3) that the last input occurred at $t=0$. Given that $\Sigma$ is linear, this implies that $\mathrm{f}_{\Sigma}$ is linear. Thus, we can write

$$
\begin{equation*}
\mathrm{f}_{\Sigma}(\mathrm{u}(-\mathrm{r}), \cdots, \mathrm{u}(0))=\sum_{k=0}^{r} \mathrm{~A}_{k+1}\left(\mathrm{f}_{\Sigma}\right) \mathrm{u}(-\mathrm{k}) \tag{4}
\end{equation*}
$$

where $A_{k+1}\left(f_{\Sigma}\right)$ are $\mathrm{p} \times \mathrm{m}$ matrices with elements in $K$.
Hence $\mathrm{f}_{\Sigma} \approx\left\{\mathrm{A}_{1}\left(\mathrm{f}_{\Sigma}\right), \mathrm{A}_{2}\left(\mathrm{f}_{\Sigma}\right), \cdots\right\}$
In addition, $\mathrm{f}_{\Sigma}$ is equivalent to the doubly infinite block matrix

$$
\mathfrak{H}\left(\mathrm{f}_{\Sigma}\right)=\left[\begin{array}{cccc}
\mathrm{B}_{1} & \mathrm{~B}_{2} & \mathrm{~B}_{3} & \cdots  \tag{6}\\
\mathrm{~B}_{2} & \mathrm{~B}_{3} & \mathrm{~B}_{4} & \cdots \\
\mathrm{~B}_{3} & \mathrm{~B}_{4} & \mathrm{~B}_{5} & \\
\vdots & \vdots & \vdots &
\end{array}\right]
$$

which is called the Hankel matrix of $\mathrm{f}_{\Sigma}$.
The last concept to be defined is the one of realization. The purpose is to find a system $\Sigma$ if we are given the input/output map $f_{\Sigma}$. Hence, we say that $f^{\prime}$ is a realization of $\Sigma$ iff

$$
\begin{equation*}
\mathrm{A}_{k}\left(\mathrm{f}^{\prime}\right)=\mathrm{HF}^{k-1} \mathrm{G} \quad \mathrm{k}=1,2,3, \cdots \tag{7}
\end{equation*}
$$

The left-hand side of (7) is given by $f^{\prime}$ and the right-hand side by $\Sigma$. The realizations are not always unique. Therefore, we are interested in minimal realizations ( $\operatorname{dim} X=$ minimum $)$.

The problem of minimal realization is stated as follows: Given an infinite sequence $\left\{A_{1}, A_{2}, \cdots\right\} \approx f$ of $p \times m$ matrices over $K$, find a triple of matrices $\Sigma_{\mathrm{f}}=(\mathrm{F}, \mathrm{G}, \mathrm{H})$ over K such that
(i) $\mathrm{A}_{k}(\mathrm{f})=\mathrm{H} \quad \mathrm{F}^{k-1} \mathrm{G}$ is satisfied where $\mathrm{k}=1,2, \cdots$
and $\quad$ (ii) $\mathrm{n}=\operatorname{dim} \Sigma_{f}=\operatorname{size} \mathrm{F}=$ minimum.
This is also called the generalized Fibonacci problem which tries to describe an infinite scalar by means of a simple recursion equation. A subclass of this type of problem is the minimal partial realization of order $M$ of a complete sequence $\left\{\mathrm{A}_{1}, \mathrm{~A}_{2}, \cdots\right\}$.

To avoid any possible confusion we note that there is another problem that. is similar to the minimal realization problem; it is called minimal realization of a partial sequence $\left\{\mathrm{A}_{1}, \mathrm{~A}_{2}, \cdots, \mathrm{~A}_{\mathrm{M}}\right\}$.

Next, let us state the minimal partial realization problem. Given a finite sequence $\left\{\mathrm{A}_{1}, \mathrm{~A}_{2}, \cdots, \mathrm{~A}_{\mathrm{M}}\right\}$ of $\mathrm{p} \times \mathrm{m}$ matrices over $K$, find a triple $\Sigma_{M}=(\mathrm{F}, \mathrm{G}, \mathrm{H})$ such that
(i) $\mathrm{A}_{k}=\mathrm{H} \mathrm{F}^{k-1} \mathrm{G}, \quad \mathrm{k}=1, \cdots, \mathrm{M}$
and (ii) size $\mathrm{F}=$ minimum.
This is called the restricted generalized Fibonacci problem which is known more commonly as the generalized minimal Padé representation.

If we extend the second problem to $\mathrm{K}>\mathrm{M}$ then under certain conditions we may be able to solve the realization problem (first problem) given only partial knowledge of the input/output map (second problem).

Most of the important algorithms needed to solve these problems will be discussed in the next'chapter.

## Chapter III - Algorithms

In this chapter we describe algorithms to solve the realization problem and to decode BCH codes. Some of these algorithms were derived in algebraic theory for linear systems and some in algebraic coding theory. Since both problems have algebraic foundations we can explore the possibility to find a relationship between them.

The first algorithms derived in algebraic coding theory were proposed first by Peterson in 1960 , who found a way to decode the newly discovered BCH codes. Peterson's algorithm was generalized and improved by Gorenstein and Zierler, Chien, Forney, Berlekamp [1], and Massey [2]. From these algorithms, the most efficient are the Berlekamp's iterative algorithm and Chien's search. The Fundamental itcrative algorithm [8] presented by Feng and Tzeng in 1983, is able to decode any $\sqrt{\text { ycha }}$ code up to Hartmann-Tzeng bound using multiple syndrome sequences. We will describe the Berlekamp's algorithm as well as the Fundamental iterative algorithm later.

The realization problem can be solved by partial-fraction expansions as discussed by Gilbert in 1963. A more general and practical solution was discovered in 1965 by Ho and Kalman [3]. Rissanen in 1971 [4] refined the Ho-Kalman algorithm. It was followed by Dickinson, Morf and Kailath in 1974 [5] who presented an algorithm that could be implemented by hardware.

In 1980, Conan [6] presented a simplified version that could solve the realization problem for a sequence of vectors instead of matrices. This algorithm is the most efficient up to this date. In 1984, Conan [7] presented an algorithm for scalar rational sequences. This algorithm is as simple, effective and easily
implemented as the Berlekamp-Massey iterative algorithm.

Ho-Kalman, Rissanen's and Conan's scalar algorithm will be discussed later since they can be easily explained using scalar sequences. This will help us later to compare the MPR algorithms to BCH decoding algorithms.
III.1. Ho and Kalman algorithm.

To solve the minimal partial realization problem using the Ho-Kalman algorithm, we first have to present the following lemmas:

Lemma 1. Suppose $f$ has a finite-dimensional realization. Then the induced sequence $\left(A_{1}, A_{2}, \cdots\right)$ of $f$ satisfies the relation

$$
A_{r+j+1}=-\sum_{i=1}^{r} \beta_{i} A_{i+j} \quad j=0,1,2, \cdots
$$

for some $\beta_{1}, \cdots, \beta_{r} \in K$, where $r$ may be taken to be $\geq \operatorname{deg} \Psi_{f}$

$$
\psi_{f}(z)=\mathrm{z}^{n}+\alpha_{1} \mathrm{z}^{n-1}+\cdots+\alpha_{n} \quad \text { where } \beta_{i}=\alpha_{n-i+1}
$$

$\psi_{f}(z)$ is known as a minimal polynomial of $K$.
Lemma 2. If $f$ has a finite-dimensional realization then it is realized by

$$
\begin{gathered}
\mathrm{H}=\mathrm{E}_{p_{r}}^{p} \\
\mathrm{G}=\mathrm{H}_{r r}(\mathrm{f}) \mathrm{E}_{m}^{m r} \\
\mathrm{~F}=\mathrm{C}=\left[\begin{array}{ccccc}
0_{p} & \mathrm{I}_{p} & 0_{p} & \cdots & 0_{p} \\
0_{p} & 0_{p} & \mathrm{I}_{p} & \ldots & 0_{p} \\
\vdots & \vdots & \vdots & & \vdots \\
0_{p} & 0_{p} & 0_{p} & \cdots & \mathrm{I}_{p} \\
-\beta_{1} \mathrm{I}_{p} & -\beta_{2} \mathrm{I}_{p} & -\beta_{3} \mathrm{I}_{p} & \cdots & -\beta_{r} \mathrm{I}_{p} \\
& & & &
\end{array}\right]
\end{gathered}
$$

where r and $\beta_{1}, \cdots, \beta_{r}$ are as given by (Lemma 1 ) and $\mathrm{I}_{\mathrm{p}}$ and $0_{\mathrm{p}}$ are the $\mathrm{p} \times \mathrm{p}$ identity and zero matrix.

Lemma 3. Suppose f has a finite-dimensional realization $\Sigma$. Then

$$
\operatorname{rank} H_{N^{\prime}, N}(\mathrm{f}) \leq \operatorname{dim} \mathrm{f} \leq \operatorname{dim} \Sigma
$$

for all positive integers $N$ and $N^{\prime}$.

The Ho-Kalman algorithm is described next. The following steps lead to a canonical realization of an arbitrary finite-dimensional input/output map $f$ :

1. Choose an $r$ such that (lemma 1) holds.
2. Use the invariant factor algorithm prxpr matrix P and a
nonsingular mrxmr matrix $M$ over $K$ such that: o

$$
\mathrm{P}\left[\mathrm{H}_{r r}(\mathrm{f})\right] \mathrm{M}=\left[\begin{array}{cl}
\mathrm{I}_{n}^{n} & 0_{m r-n}^{n}  \tag{1}\\
0_{n}^{p r-n} & 0_{m r-n}^{p r-n}
\end{array}\right]
$$

3. Now write down a canonical realization of $f$ as follows:

$$
\begin{align*}
\mathrm{F} & =\mathrm{E}_{p r}^{n} \mathrm{P}\left[(\sigma \mathrm{H})_{r r}(\mathrm{f})\right] \mathrm{M}_{n}^{m r}  \tag{2}\\
\mathrm{G} & =\mathrm{E}_{p r}^{n} \mathrm{P}\left[\mathrm{H}_{r r}(\mathrm{f})\right] \mathrm{E}_{n}^{m r}  \tag{3}\\
\mathrm{H} & =\mathrm{E}_{p r}^{p}\left[\mathrm{H}_{r r}(\mathrm{f})\right] \mathrm{M}_{n}^{m r} \tag{4}
\end{align*}
$$

The question that arises is, if you pick an $r$ (or the pair $\left\{\mathrm{N}, \mathrm{N}^{\prime}\right\}$ ) arbitrarily and compute a dynamical system $\Sigma$, what are the properties of such a $\Sigma$ ? Does $\Sigma$ realize a part of the sequence $\left\{\mathrm{A}_{1}, \mathrm{~A}_{2}, \cdots\right\}$ ?

As an answer, let us state the realizability criterion. Let $\left\{\mathrm{A}_{1}, \mathrm{~A}_{2}, \cdots\right\}$ be an arbitrary infinite sequence of $\mathrm{p} \times \mathrm{m}$ matrices over K and let H be the corresponding Hankel matrix. Then $\Sigma$ given by (2), (3) and (4) realizes the sequence up to and including the term $\mathrm{A}_{\mathrm{N}_{0}}$, that is (2) holds for $i=1, \cdots, \mathrm{~N}_{0}$,
(i) if and (ii) only if there exist positive integers N and $\mathrm{N}^{\prime}$ such that
(a) $\mathrm{N}+\mathrm{N}^{\prime}=\mathrm{N}_{0}$ and
(b) $\operatorname{rank} \mathrm{H}_{\mathrm{N}^{\prime}, \mathrm{N}}=\operatorname{rank} \mathrm{H}_{\mathrm{N}^{\prime}+1, \mathrm{~N}}=\operatorname{rank} \mathrm{H}_{\mathrm{N}^{\prime}, \mathrm{N}+1}$

For the partial realization problem for the scalar case (which is $m=p=1$ ) we have the following theorem.

Theorem: Let $\left\{\mathrm{A}_{1}, \mathrm{~A}_{2}, \cdots\right\}$ be an arbitrary infinite sequence with fixed $\mathrm{N}_{0}$ then one of the following three cases will arise:
(a) The minimal partial realizations are unique
(b) The problem is overspecified: the minimal partial realization of order $\mathrm{N}_{0}$ is unique and is at the same time the unique minimal partial realization of order $\mathrm{M}_{0}<\mathrm{N}_{0}$.
(c) The problem is underspecified: there is an integer $P_{0}>N_{0}$ such that every minimal partial realization of order $\mathrm{N}_{0}$ is at the same time the unique minimal partial realization of order $\mathrm{P}_{0}$ for some arbitrary extension $\beta_{N_{0}+1}, \cdots, \beta_{\mathrm{P}_{0}}$ of the given sequence. In short, in this case there is a $\left(\mathrm{P}_{0}-\mathrm{N}_{0}\right)$-parameter family of minimal realizations.

Case (a) arises if and only if $\mathrm{N}_{0}=2 \mathrm{n}$ and

$$
\operatorname{rank} \mathrm{H}_{n n}=\operatorname{rank} \mathrm{H}_{n+1, n^{\prime}}=\mathrm{n}
$$

Case (b) arises if and only if

$$
\operatorname{rank} \mathrm{H}_{n n^{\prime}}=\mathrm{n}-\mathrm{q},
$$

where $\mathrm{q}>0$ and $\mathrm{n}^{\prime}=\mathrm{n}\left[\mathrm{n}^{\prime}=\mathrm{n}+1\right]$ when $\mathrm{N}_{0}=2 \mathrm{n}\left[\mathrm{N}_{0}=2 \mathrm{n}+1\right]$.
Then $M_{0}=2(n-q)$.
Case (c) arises if and ouly if

$$
\begin{gathered}
\text { rank } \mathrm{H}_{n n^{\prime}}=\mathrm{n}^{\prime}-\mathrm{q} \\
\operatorname{rank} \mathrm{H}_{n+1, n^{\prime}}=\mathrm{n}^{\prime}-\mathrm{q}+1,
\end{gathered}
$$

where $\mathrm{q}>0$ and $\mathrm{n}^{\prime}=\mathrm{n}\left[\mathrm{n}^{\prime}=\mathrm{n}+1\right]$ when $\mathrm{N}_{0}=2 \mathrm{n}\left[\mathrm{N}_{0}=2 \mathrm{n}+1\right]$. Then $\mathrm{P}_{0}=2(\mathrm{n}+\mathrm{q})$.

In all cases formulas (2), (3) and (4), with $r=n, M_{0}, P_{0}$, respectively, provide minimal partial realizations of order $N_{0}$, with the understanding that in case (c) $P_{0^{-}}$ $\mathrm{N}_{0}$ arbitrary parameters $\mathrm{B}_{\mathrm{N}_{0}+1}, \cdots, \mathrm{~B}_{\mathrm{P}_{0}}$ must be added to the sequence $\mathrm{A}_{1}, \cdots$, $A_{N_{0}}$. The dimension of the minimal partial realization is $n, \quad n-q$ and $n+q$ respectively. (end of theorem).

In order to express $\Sigma$ in terms of the more conventional transfer function, let us define the Padé approximation problem, which is stated as follows.

Find two polynomials $\sigma, \chi \in \mathrm{K}[\mathrm{z}], \operatorname{deg} \sigma<\operatorname{deg} \chi$, such that the coefficients of the formal power series

$$
\frac{\sigma(\mathrm{z})}{\chi(\mathrm{z})}=\mathrm{B}_{1} \mathrm{z}^{-1}+\mathrm{B}_{2} \mathrm{z}^{-2}+\cdots
$$

agree with a given sequence $\left\{\mathrm{A}_{1}, \mathrm{~A}_{2}, \cdots\right\}$ up to and including the $\mathrm{N}_{0}$ th term and such that $\operatorname{deg} \chi=$ minimum.

To solve this problem, write $N_{0}=2 n$ or $2 n+1$. The solution is given by

$$
\frac{\sigma(z)}{x(z)}=H(z I-F)^{-1} \mathrm{G}
$$

where $F, G$ and $H$ are computed from (2), (3) and (4) with $\operatorname{deg} \chi=n+q$, where $q$ is the "deficiency index"

$$
\mathrm{q}= \begin{cases}\mathrm{N}_{0}-\mathrm{n}-\operatorname{rank} \mathrm{H}_{n}, N_{0}-n & \text { if rank } \mathrm{H}_{n+1, N_{0}-n>\operatorname{rank} \mathrm{H}_{\mathfrak{y}}, N_{0}-n} \\ \operatorname{rank} \mathrm{H}_{n, N_{0}-n} & \text { if rank } \mathrm{H}_{n+1, N_{0}-n}=\operatorname{rank} \mathrm{H}_{n, N_{0}-n}\end{cases}
$$

To illustrate the use of the Ho-Kalman algorithm we present the following numerical example.

Example 1. Consider the input/output function generating the scalar partial sequence

$$
\{1,1,1,2,1,3, ?, ? ?, \cdots\}
$$

We notice that for $N=N^{\prime}=1$ or $H_{11}$ the realizability criterion is met. Thus
$\mathrm{H}_{11}$ has full rank and it can realize exactly the first two terms of the given sequence. The system $\Sigma$ is $(1,1,1)$ and its infinite sequence is $\{1,1,1, \ldots\}$. Since this realization does not realize our sequence we are looking for another one. The remainder sequence is $\{0,0,0,1,0,2, ?, ? ?, \cdots\}$. The smallest full rank matrix is $H_{44}$ which is a $4 \times 4$ Hankel matrix:

$$
\mathrm{H}_{44}=\left[\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 2 \\
1 & 0 & 2 & ?
\end{array}\right]
$$

and as we notice its rank is independent of ?. Thus the original sequence has a 4dimensional realization. However, the 4 -dimensional realization requires an $A_{7}=$ ? and an $\mathrm{A}_{8}=? ?$, which means $\infty^{2}$ nonisomorphic minimal realizations. The maximum number of dimensions in order for this sequence to be realized is 5 . The minimal realization though requires only 3 dimensions, as we conclude from the realization criterion. Thus, the initial sequence can be written as

$$
\mathrm{H}_{33}=\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 2 \\
1 & 2 & 1
\end{array}\right]
$$

which has full rank.

A suitable pair ( $\mathrm{P}, \mathrm{M}$ ) satisfying (1) is given by

$$
P=\left[\begin{array}{ccc}
1 & 0 & 0 \\
-1 & 1 & 0 \\
-1 & 0 & 1
\end{array}\right] \quad \text { and } \quad M=\left[\begin{array}{ccc}
1 & -1 & -1 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right]
$$

Then (2), (3) and (4) give

$$
F=\left[\begin{array}{ccc}
1 & 1 & 0 \\
0 & -1 & 1 \\
1 & 0 & 1
\end{array}\right] \quad G=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right] \quad H=\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right]
$$

For this realization $\quad ?=2, \quad ? ?=3, \quad ? ? ?=5, \quad ? ? ? ?=2, \quad ?^{5}=9$. To get the transfer function we use the results above into the following equation

$$
\frac{\sigma(\mathrm{z})}{\chi(\mathrm{z})}=\mathrm{H}(\mathrm{zI}-\mathrm{F})^{-1} \mathrm{G}
$$

after the calculation

$$
\frac{\sigma(z)}{\chi(z)}=\frac{z^{2}+2 z+1}{z^{3}+z^{2}-z-2}
$$

## III. 2. Rissanen's Algorithm

This algorithm is an improved version of the Ho-Kalman algorithm described above. For a given partial sequence $\left\{\mathrm{A}_{1}, \cdots, \mathrm{~A}_{N}\right\}$ for each $\mathrm{N}=1,2,3, \cdots$ we can find a sequence of minimal partial realizations $\Sigma_{N}=\left(\mathrm{G}_{N}, \mathrm{~F}_{N}, \mathrm{H}_{N}\right)$ such that

$$
\cdots \Sigma_{N^{\prime}} \subseteq \Sigma_{N} \subseteq \cdots \quad \text { if } \mathrm{N}^{\prime}<\mathrm{N}
$$

The inclusion symbol means that the matrices in $\Sigma_{N^{\prime}}$ appear as submatrices of the corresponding ones in $\Sigma_{N}$. Thus, we are looking for an algorithmic solution to the partial realization problem for some N , but we also want a recursion of N . Moreover, we look for a solution where each extension of the $A_{i}$ 's can be met by calculating just a few new elements. The advantage of this algorithm compared with the B.L. Ho's is that we avoid to calculate each partial realization anew.

Before we describe Rissanen's algorithm, let us arrange the entries of the sequence $\left\{\mathrm{A}_{1}, \mathrm{~A}_{2}, \cdots\right\}$ in the Hankel matrix.

$$
A=\left[\begin{array}{ccccc}
f_{1} & f_{2} & \cdots & f_{n} & \cdots \\
f_{2} & f_{3} & \cdots & f_{n+1} & \cdots \\
\vdots & \vdots & & \vdots & \\
f_{m} & f_{m+1} & \cdots & f_{m+n-1} & \cdots \\
\vdots & \vdots & & \vdots &
\end{array}\right]
$$

Let $A(m, n)$ denote the desired submatrix of $A$. The algorithm is based on factorization of $A(m, n)$ of the following type:

$$
\begin{equation*}
A(n, m)=P(n, n) Q(n, m) \quad m \geq n, \quad \text { rank } A(n, m) \geq n-1, \tag{1}
\end{equation*}
$$

where $P(n, n)$ is the lower triangular with 1 's on the diagonal

$$
\Rightarrow \quad\left[\begin{array}{cccccc}
f_{1} & \cdots & f_{i} & f_{i+1} & \cdots & f_{m}  \tag{2}\\
f_{2} & \cdots & f_{i+1} & f_{i+2} & \cdots & f_{m+1} \\
\vdots & & \vdots & \vdots & & \vdots \\
\vdots & & & \vdots & & f_{i+n-1} \\
f_{n} & & f_{i+n-1} & & & \\
f_{i+n} & & f_{n+m-1}
\end{array}\right]
$$



The factorization algorithm runs as follows.
Step 1. Set $\mathrm{q}_{1 \mathrm{i}}=\mathrm{f}_{\mathrm{i}}$ for all $i$. If $\mathrm{n}=1$, we are done: $\mathrm{P}(1,1)=1$.
Step 2. If $\mathrm{n} \neq 1$, then proceed recursively, to determine the ith step or row, all the $p_{j k}$ 's and $q_{j k}$ 's, $j=0,1, \cdots, i-1$. Let $s(j)$ be the least integer such that $\mathrm{q}_{\mathrm{j}, \mathrm{s}(\mathrm{j})} \neq 0, \mathrm{j}<\mathrm{n}$. Set $\mathrm{q}_{\mathrm{k}, \mathrm{s}(\mathrm{j})}=0$ for $\mathrm{k}>\mathrm{j}$. Equation (2) then lead to a set of $i-1$ equations, one for each column $s(j), j=1, \cdots, i-1$. Because of the previous conditions, the unknowns $p_{i 1}, \cdots, p_{i, i-1}$ can be solved recursively one by one from these equations. The submatrix $\mathrm{P}(\mathrm{i}, \mathrm{i})$ with equation (2) determine the remaining elements of the ith row of $Q(n, m)$ which completes the cycle.

Also, let us define


In addition, let

$$
\begin{equation*}
F(n-1)=P^{-1}(n-1, n-1) P_{*}(n-1, n-1) \tag{4}
\end{equation*}
$$

Let us now describe the Rissanen's realization algorithm, which works for a sequence $f_{1}, \cdots, f_{N}$ for any $N=1,2, \cdots$.

Step 1. Let $k$ be the least integer for which $\mathrm{f}_{\mathrm{k}} \neq 0$. Take $\mathrm{N}=2 \mathrm{k}+1$ and form $\mathrm{A}(\mathrm{k}+1, \mathrm{k}+1)$. It has rank $\geq \mathrm{k}$.

Step 2. Apply the factoring algorithm and find $P(k+1, k+1)$ and $Q(k+1, k+1)^{\circ}$ [equation (2)]. If the last row of $Q$ is nonzero, the rank of $A(k+1, k+1)$ is $k+1$. Increase $N$ by 2 , form $A(k+2, k+2)$ and continue the factorization. If the last row of $Q(k+2 . k+2)$ is still nonzero, increase $N_{0}$ by 2 and repeat until, say, for $N=2 n-1$ the last row of $Q(n, n)$ is zero.

Step 3. From formulas (3) and (4) calculate the partial realization $\Sigma_{n-1}$.
Step 4. Increase $N$ by 1 . Continue the factorization for $A(n, n+1)$. If the last row of $Q(n, n+1)$ remains zero for all $m$, we have found the realization. (Since the algorithm never stops we place an upper limit for m.)

Step 5. If for some $m(>n)$ the last element in the last row of $Q(n, m)$ becomes nonzero, the last picked element $f_{m+n-1}$ is not realized by partial realization $\Sigma_{n-1}$. In this case, pick one point, $f_{m+n}$, and form $A(n+1, m)$. Continue the factorization, pick one new point and repeat until either $Q\left(n^{\prime}, m\right)$ for some least $n^{\prime} \leq m$ has last row zero or $n^{\prime}=m$ and the last row is nonzero. In the previous case go to Step3. In the latter case go to Step2.

To illustrate the algorithm let us use the same sequence as in the B.L. Ho algorithm: $\{1,1,1,2,1,3,2,3, \cdots\}$

Example 2. First, let us demonstrate how the factorization algorithm works.
Consider the above sequence in matrix form

$$
\mathrm{A}(4,5)=\left[\begin{array}{ccccc}
1 & 1 & 1 & 2 & 1 \\
1 & 1 & 2 & 1 & 3 \\
1 & 2 & 1 & 3 & 2 \\
2 & 1 & 3 & 2 & 3
\end{array}\right]
$$

Having $s(1)=1$, we set $q_{i 1}=0, i>1$. Then

$$
\begin{aligned}
& \mathrm{p}_{21} \cdot 1\left[\mathrm{q}_{11}\right]+1\left[\mathrm{p}_{22}\right] \cdot 0\left[\mathrm{q}_{21}\right]=1 \rightarrow \mathrm{p}_{21}=1 \\
& 1 \cdot 1\left[\mathrm{q}_{12}\right]+1 \\
& 1
\end{aligned}
$$

Then $s(2)=3, \mathrm{q}_{\mathrm{i} 3}=0, \mathrm{i}>2$ and

$$
\begin{aligned}
& \mathrm{p}_{31} \cdot 1\left[\mathrm{q}_{11}\right]=1 \rightarrow \mathrm{p}_{31}=1 \\
& 1 \cdot 1\left[\mathrm{q}_{13}\right]+\mathrm{p}_{32} \cdot 1\left[\mathrm{q}_{23}\right]=\mathrm{f}_{5}=1-\mathrm{p}_{32}=0 \\
& 1 \cdot 2\left[\mathrm{q}_{14}\right]+0 \cdot(-1)\left[\mathrm{q}_{24}\right]+1 \cdot \mathrm{q}_{34}=\mathrm{f}_{6}=3 \rightarrow \mathrm{q}_{34}=1 \\
& 1 \cdot 1\left[\mathrm{q}_{15}\right]+0 \cdot 2\left[\mathrm{q}_{25}\right]+1 \cdot \mathrm{q}_{35}=2 \rightarrow \mathrm{q}_{35}=1
\end{aligned}
$$

Continuing we get the result

$$
A(4,5)=\left[\begin{array}{llll}
1 & & & \\
1 & 1 & & \\
1 & 0 & 1 & \\
2 & 1 & -1 & 1
\end{array}\right]\left[\begin{array}{lllll}
1 & 1 & 1 & 2 & 1 \\
0 & 0 & 1 & -1 & 2 \\
0 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

In the main algorithm the process develops as follows.
Step 1. $\mathrm{k}=1, \mathrm{f}_{1}=1 \neq 0, \quad \mathrm{~N}=2 \cdot 1+1=3$

$$
A(2,2)=\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right]
$$

Step 2.

$$
\mathrm{A}(2,2)=\left[\begin{array}{ll}
1 & \\
1 & 1
\end{array}\right]\left[\begin{array}{ll}
1 & 1 \\
0 & 0
\end{array}\right]
$$

The last row of $\mathrm{Q}(2,2)$ is zero, thus we have a minimal realization.
Step 3. From (3) and (4) we find $\Sigma=(1,1,1)$.
Step 4. Add $f_{4}=2$ and factorize $A(2,3)$. Now $q_{23}=1 \neq 0$. So the last row of $Q$ is not all zeros.

Step 5. We pick two points $f_{6}$ and later $f_{7}$ until the factorization of $A(4,4)$ gives a $Q(4,4)$ with last line all zeros.

Step 3. The matrix $P(4,4)$ has been found. Then,

$$
P(3,3)=\left[\begin{array}{lll}
1 & & \\
1 & 1 & \\
1 & 0 & 1
\end{array}\right] \text { and } P^{-1}(3,3)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
-1 & 1 & 0 \\
-1 & 0 & 1
\end{array}\right]
$$

$$
\text { Also } P_{*}(3,3)=\left[\begin{array}{ccc}
1 & 1 & 0 \\
1 & 0 & 1 \\
2 & 1 & -1
\end{array}\right]
$$

Thus,

$$
\mathrm{G}_{3}=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right] \quad \mathrm{F}_{3}=\left[\begin{array}{ccc}
1 & 1 & 0 \\
0 & -1 & 1 \\
1 & 0 & -1
\end{array}\right] \quad \mathrm{H}_{3}=\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right]
$$

## III. 3. Conan's Minimal Partial Realization Algorithm for scalar sequences

Conan's MPR algorithm is the most effective algorithm of this type. In the scalar case, it can be as effective as the Berlekamp-Massey algorithm.

Before we present the algorithm let us first introduce some background information. Let $S \equiv\left(s_{0}, s_{1}, \cdots, s_{m}, \cdots\right)$ be a semi-infinite sequence over the base field $F$, and $S_{m} \equiv\left(\mathrm{~s}_{0}, \mathrm{~s}_{1}, \cdots, \mathrm{~s}_{m-1}\right)$ the finite subsequence of $S$ formed by the first $m$ samples.

An $m$ th partial realization of $S$ is a pair of polynomials $\{d(z), n(z)\}$ with $d(z)$ monic, $\operatorname{deg}\{n(z)\} \leq \operatorname{deg}\{d(z)\}$ and $d(z), n(z)$ relatively prime provided that the system with transfer function $g(z)=\frac{n(z)}{d(z)}$ has an impulse response whose first $m$ output symbols match $S_{m}$.

If $S(z)$ and $S_{m}(z)$ are the $Z$-transforms of $S$ and $S_{m}$ we can write $d(z) S(z)=n(z)+q z^{-(\sigma-d)}+O_{(\sigma-d)}$
where $d$ is the degree of the polynomial $d(z)$ and $\sigma$ is the order of $d(z)(\sigma>d)$; $q$ is the residual of $d(z)$ with respect to $S(q \neq 0)$.

The monic polynomial $d(z)$ yields a minimal partial realization of $S$, provided it has order $\sigma \geq m$ with respect to $S$ and its degree is minimum. Next, $d(z)$ is an $(m+1)$ th partial realization provided the coefficient $\left[d(z) S_{m+1}(z)\right]_{m-d}$ of $z^{-(m-d)}$ in the product of $d(z)$ by $S_{m+l}(z)$ is zero. Also, if $\left\{d^{\prime}{ }_{l}(z)\right\}$ is a sequence of th minimal partial realization of $S(z)$ then the following conditions are satisfied.

$$
\begin{gathered}
\operatorname{deg}\left\{d_{m+1}(z)\right\}=\max \left[\operatorname{deg}\left\{d_{m}(z)\right\}, m-\operatorname{deg}\left\{d_{m}(z)\right\}\right] \\
\text { if }\left[d_{m}(z) S_{m+1}(z)\right]_{m-\operatorname{deg}\left\{d_{m}(z)\right\}} \neq 0 \\
\operatorname{deg}\left\{d_{m+1}(z)\right\}=\operatorname{deg}\left\{d_{m}(z)\right\} \quad \text { otherwise } .
\end{gathered}
$$

The MPR synthesis algorithm of order $N$ has as follows:
Step 0 : (Initialization)

$$
d(z) \leftarrow 1, n(z) \leftarrow 0, b(z) \leftarrow 0, c(z) \leftarrow-1, d_{p} \leftarrow 0
$$

Step 1 : if $m=N$, stop.
Else compute $d \equiv\left[d(z) S_{m+1}(z)\right]_{m-\operatorname{deg}\{d(z)\}}$, the coefficient of $z^{-(m-\operatorname{deg}\{d(z))}$
in the product of $d(z)$ and $S_{m+1}(z)$.
Step 2 : (no change)
If $d=0$, go to Step 5 .
Else, $W-d_{p}-\operatorname{deg}\{d(z)\}$.
If $W>0$, go to Step 4 .
Else continue.
Step 3 : (minor change)

$$
\begin{aligned}
& d(z)-d(z)-d z b(z) \\
& n(z)-n(z)-d z c(z)
\end{aligned}
$$

Go to Step 5.
Step 4 : (major change)

$$
\begin{aligned}
& t_{1}(z) \leftarrow d(z), t_{2}(z) \leftarrow n(z)\left(t_{1}(z), t_{2}(z) \text { are auxiliary memory cells }\right) \\
& d_{p} \leftarrow \operatorname{deg}\{d(z)\} \\
& d(z) \leftarrow z^{W} d(z)-d b(z) \\
& n(z) \leftarrow z^{W} n(z)-d c(z) \\
& b(z)-d^{-1} t_{1}(z) \\
& c(z) \leftarrow d^{-1} t_{2}(z)
\end{aligned}
$$

Step 5 : (initialization for the next step)

$$
d_{p} \leftarrow d_{p}+1, m=m+1, \text { go to Step } 1
$$

For better illustration let us present an example using the MPR algorithm. Example 3. For comparison purposes we use the same sequence as in Ho-Kalman and Rissanen's algorithm. The results of the algorithm are shown below.

Table I. Conan's MPR algorithm solutions

| $m$ | $s_{m}$ | $d(z)$ | $n(z)$ | $d$ | $b(z)$ | $c(z)$ | $d_{p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 0 | 1 | 0 | -1 | 0 |
| 1 | 1 | 1 | 1 | 1 | 0 | -1 | 1 |
| 2 | 1 | $z$ | $z+1$ | 1 | 1 | 1 | 1 |
| 3 | 2 | $z-1$ | $z$ | 1 | 1 | 1 | 2 |
| 4 | 1 | $z^{2}-z-1$ | $z^{2}-1$ | -2 | $z-1$ | $z$ | 2 |
| 5 | 3 | $z^{2}+z-3$ | $z^{2}+2 z-1$ | -2 | $z-1$ | $z$ | 3 |
| 6 | 2 | $z^{3}+z^{2}-z-2$ | $z^{3}+2 z^{2}+z$ | 0 | $\frac{-z^{2}}{2} \cdot \frac{2}{2}+\frac{3}{2}$ | $\frac{-z^{2}}{2}-z+\frac{1}{2}$ | 3 |
| 7 | 3 | $"$ | $"$ | 0 | $"$ | $"$ | 4 |
| 8 | - | $"$ | $"$ | - | $"$ | $"$ | 5 |

The solution is: $S_{m}(z)=\frac{\mathrm{z}^{3}+2 \mathrm{z}^{2}+\mathrm{z}}{\mathrm{z}^{3}+\mathrm{z}^{2}-\mathrm{z}-2}$

The advantage of this algorithm is that it requires less memory and fewer computations in order to be implemented. The implementation is very simple since it can be achieved using a shift register (similar to the Berlekamp-Massey algorithm).

## III. 4. Berlekamp-Massey algorithm

As we mentioned in the previous chapter the Berlekamp-Massey algorithm is the most effective algorithm up to date for decoding BCH codes. An introduction to the operation of the algorithm follows.
For a given sequence $\mathrm{S}=\left(\mathrm{s}_{1}, \mathrm{~s}_{2}, \mathrm{~s}_{3}, \cdots\right)$ there is a polynomial $\sigma(\mathrm{z})=1+\sum_{i=1}^{1} \sigma_{i} \mathrm{z}^{i}$ such that it relates the syndrome $S$ with the error locator polynomial $\sigma(z)$ in the following way

$$
s_{k}+\sigma_{1} s_{k-1}+\sigma_{2} s_{k-2}+\cdots+\sigma_{1} s_{k-1}=0
$$

which are the Newton's equations.
In a similar way with the MPR algorithm the sequence $S$ can be expressed as a ratio of two polynomials, $\sigma(z)$ and $\omega(\mathrm{z})$ such that

$$
\begin{equation*}
[1+\mathrm{S}(z)] \sigma(z)=\omega(z) \tag{1}
\end{equation*}
$$

Since our sequence $S$ is limited up to $2 t$ terms ( $S=\left\{s_{1}, s_{2}, s_{3}, \cdots, s_{2 t}\right\}$ ) then the key equation (equation (1)) becomes

$$
\begin{equation*}
[1+\mathrm{S}(\mathrm{z})] \sigma(\mathrm{z})=\omega(\mathrm{z}) \bmod \mathrm{z}^{2 t+1} \tag{2}
\end{equation*}
$$

Berlekamp's algorithm solves equation (2) for polynomials $\sigma(z)$ and $\omega(z)$ by breaking the problem into smaller pieces. Then, we have a sequence of equations

$$
(1+S) \sigma^{(k)} \equiv \omega^{(k)} \bmod z^{k+2}
$$

where for each $k=0,1,2, \cdots, 2 t$ we have

$$
\sigma^{(k)}=\sum_{i}{\sigma_{i}}^{(k)} z^{i} \quad \text { and } \quad \omega^{(k)}=\sum_{i} \omega_{i}^{(k)} z^{i}
$$

The solution of the problem is accomplished by the Berlekamp's algorithm which is stated below.

Initially define $\sigma^{(0)}=1, \tau^{(0)}=1, \omega^{(0)}=1, \gamma^{(0)}=0, \mathrm{D}(0)=0, \mathrm{~B}(0)=0$. Proceed recursively as follows. If $S_{k+1}$ is unknown, stop; otherwise define $\Delta_{1}{ }^{(k)}$ as the coefficient of $\mathrm{z}^{K+1}$ in the product $(1+\mathrm{S}) \sigma^{(k)}$ and let

$$
\begin{aligned}
\sigma^{(k+1)} & =\sigma^{(k)}-\Delta_{1}^{(k)} \mathrm{z} \tau^{(k)} \\
\omega^{(k+1)} & =\omega^{(k)}-\Delta_{1}^{(k)} \mathrm{Z} \tau^{(k)}
\end{aligned}
$$

If $\Delta_{1}{ }^{(k)}=0$, or if $\mathrm{D}(k)>(k+1) / 2$, or if $\Delta_{1}{ }^{(k)} \neq 0$ and $\mathrm{D}(k)=(k+1) / 2$ and $\mathrm{B}(k)=0$, set

$$
\begin{aligned}
& \mathrm{D}(\mathrm{k}+1)=\mathrm{D}(\mathrm{k}) \\
& \mathrm{B}(\mathrm{k}+1)=\mathrm{B}(\mathrm{k}) \\
& \tau^{(k+1)}=\mathrm{z} \tau^{(k)} \\
& \gamma^{(k+1)}=\mathrm{z} \gamma^{(k)}
\end{aligned}
$$

But if $\Delta_{1}{ }^{(k)} \neq 0$ and either $\mathrm{D}(\mathrm{k})<(\mathrm{k}+1) / 2$ or $\mathrm{D}(\mathrm{k})=(\mathrm{k}+1) / 2$ and $\mathrm{B}(\mathrm{k})$ $=1$, set $\mathrm{D}(\mathrm{k}+1)=\mathrm{k}+1-\mathrm{D}(\mathrm{k})$

$$
\begin{aligned}
& \mathrm{B}(\mathrm{k}+1)=1-\mathrm{B}(\mathrm{k}) \\
& \tau^{(k+1)}=\frac{\sigma^{(k)}}{\Delta_{1}^{(k)}} \\
& \gamma^{(k+1)}=\frac{\omega^{(k)}}{\Delta_{1}^{(k)}}
\end{aligned}
$$

Example 4. To illustrate the operation of this algorithm let us use the same sequence as in previous algorithms. The sequence is $\{1,1,1,2,1,3,2,3, \cdots\}$.

Then

$$
\begin{aligned}
& \sigma^{(k)}=1+\sigma_{1} z+\sigma_{2} z^{2}+\cdots, \\
& \omega^{(k)}=\omega_{0}+\omega_{1} z^{1}+\omega_{2} z^{2}+\cdots, \\
& (1+S)=1+s_{1} z+s_{2} z^{2}+\cdots
\end{aligned}
$$

the results of the algorithm appear in the following table.

Table. II. Berlekamp algorithm solutions

| S | $k$ | $\Delta_{1}{ }^{(k)}$ | $\sigma^{(k)}$ | $\tau^{(k)}$ | $\omega^{(k)}$ | $\gamma^{(k)}$ | $\mathrm{D}(k)$ | $\mathrm{B}(k)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 |
| 1 | 1 | 0 | 1-z | 1 | 1 | 1 | 1 | 1 |
| 1 | 2 | 0 | 1-z | z | 1 | z | 1 | 1 |
| 1 | 3 | 1 | 1-2 | $z^{2}$ | 1 | $z^{2}$ | 1 | 1 |
| 2 | 4 | -2 | $1-z-z^{3}$ | 1-z | $1-z^{3}$ | 1 | 3 | 0 |
| 1 | 5 | -1 | $1+z-z^{2}-2 z^{3}$ | $z-z^{2}$ | $1+2 z-z^{3}$ | Z | 3 | 0 |
| 3 | 6 | 0 | $1+z-z^{2}-2 z^{3}$ | $z^{2}-z^{3}$ | $1+2 z+z^{2}-z^{3}$ | $z^{2}$ | 3 | 0 |
| 2 | 7 | 0 | " | $z^{3}-z^{4}$ | " | $z^{3}$ | 3 | 0 |
| 3 | 8 | - | " | - | " | - | - | - |

The solution is: $1+z-z^{2}-2 z^{3}$. (The polynomial $\omega(z)$ is discarded in binary case.)
III. 5. Fundamental iterative (Feng - Tzeng) algorithm

Unlike the previous algorithms the Fundamental Iterative Algorithm can be used to decode cyclic codes up to the Hartmann-Tzeng bound. It can also find a solution for a multiple set of sequences.

The algebraic problem for which the Fundamental iterative algorithm has been designed is as follows. Let $\left\{a_{1}, a_{2}, \cdots, a_{l}, a_{l+1}, \cdots\right\}$ be a sequence over an arbitrary field $F$. When $l \geq 0$, the $(l+1)$ th symbol $\mathrm{a}_{l+1}$ is said to be linearly dependent on the first $l$ symbols $a_{1}, a_{2}, \cdots, a_{l}$ if there exist $c_{1}, c_{2}, \cdots, c_{l}$ in $F$, which are not all zero, such that

$$
\begin{equation*}
\mathrm{a}_{l+1}=\sum_{j=1}^{l} \mathrm{c}_{j} \mathrm{a}_{l+1-l} \tag{1}
\end{equation*}
$$

Next, let us define the polynomial $\mathrm{f}^{(l+1)}(\mathrm{x})$ with degree at most $l$ and length $l+1$ such that

$$
\begin{align*}
& \mathrm{f}^{(l+1)}(\mathrm{x})=1+\mathrm{c}_{1} \mathrm{x}+\mathrm{c}_{2} \mathrm{x}^{2}+\cdots+\mathrm{c}_{l} \mathrm{x}^{l}  \tag{2}\\
& \text { and } \quad \mathrm{f}^{(l+1)}\left(\mathrm{a}_{k+1}\right)=\mathrm{a}_{k+1}+\mathrm{c}_{1} \mathrm{a}_{k}+\cdots+\mathrm{c}_{l} \mathrm{a}_{k+1-l} \text { for } k \geq l
\end{align*}
$$

Then equation (1) can be written as $f^{(l+1)}\left(\mathrm{a}_{l+1}\right)=0$ indicating the linear dependence of $\mathrm{a}_{l+1}$ to the previous symbols.

Let us now introduce multiple sequences $\mathrm{a}_{i 1}, \mathrm{a}_{i 2}, \mathrm{a}_{i 3}, \cdots$ for $i=1,2,3, \cdots$, $M$ over a field $F$. Just as in the single sequence case we need to determine the smallest $l$ and $c_{1}, c_{2}, \cdots, c_{l}$ such that

$$
\begin{equation*}
\mathrm{a}_{1 i, l+1}=-\sum_{j=1}^{l} \mathrm{c}_{j} \mathrm{a}_{i, l+1-j} \quad \text { for } \quad i=1,2,3, \cdots, \mathrm{M} . \tag{3}
\end{equation*}
$$

An alternative way to state the problem is the following. We need to find the smallest $\mid$ such that, for all sequences, the $(1+1)$ th symbol in each sequence is dependent on the first $/$ symbols. In addition, we need to find the $\mathrm{c}_{j}$ 's for $j=1$, $2, \cdots, l$.

Also, the problem can be stated in polynomial form. In this case we are trying to find the polynomial $\mathrm{f}^{(l+1)}(\mathrm{x})$ of shortest length $l+1$ such that

$$
\begin{equation*}
\mathrm{f}^{(l+1)}\left(\mathrm{a}_{i, l+1}\right)=0 \quad \text { for } \quad i=1,2,3, \cdots, \mathrm{M} . \tag{4}
\end{equation*}
$$

In matrix form the problem is stated as follows.

$$
\left[\begin{array}{ccccc}
a_{11} & a_{12} & \cdots & a_{1, l+1} & \cdots  \tag{5}\\
a_{21} & a_{22} & \cdots & a_{2, l+1} & \cdots \\
\vdots & \vdots & & \vdots & \\
\vdots & \vdots & & \vdots & \\
a_{M 1} & a_{M 2} & & a_{M, l+1} & \cdots
\end{array}\right]\left[\begin{array}{c}
c_{l} \\
c_{l-1} \\
\vdots \\
c_{1} \\
1 \\
0 \\
\vdots
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
\vdots \\
0 \\
0 \\
\vdots
\end{array}\right]
$$

Let $A=\left[a_{i j}\right]$ denote the matrix with $M$ semi-infinite sequences as rows. Then
by (5) the problem in matrix form is to find the smallest $l$ such that the first $l+1$ columns of $A$ are linearly dependent and, also, find the $c_{j}$ 's pertaining to this linear dependence.

The fundamental algorithm is presented as follows.
Step (1). $0 \rightarrow l, \quad l \rightarrow \mathrm{f}^{(l+1)}(\mathrm{x}), \quad l \rightarrow i$
Step (2). Compute $d_{i, l+1}=f^{(l+1)}\left(a_{i, l+1}\right)$
Step (3). If $d_{i, l+1}=0$, then
(a) if $i+(l+1)=M$, stop.
(b) otherwise $i+1-i$ and back to (2)

Step (4). If $\mathrm{d}_{i . l+1} \neq 0$, then
(a) if there exists $\mathrm{d}_{i, l^{\prime}+1} \varepsilon \mathrm{D}$ for $1 \leq l^{\prime} \leq l$ then

$$
\mathrm{f}^{(l+1)}(\mathrm{x})-\frac{\mathrm{d}_{i, l+1}}{\mathrm{~d}_{i, l^{\prime}+1}} \mathrm{x}^{l-l^{\prime}} \mathrm{f}^{\left(l^{\prime}+1\right)} \rightarrow \mathrm{f}^{(l+1)}(\mathrm{x})
$$

and return to (3a)
(b) otherwise, $\mathrm{d}_{i, l+1}$ is stored in D
$f^{(l+1)}(x)$ is stored in $C$

$$
l+1 \rightarrow l, \quad 1 \rightarrow i \quad \text { and return to }(2)
$$

Example 5. To illustrate the operation of the Fundamental algorithm let us present the following example. In order to be able to compare the Fundamental algorithm with the previous algorithms, let us use the same sequence with all previous examples; $\quad\{1,1,1,2,1,3,2,3, \cdots\}$

In matrix form the sequence becomes the following matrix.

$$
\mathrm{A}=\left[\begin{array}{llllllllll}
1 & 1 & 1 & 2 & 1 & 3 & 2 & 3 & \mathrm{x} & \mathrm{x} \\
1 & 1 & 2 & 1 & 3 & 2 & 3 & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
1 & 2 & 1 & 3 & 2 & 3 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
2 & 1 & 3 & 2 & 3 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
1 & 3 & 2 & 3 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
3 & 2 & 3 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
2 & 3 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
3 & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} \\
\mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x} & \mathrm{x}
\end{array}\right]
$$

The results of the Fundamental iterative algorithm are listed in the table below.
Table.III. FIA solutions

| $i$ | 1 | $\mathrm{f}^{(l+1)}$ | $\mathrm{d}_{i, l+1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 0 | $1 \varepsilon \mathrm{C}^{1}$ | $1 \varepsilon \mathrm{D}$ |
| 1 | 1 | 1-x | 1 |
| 2 | 1 |  | 0 |
| 3 | 1 | $1-\mathrm{x} \varepsilon \mathrm{C}^{2}$ | $1 \varepsilon \mathrm{D}$ |
| 1 | 2 |  | 0 |
| 2 | 2 | $1-\mathrm{x} \varepsilon \mathrm{C}^{3}$ | $1 \varepsilon \mathrm{D}$ |
| $1 *$ | 3 | $1-x-x^{3}$ | 1 |
| 2 | 3 | $1+\mathrm{x}-2 \mathrm{x}^{2}-\mathrm{x}^{3}$ | $\cdots$ |
| 3 | 3 | $1+x-x^{2}-2 x^{3}$ | -1 |
| 4 | 3 | - | 0 |

The algorithm stops giving the final result as the polynomial $f^{(l+1)}(x)$.
Thus, the final solution is: $f^{(l+1)}(x)=1+x-x^{2}-2 x^{3}$.

## Chapter IV - From FIA to Conan's MPR algorithm

In this chapter we describe the relationship between Conan's MPR algorithm and the Fundamental Iterative Algorithm (FIA). Since the FIA is a more general algorithm, the MPR can be derived from the FIA by eliminating the unnecessary steps. The process is parallel to the derivation of the BerlekampMassey iterative algorithm from the FIA.

We start from the generalized Newton's identities

$$
\begin{gather*}
\mathrm{s}_{k}+\mathrm{d}_{L-1} \mathrm{~s}_{k-1}+\cdots+\mathrm{d}_{1} \mathrm{~s}_{k-L-1}+\mathrm{d}_{0} \mathrm{~s}_{k-L}=0 \\
\text { or } \quad \mathrm{s}_{k}=-\sum_{j=1}^{L} \mathrm{~d}_{\mathrm{L}-j} \mathrm{~s}_{k-j} \quad \text { for } \mathrm{k}=\mathrm{L}+1, \mathrm{~L}+2, \cdots \tag{1}
\end{gather*}
$$

which relate the syndrome terms $\mathrm{s}_{j}, \mathrm{j}=1,2, \cdots$ to the coefficients $\mathrm{d}_{i}, \mathrm{i}=0,1,2$, $\cdots, L-1$ of the error-locator polynomial $d(z)=z^{L}+d_{L-1} z^{L-1}+d_{L-2} z^{L-2}+\cdots+d_{0}$ where $L$ stands for the number of errors.

The primary objective in the BCH decoding procedure is to determine the smaller $L$ and the $d_{L-i}$ coefficients ( $i=1,2, \cdots, L$ ), such that (1) is satisfied. This is also the objective of the minimal partial realization. The order of the minimal partial realization corresponds to the number of known syndrome terms which is also related to the BCH bound. If the known syndrome numbers are from $s_{1}$ to $s_{\delta_{0}-1}$ where $\delta_{0}$ is the BCH bound, then equation (1) in matrix form for $\mathrm{L}+1 \leq \mathrm{k} \leq \delta_{0}-1 \quad$ becomes

$$
\left[\begin{array}{ccccc}
\mathrm{s}_{1} & \mathrm{~s}_{2} & \cdots & \mathrm{~s}_{\mathrm{L}+1} & \cdots  \tag{2}\\
\vdots & \vdots & & \vdots & \\
\mathrm{~s}_{\delta_{0}-\mathrm{L}-1} & & \cdots & \mathrm{~s}_{\delta_{0}-1} & \cdots \\
\vdots & & & & \\
\mathrm{~s}_{\delta_{0}-1} & & & & \mathrm{~d}_{0} \\
\vdots \\
\\
\mathrm{~d}_{\mathrm{L}-1} \\
1 \\
0
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
\vdots
\end{array}\right]
$$

Let $S$ denote the matrix of the syndrome terms. Then, we have to find the smallest L such that $\mathrm{L}+1$ columns of S are linearly dependent and also to find the $\mathrm{d}_{\mathrm{L}-j}$ coefficients, $\mathrm{j}=1,2,3, \cdots, \mathrm{~L}$.

Matrix $S$ can be seen as a special form of matrix $A$ with $a_{i j}=S_{i+j-1}$ and $\mathrm{M}=\delta_{0}-1$. Comparing \{III.5.(3)\} and \{III.5.(5) \} with (1) and (2) we have the following correspondence.

$$
\begin{align*}
& \mathrm{f}^{(l+1)}(\mathrm{x}) \leftrightarrow \mathrm{d}(\mathrm{z}) \\
& \mathrm{a}_{i j}=\mathrm{S}_{i+j-1} \text { or } \mathrm{S}_{k}=\mathrm{a}_{i, k-i+1} \\
& \mathrm{c}_{j} \leftrightarrow \mathrm{~d}_{\mathrm{L}-j}  \tag{3}\\
& \mathrm{f}^{(l+1)}\left(\mathrm{a}_{i, \mathrm{~L}+1}\right)=0 \leftrightarrow \mathrm{~d}\left(\mathrm{~S}_{\mathrm{L}+i}\right)=0 \\
& \mathrm{i}=1,2, \cdots, \mathrm{M} \quad \mathrm{i}=1,2, \ldots
\end{align*}
$$

Thus, the FIA will provide an iterative procedure for BCH decoding or for finding the minimal partial realization. Since $S_{j}$ is not known for $j>\delta_{0}-1$, the algorithm should stop after $\mathrm{s}_{\delta_{0}-1}$ is considered. Therefore, the first adjustment of the FIA is that the test " $\mathrm{i}<\mathrm{M}$ ?" should be replaced by " $\mathrm{i}+\mathrm{L}<\delta_{0}-1$ ?".

As we noticed from the example in section (III. 5), $d_{13}$ is the same as $d_{22}$ i.e. the discrepancy $d_{13}$ is shifted to $d_{22}$. It is also observed that when $s_{1}=s_{2}=\cdots=s_{v-1}=0$ but $s_{v} \neq 0$, then not only we have $d_{11}=d_{21}=\cdots=d_{v-1,1}=0$ but $\quad d_{\mathrm{v} 1}=d_{\mathrm{v}-1,2} \leftrightharpoons \cdots=d_{1 \mathrm{v}}=\mathrm{S}_{\mathrm{v}} \neq 0$ as shown in Fig.1.


Fig.1. Discrepancy Matrix

Recall that from (3) we have $a_{i j}=S_{i+j-1}$, and thus $a_{i j}=a_{u v}$ if and only if $i+j=u+v$. In general, $a_{i j}=a_{i-1, j+1}=\cdots=a_{1, j+i-1}=S_{i+j-1}$. For the case in Fig.1., we have $a_{v 1}=a_{v-1,2}=\cdots=a_{1 v}=S_{v}$. Because $\mathrm{f}^{(1)}(\mathrm{x})=1$, then $\mathrm{d}_{v 1}=$ $\mathrm{d}_{v-1,2}=\cdots=\mathrm{d}_{1 v}=\mathrm{S}_{v} \neq 0$.

As a result of the property of discrepancy shifting, we can skip many steps of the FIA. In addition, only one item needs to be stored in Tables $D$ and $C$ respectively at any given time. When these modifications are incorporated in this application, the FIA becomes the Conan's MPR algorithm.

The modifications are discussed in the following. For cross reference, the notations in (3) will help to observe the links between FIA and MPR algorithm.

Let us consider the situation after the $m$ th step of iteration when $\mathrm{s}_{1}, \mathrm{~s}_{2}, \cdots, \mathrm{~s}_{m}$ have been considered and (1) is satisfied for $\mathrm{L}+1 \leq \mathrm{k} \leq \mathrm{m}$. Let us call
the smallest L and the corresponding column polynomial $\mathrm{f}^{(L+1)}(\mathrm{x})$, after this step of iteration, $L_{m}$ and $d^{(m)}(z)$ respectively. Then (1) is satisfied for $L_{m}+1 \leq k$ $\leq m$ and we have

$$
\left[\begin{array}{cccc}
\mathrm{s}_{1} & \mathrm{~s}_{2} & \cdots & \mathrm{~s}_{L_{m}+1}  \tag{4}\\
\mathrm{~s}_{2} & \mathrm{~s}_{3} & \cdots & \mathrm{~s}_{L_{m}+2} \\
\vdots & \vdots & & \vdots \\
\mathrm{~s}_{m-L_{m}} & \cdots & & \mathrm{~s}_{m}
\end{array}\right]\left[\begin{array}{c}
\mathrm{d}_{0}^{(m)} \\
\vdots \\
\mathrm{d}_{L_{m}-1}^{(m)} \\
1
\end{array}\right]=\left[\begin{array}{c}
\cdots \\
0 \\
0 \\
0 \\
0
\end{array}\right]
$$

or equivalently


Therefore, we have $\mathrm{d}^{(m)}(\mathrm{z})=\mathrm{z}^{L_{m}}+\mathrm{d}_{L_{m}-1}^{(m)} \mathrm{z}^{L_{m}-1}+\cdots+\mathrm{d}_{0}^{(m)}$
and

$$
\mathrm{f}^{\left(L_{m}+1\right)}(\mathrm{x})=1+\mathrm{c}_{1}^{\left(L_{m}+1\right)} \mathrm{x}+\cdots+\mathrm{c}_{L_{m}}^{\left(L_{m}+1\right)} \mathrm{x}^{L_{m}}
$$

with $\mathrm{d}^{(m)}\left(\mathrm{S}_{\mathrm{k}}\right)=0$ for $\mathrm{L}_{\mathrm{m}}+1 \leq \mathrm{k} \leq \mathrm{m}$
and $\mathrm{f}^{\left(L_{m}+1\right)}\left(\mathrm{a}_{i, L_{m}+1}\right)=0$ for $1 \leq \mathrm{i} \leq \mathrm{m}-\mathrm{L}_{\mathrm{m}}$
Observe that the polynomial $d^{(m)}(x)$ is indexed by the subscript of the syndrome
terms $S_{m}$ subtracted from $L_{m}\left(d_{L_{m}-j}\right)$ while the polynomial $f^{\left(L_{m}+1\right)}(\mathrm{x})$ is indexed by the column number $\mathrm{L}_{\mathrm{m}}+1$. We notice as we apply the FIA that $\mathrm{f}^{\left(L_{m}+1\right)}(\mathrm{x})$ may be modified as the elements in column $\mathrm{L}_{\mathrm{m}}+1$ are processed. If we desire an exact correspondence between the two polynomials, we can add a row index to the column polynomial $\mathrm{f}^{\left(L_{m}+1\right)}(\mathrm{x})$. so that after the $m$ th step of iteration (when the element $S_{m}$ at column $\mathrm{L}_{\mathrm{m}}+1$ and row $\mathrm{m}-\mathrm{L}_{\mathrm{m}}$ is processed), $\mathrm{f}^{\left(L_{m}+1\right)}(\mathrm{x})$ is designated as $\mathrm{f}^{\left(m-L_{m}, L_{m}+1\right)}(\mathrm{x})$. Then $\mathrm{f}^{\left(m-L_{m}, L_{m}+1\right)}(\mathrm{x})=\mathrm{d}^{(m)}(\mathrm{z})$.

In general we have

$$
\begin{equation*}
\mathrm{f}^{(i j)}(\mathrm{x})=\mathrm{d}^{(i+j-1)}(\mathrm{z}) \tag{8}
\end{equation*}
$$

Also notice that in (4) and (5) there are $m-L_{m}$ equations satisfied by the syndrome terms $s_{1}$ to $s_{m}$. Hence, the sequence $\left\{s_{1}, s_{2}, \cdots, s_{m}\right\}$ is divided into $m-L_{m}$ recurrent subsequences of length $L_{m}+1$. If only one equation is satisfied as in case $\left\{\right.$ III.5.(5) \} for nonrecurrent sequences, we have $m-L_{m}=1$ and $L_{m}+1=m$. Then $\mathrm{f}^{\left(L_{m}+1\right)}(\mathrm{x})=\mathrm{f}^{\left(1, L_{m}+1\right)}(\mathrm{x})=\mathrm{d}^{\left(L_{m}+1\right)}(\mathrm{z})=\mathrm{d}^{(m)}(\mathrm{z})$. The indices we adopted are thus agreeable.

At the $(m+1)$ th step, the algorithm is to find the smallest $L_{m+1}$ and $\mathrm{d}^{(m+1)}(\mathrm{x})$ such that

$$
\left[\begin{array}{cccc}
\mathrm{s}_{1} & \mathrm{~s}_{2} & \cdots \mathrm{~s}_{L_{m+1}+1}  \tag{9}\\
\mathrm{~s}_{2} & \mathrm{~s}_{3} & \cdots & \vdots \\
\vdots & & & \\
\mathrm{~s}_{m+1-L_{m+1}} & & \mathrm{~s}_{m+1}
\end{array}\right]\left[\begin{array}{c}
\mathrm{d}_{L_{m+1}}^{(m+1)} \\
\vdots \\
\mathrm{d}_{1}^{(m+1)} \\
1
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right]
$$

or equivalently, the $\mathrm{f}^{\left(m+1-L_{m+1}, L_{m+1}+1\right)}(\mathrm{x})$ of shortest length $\mathrm{L}_{\mathrm{m}+1}+1$ such that

$$
\left[\begin{array}{cccc}
\mathrm{a}_{11} & \mathrm{a}_{12} & \cdots & \mathrm{a}_{1, L_{m+1}+1}  \tag{10}\\
\mathrm{a}_{21} & & \vdots \\
\vdots & & & \\
\mathrm{a}_{m+1-L_{m+1}} & \cdots & \mathrm{a}_{m+1-L_{m+1}+1}
\end{array}\right]\left[\begin{array}{c}
\mathrm{c}_{L_{m+1}}^{\left(L_{m+1}+1\right)} \\
\vdots \\
\mathrm{c}_{1}^{\left(L_{m+1}+1\right)} \\
1
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right]
$$

Let

$$
\begin{equation*}
\mathrm{d}_{i j}=\mathrm{d}_{i+j-2} \tag{11}
\end{equation*}
$$

Then $\quad \mathrm{d}_{i, L_{m}+1}=\mathrm{d}_{i+L_{m}-1}$

$$
\begin{aligned}
& =\mathrm{f}^{\left(L_{m}+1\right)}\left(\mathrm{a}_{i, L_{m}+1}\right) \\
& =\mathrm{d}^{(m)}\left(\mathrm{S}_{L_{m}+i}\right)
\end{aligned}
$$

From (4) and (5), we have for $i=1,2, \cdots, m-L_{m}$, respectively

$$
\mathrm{d}_{i, L_{m}+1}=\mathrm{d}_{i+L_{m-1}}=0
$$

When $\mathrm{i}=\mathrm{m}-\mathrm{L}_{\mathrm{m}}+1$, we have

$$
\begin{align*}
\mathrm{d}_{m-L_{m}+1, L_{m}+1} & =\mathrm{f}^{\left(L_{m}+1\right)}\left(\mathrm{a}_{m-L_{m}+1, L_{m}+1}\right) \\
& =\mathrm{d}_{m}  \tag{12}\\
& =\mathrm{d}^{(m)}\left(\mathrm{S}_{m+1}\right) \\
& =\mathrm{s}_{m+1}+\mathrm{d}_{L_{m}-1}^{(m)} \mathrm{s}_{m}+\cdots+\mathrm{d}_{0}^{(m)} \mathrm{s}_{m-L_{m}}
\end{align*}
$$

which is referred to as the $m$ th discrepancy.
If $\mathrm{d}_{m-L_{m}+1, L_{m}+1}=\mathrm{d}_{m}=0$, then there is no change of $\mathrm{f}^{\left(L_{m}+1\right)}(\mathrm{x})$ and $\mathrm{d}^{(m+1)}(\mathrm{z})=\mathrm{d}^{(m)}(\mathrm{z})$ with $\mathrm{L}_{\mathrm{m}+1}=\mathrm{L}_{\mathrm{m}}$.

When $d_{m-L_{m}+1, L_{m}+1} \neq 0$, suppose there exists $\mathrm{d}^{(m)}(\mathrm{z})$ for $1 \leq l \leq m$ such that (1) is satisfied for $L_{l}+1 \leq k \leq l$ but not for $k=l+1$. Then there exist $i^{\prime}$ and $\mathrm{L}^{\prime}=\mathrm{L}_{\mathrm{m}}$ such that $\mathrm{d}_{i^{\prime}, L^{\prime}+1}=\mathrm{d}_{i^{\prime}, L_{m}+1}=\mathrm{d}_{i^{\prime}+L_{l^{-1}}}=0$ for $1 \leq \mathrm{i} \leq l-\mathrm{L}_{l}$, but
when $i^{\prime}=l-\mathrm{L}_{l}+1, \mathrm{~d}_{i^{\prime}}=\mathrm{d}_{l-L_{l}+l . L_{l+1}}=\mathrm{d}_{m} \neq 0$.

Next we examine the following two cases.
Case 1: $\quad \mathrm{i}=\mathrm{m}-\mathrm{L}_{\mathrm{m}}+1>\mathrm{i}^{\prime}=l-\mathrm{L}_{l}+1$
In this case, the D matrix appears as in Fig.2.


Fig.2. D matrix for Case 1
Hence, $\quad \mathrm{d}_{m}=\mathrm{d}_{m-L_{m}+1, L_{m}+1}$

$$
\begin{aligned}
& =\mathrm{d}_{m-L_{m}, L_{m}+2} \\
& =\mathrm{d}_{l-L_{l}+1, m-l+L_{l}+1}
\end{aligned}
$$

Thus, $\mathrm{d}_{m}$ can be lined up with $\mathrm{d}_{l}$ at row $l-\mathrm{L}_{l}+1$ and column $\mathrm{m}-l+\mathrm{L}_{l}+1$ and be eliminated by letting $\mathrm{L}_{m+1}=\mathrm{L}_{m}+\mathrm{i}-\mathrm{i}^{\prime}$ and

$$
\mathrm{f}^{\left(L_{m+1}+1\right)}(\mathrm{x})=\mathrm{f}^{\left(L_{m}+1\right)}(\mathrm{x})-\frac{\mathrm{d}_{i, L_{m}+1}}{\mathrm{~d}_{i^{\prime}, L^{\prime}+1}} \mathrm{x}^{\left(L_{m}-L^{\prime}\right)+\left(i-i^{\prime}\right)} \mathrm{f}^{\left(L^{\prime}+1\right)}(\mathrm{x})
$$

or equivalently by letting

$$
\mathrm{d}^{(m+1)}(\mathrm{z})=\mathrm{z}^{(m-l)-\left(\operatorname{deg}\left\{\mathrm{d}_{m}(\mathrm{z})\right\}-\operatorname{deg}\left\{\mathrm{d}_{l}(\mathrm{z})\right\}\right)} \mathrm{d}^{(m)}(\mathrm{z})-\mathrm{q}_{m} \mathrm{q}_{l}^{-1} \mathrm{~d}^{(l)}(\mathrm{z})
$$

when $\operatorname{deg}\left\{\mathrm{d}_{m+1}(\mathrm{z})\right\}=\mathrm{m}-\left(\mathrm{l}-\operatorname{deg}\left\{\mathrm{d}_{l}(\mathrm{z})\right\}\right)$

This implies that we can skip all steps between the position at row $n-l_{n}+1$ and column $\mathrm{l}_{\mathrm{n}}+1$ and the position at row $\mathrm{m}-\mathrm{l}_{\mathrm{m}}+1$ and column $\mathrm{n}-\mathrm{m}+\mathrm{l}_{\mathrm{m}}+1$.

$$
\text { Case 2: } \mathrm{i}=\mathrm{m}-\mathrm{L}_{\mathrm{m}}+1 \leq \mathrm{i}^{\prime}=l-\mathrm{L}_{l}+1
$$

In this case the situation in the D matrix appears as in Fig.3.


Fig.3. D matrix for Case 2
Then we have $\mathrm{d}_{l}=\mathrm{d}_{l-L_{l}+1, L_{l}+1}$

$$
\begin{aligned}
& =\mathrm{d}_{l-L_{l}, L_{l}+2} \\
& =\mathrm{d}_{l-L_{m}+1, l-m+L_{m}+1}
\end{aligned}
$$

Therefore, there exists a $\mathrm{d}_{l}$ at row $\mathrm{m}-\mathrm{L}_{\mathrm{m}}+1$ and $\mathrm{d}_{m}=\mathrm{d}_{m-L_{m}+1, L_{m}+1}$ can be eliminated when $\mathrm{f}^{\left(m-L_{m}, L_{m}+1\right)}(\mathrm{x})$ is replaced by

$$
\mathrm{f}^{\left(m-L_{m}+1, L_{m}+1\right)}(\mathrm{x})-\frac{\mathrm{d}_{i, L_{m}+1}}{\mathrm{~d}_{i^{\prime}, L_{l}+1}} \mathrm{x}^{\left(L_{m}-L_{l}\right)+\left(i-i^{\prime}\right)} \mathrm{f}^{\left(L^{\prime}+1\right)}(\mathrm{x})
$$

or equivalently by letting

$$
\mathrm{d}^{(m+1)}(\mathrm{z})=\mathrm{z}^{(m-l) \cdot\left(\operatorname{deg}\left\{\mathrm{d}_{m}(\mathrm{z})\right\}-\operatorname{deg}\left\{\mathrm{d}_{l}(\mathrm{z})\right\}\right)} \mathrm{d}^{(m)}(\mathrm{z})-\mathrm{q}_{m} \mathrm{q}_{l}^{-1} \mathrm{~d}^{(\mathrm{l})}(\mathrm{z})
$$

when $\operatorname{deg}\left\{\mathrm{d}_{m+1}(\mathrm{z})\right\}=\operatorname{deg}\left\{\mathrm{d}_{m}(\mathrm{z})\right\}$
To complete the derivation, we need to find an initial solution $\mathrm{d}^{(l)}(z)$ with $\mathrm{d}_{l} \neq 0$ (or $\mathrm{f}^{\left(L^{\prime}+1\right)}(\mathrm{x})$ with $\mathrm{d}_{i^{\prime}, L^{\prime}+1} \neq 0$ ). Suppose $\mathrm{s}_{1}=\mathrm{s}_{2}=\cdots=\mathrm{s}_{v-1}=0$ and $\mathrm{s}_{v} \neq 0$ as exemplified in Fig.1., then we have $\mathrm{d}_{v, 1}=\mathrm{d}_{v-1,2}=\cdots=\mathrm{d}_{1, v}=\mathrm{s}_{v} \neq 0$. Hence the next step is to consider the element at row $L$ and column $v+1$. Thus we have as initial conditions

$$
\begin{align*}
& \mathrm{L}^{\prime}=0, \mathrm{i}^{\prime}=\mathrm{v}, \mathrm{f}^{\left(L^{\prime}+1\right)}(\mathrm{x})=\mathrm{f}^{(1)}(\mathrm{x})=1 \\
& \mathrm{~d}_{i, L^{\prime}+1}=\mathrm{d}_{v, 1}=\mathrm{s}_{v} \neq 0 ; \mathrm{L}=\mathrm{v}, \mathrm{i}=1  \tag{13}\\
& \text { Then } \mathrm{d}_{i, L+1}=\mathrm{d}_{1, v+1}=\mathrm{s}_{v+1}
\end{align*}
$$

which is equivalent to

$$
\begin{align*}
& l=\mathrm{v}-1, \mathrm{~d}^{(l)}(\mathrm{z})=1, \quad \mathrm{~L}_{l}=0, \quad \mathrm{~d}_{l}=\mathrm{s}_{l+1}=\mathrm{s}_{v} \neq 0 \\
& \mathrm{~m}=\mathrm{v}, \mathrm{~d}^{(m)}(\mathrm{z})=1, \quad \mathrm{~L}_{m}=\mathrm{v}, \mathrm{~d}_{m}=\mathrm{s}_{m+1}=\mathrm{s}_{v+1} \tag{14}
\end{align*}
$$

In addition, we may add an $s_{0}=1$ to the syndrome sequence resulting in a

$$
S^{\prime}=\left[\begin{array}{cccc}
\mathrm{s}_{0} & \mathrm{~s}_{1} & \mathrm{~s}_{2} & \cdots \\
\mathrm{~s}_{1} & \mathrm{~s}_{2} & \mathrm{~s}_{3} & \cdots \\
\vdots & & & \\
\mathrm{~s}_{\mathrm{d}_{0}-1} & & \cdots &
\end{array}\right]
$$

which can be considered either as
(1)
$\left[\begin{array}{c|l}\mathrm{S}_{0} & \\ \mathrm{~S}_{1} & \mathrm{~S} \\ \mathrm{~S}_{2} & \\ \vdots & \end{array}\right]$
or (2)


In the first configuration, $s_{0}$ is considered as $a_{10}$ while in the second configuration as $a_{01}$. In either case, the next element to be considered should be $s_{1}=a_{11}$ in matrix $S$. Following the basic algorithm the initial conditions for the first case are

$$
\begin{align*}
& \mathrm{L}^{\prime}=-1 \quad \mathrm{i}^{\prime}=1, \quad \mathrm{f}^{\left(L^{\prime}+1\right)}(\mathrm{x})=\mathrm{f}^{(0)}(\mathrm{x})=1 \\
& \mathrm{~d}_{\left(i^{\prime}, L^{\prime}+1\right)}=\mathrm{d}_{1,0}=\mathrm{s}_{0}=1 \\
& \mathrm{~L}=0 \quad \mathrm{i}=1 \quad \quad \mathrm{f}^{(L+1)}(\mathrm{x})=\mathrm{f}^{(1)}(\mathrm{x})=1  \tag{15}\\
& \mathrm{~d}_{i, L+1}=\mathrm{d}_{11}=\mathrm{s}_{1}
\end{align*}
$$

while for the second case, we have

$$
\begin{align*}
& \mathrm{L}^{\prime}=0, \quad \mathrm{i}^{\prime}=0 \quad \mathrm{f}^{\left(L^{\prime}+1\right)}(\mathrm{x})=\mathrm{f}^{(1)}(\mathrm{x})=1 \\
& \mathrm{~d}_{i^{\prime}, L^{\prime}+1}=\mathrm{d}_{0,1}=\mathrm{s}_{0}=1 \\
& \mathrm{~L}=0 \quad \mathrm{i}=1 \quad \mathrm{f}^{(L+1)}(\mathrm{x})=\mathrm{f}^{(1)}(\mathrm{x})=1  \tag{16}\\
& \mathrm{~d}_{i, L+1}=\mathrm{d}_{11}=\mathrm{s}_{1}
\end{align*}
$$

which is equivalent to

$$
\begin{align*}
& l=-1, \quad \mathrm{~d}^{(l)}=\mathrm{d}^{(-1)}(\mathrm{z})=1, \quad \mathrm{~L}_{l}=\mathrm{L}_{-1}=0 \\
& \mathrm{~d}_{l}=\mathrm{d}_{-1}=\mathrm{s}_{0}=1 \\
& \mathrm{~m}=0, \quad \mathrm{~d}^{(m)}(\mathrm{x})=\mathrm{d}^{(0)}(\mathrm{z})=1 \quad \mathrm{~L}_{m}=\mathrm{L}_{0}=0  \tag{17}\\
& \mathrm{~d}_{m}=\mathrm{d}_{0}=\mathrm{d}^{(0)}\left(\mathrm{s}_{1}\right)=\mathrm{s}_{1}
\end{align*}
$$

which also corresponds in terms of the notation of [7] to

$$
\begin{align*}
& l=-1 \quad \mathrm{~d}_{l}(\mathrm{z})=\mathrm{d}_{-1}(\mathrm{z})=1 \quad \operatorname{deg}\left\{\mathrm{~d}_{l}(\mathrm{z})\right\}=\operatorname{deg}\left\{\mathrm{d}_{-1}(\mathrm{z})\right\}=0 \\
& \mathrm{~d}_{l}=\mathrm{d}_{-1}=\mathrm{s}_{0}=1 \\
& \mathrm{~m}=0 \quad \mathrm{~d}_{m}(\mathrm{z})=\mathrm{d}_{0}(\mathrm{z})=1  \tag{18}\\
& \mathrm{~d}_{m}=\mathrm{d}_{0}(\mathrm{z})=\mathrm{d}_{0}\left(\mathrm{~s}_{1}\right)=\mathrm{s}_{1}
\end{align*}
$$

Notice that these initial conditions do not agree with Conan's MPR algorithm initial conditions. If we apply these conditions in Conan's MPR algorithm $d_{1}(z)$ becomes zero and stays zero for the following steps. That is why we adopt a set of
initial conditions that lead to a feasible solution. This is achieved when Step 4 of Conan's MPR algorithm produces a nonzero value.

$$
\mathrm{d}(\mathrm{z})=\mathrm{z}^{i} \mathrm{~d}(\mathrm{z})-\mathrm{s}_{i} \mathrm{~b}(\mathrm{z})=\mathrm{z}^{i}
$$

This means $\mathrm{b}(\mathrm{z}) \equiv \mathrm{d}_{-1}(\mathrm{z})=0$, not 1 . In addition, $\mathrm{n}(\mathrm{z})=0$ in order for the 0 th realization to be minimal. The realization is minimal in the MPR algorithm only when the $z^{0}$ coefficient of $n(z)$ is zero. Then to avoid $n(z)$ to stay zero the following equation should be able to produce nonzero values.

$$
\mathrm{n}(\mathrm{z})=\mathrm{z}^{i} \mathrm{n}(\mathrm{z})-\mathrm{s}_{i} \mathrm{c}(\mathrm{z})=\mathrm{s}_{i}
$$

This implies $c(z)=-1$. Hence, we establish a set of initial conditions for the MPR algorithm.

The solutions of Fundamental and Conan's MPR algorithms are not always the same as we can see from the examples (III. 3 and III.5). The 3rd partial realization of the MPR algorithm agrees with the FIA because the realization is minimal and therefore unique. However, the 4th partial realization is not minimal. When this happens the degree of the solution polynomial of the FIA is greater by $\{1\}$ compared with the solution polynomial of the MPR algorithm. The solutions of the FIA and MPR algorithms are equivalent since the problems they are solving are equivalent. The FIA problem satisfies the equation

$$
\mathrm{A}(\mathrm{x}) \sigma(\mathrm{x}) \equiv \omega(\mathrm{x}) \bmod \mathrm{x}^{\mathrm{N}} . \quad(\mathrm{A}(\mathrm{x}), \sigma(\mathrm{x}), \omega(\mathrm{x}) \text { are polynomials })
$$

The MPR algorithm satisfies

$$
\mathrm{S}(\mathrm{z}) \mathrm{d}(\mathrm{z}) \equiv \mathrm{n}(\mathrm{z}) \bmod \mathrm{z}^{-\mathrm{N}+\mathrm{d}}
$$

$\mathrm{S}(\mathrm{z}), \mathrm{d}(\mathrm{z}), \mathrm{n}(\mathrm{z})$ are polynomials and $\mathrm{d}=\operatorname{deg}\{\mathrm{d}(\mathrm{z})\}$. The same problem in FIA notation is

$$
\mathrm{x}^{-\mathrm{N}} \mathrm{~A}(\mathrm{x}) \sigma(\mathrm{x}) \equiv \omega(\mathrm{x}) \mathrm{x}^{-\mathrm{N}} \bmod 1
$$

For a further comparison, we show the flowcharts of the MPR as derived
from the FIA and the MPR algorithm in Fig.4. and Fig.5., and thus, we have concluded our derivation of Conan's MPR algorithm from the FIA.

$$
0 \begin{array}{rlll}
0 \rightarrow i^{\prime} & 0 \rightarrow \mathrm{~L}^{\prime} & 1 \rightarrow \mathrm{f}^{\left(L^{\prime}+1\right)}(\mathrm{x}) \\
0 \rightarrow \mathrm{~L} & 1 \rightarrow \mathrm{f}^{(L+1)}(\mathrm{x})
\end{array}
$$



Fig. 4. Conan's MPR Algorithm as derived from FIA
\&


Fig 5. Conan's MPR Algorithm

## Chapter V - Conclusion

We discussed so far three algorithms that solve the minimal partial realization problem, and two algorithms which are used to decode BCH codes. Since the problems are equivalent, any of these five algorithms can be used to solve the realization problem or to decode BCH codes.

Some of these algorithms have more capabilities than the rest. The MPR algorithms can realize a sequence of $\mathrm{p} \times \mathrm{m}$ matrices. Conan's MPR algorithm and Berlekamp-Massey algorithm can be implemented by a shift register. The FIA can decode cyclic codes beyond the BCH bound up to the Hartmann-Tzeng bound. The FIA can also decode a set of multiple scalar sequences.

A problem for further research is to develop a generalized version of Conan's MPR algorithm to decode codes beyond the BCH bound. Also it can be expanded to solve a set of semi-infinite sequences. An even further expansion is to develop an algorithm that can solve a set of semi-infinite sequences of matrices.

Another problem is to generalize the FIA to solve a set of semi-infinite sequences of matrices.
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