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ABSTRACT 

This work presents two control methodologies the Theory of 

Constraints (TOC) control and the hierarchical control. These two control 

methodologies represent two different approaches for the control of 

manufacturing systems. TOG is a heuristic that was successfuly applied 

in industrial situations, while the hierarchical control • 1.s a more 

mathematically rugged algorithm. 

Both control methodologies had to be enhanced in order to be applied 

towards the control of a multi-stage manufacturing system. After the 

enhancements were made, a series of experiments were performed to test how 

these two control methods behave under different system configurations and 

demand rates. These two control methods were also compared to system with 

"no control" (just under constant arrival rate which was equal to the 

demand rate). 

The TOC control was easier to implement and it performed quite well 

in certain configurations. Hierarchical control method performed 

generally better and more consistent. The major strength of this method 

wts found to be its ability to adjust system's output to lower demand 

rates, and its ability to select wisely part mixes. 

From the above experience a new Constrained Heirarchical Control 

(CHG) strategy was suggested. This strategy is a hybrid that combines the 

simplicity of the TOC approach with the strength of the hierarchical 

approach. This strategy has a potential of being applied in industry 

towards the control of specific type of multi-stage systems the 

flexible flow lines. 

• • • 
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CBAPl'BR J: 

J:IITRODUC'l'IOB 

This thesis work will evaluate different control 

methodologies of a multi-stage manufacturing systems. I hope 

that as a result of this study a new control method will be 

developed. The problem characteristic used in this work was 

inspired by real design problems of an electronic assembly 

line in a new automotive electronics plant in North-Eastern 

Pennsylvania. Also the data used in the experiments ~as close 

to the real data collected from this line. The following 

paragraphs will describe the characteristics of different 

types of multi-stage systems considered by this work, as well 

as define what is meant by real time control. Also, I will 

define the objectives of a control methodology and the 

measurement criterion used to evaluate the proposed 

methodologies. In the literature survey section, I will 

summarize the different approaches that were published in the 

recent literature. The last section of this chapter will 

outline the rest of this thesis. 

1 



1.1 TYPES OF MULTI-STAGE MANUFACTURING SYSTEMS 

Generally speaking a multi-stage system is when N number 

of manufacturing processes, or stages, are arranged in series 

such as one stage is feeding another. The work pieces enter 

the first stage and exit the system through the last stage. 

The transfer of parts from one stage to the next may be 

synchronized (i.e. happen at the same time for all stages), 

or may be independent (i.e. stage N-3, for example, may 

transfer parts to stage N-2, while stage N-2 does not transfer 

parts to stage N-1). 

Each stage, or operation, in such a line may be 

subjected to random stochastic processes, such as failures and 

repairs, material shortages, labor shortages, etc. Although 

in some manufacturing systems the processing times may also 

be stochastic in nature, for the purpose of this work, I will 

regard the processing times as deterministic. The failure of 

a single stage can cause a stoppage of the whole system. This 

happens because when an upstream operation fails it blocks the 

flow of parts to the downstream operations, thus causing them 

to go idle (the down stream operations are said to be 

starving). At the same time the operations upstream from the 

failed operation cannot move the parts downstream, and 

therefore also go idle (they said to be blocked) . The 

problem, however, can partially be solved if buffer space is 

added between operations. This buffer space in effect 

2 



partially (depending on the buffer size) decoupling the 

adjacent operations. 

The simplest representation of such a 

described in figure 1.1. 

STAGE 1 STAGE 2 STAGE N 

INPUT 

LJ LJ LJ LJ 

system 

OUTPUT 

LJ 
BUFFER 1 BUFFER 2 BUFFER 3 BUFFER N BUFFER N"+1 

Figure 1.1: Simple multi-stage system 

I 

lS 

Each stage in this line may represent a single production or 

assembly machine, or may represent an independent production 

or assembly line. As an example taken from an automotive 

electronics plant, operation 1 may be an automatic insertion 

line, while stage two may represent a robotic assembly line, 

etc. The line may be balanced or unbalanced. In a balanced 

line the operation times are equal for all the stages. Since 

it is clear that each stage may have different stochastic 

characteristics, the line has to be balanced taking those in 

account (see Groover, 1987). 

situation a perfect balancing 

However, in most practical 

I 

lS almost impossible, and 

therefore this work considers only unbalanced lines (the 

operation times at each stage do not have to be equal). 
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I also considered a more complex line. 

illustrated in figure 1.2. 

MAGS 1 9ftGE 2 :!ITAGI • 

8 8 8 
IIPUT LJ 8 LJ 8 LJ' LJ 8 .: 

HUPPER i e1rrm 3 BIP'PBR 3 t,Jff'!R 1' 

8 8 8 

This line is 

OUTPDT 

LJ -~ 
BUPPEJI 1 ... 1. 

Figure 1.2: Multi-stage systems with parallel 

operations 

In this case each stage is consists of several parallel 

operations. Each of the parallel operations has to be able 

to process the same part types. The operating paramenters, 

however, do not have to be the same (i.e. MTBF, MTTR, setup 

times, and processing times per part type). If the operating 

parameters are the same for all paraliel operations then by 

definition this type of multi-stage system is called a 

Flexible Flow Line ( FFL) . In any paralle !system, when a 

stochastic disruption occurs at one of the operations, the 

capacity of a stage I 

lS only partially lost (versus the 

previous model where the entire capacity of the stage was 

lost). Again, buffers are present between stages to mitigate 

the effects of stochastic disruptions. 
\ 
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Both systems may be totally flexible, or partially 
flexible. A totally flexible system is one that can adjust 
to changes od product mix (i.e. processing of different type 
of products) without needing any time for setup. A partially 
flexible system some time is required to perform a setup of 
the machines between product type changes. Since a flexible 
system does not require any setup time, it can process a mix 
of different products, when each product type may require a 
different time on the same operation. Since a partially 
flexible system requires setup, this setup time in effect 
reducing its capacity and some times necessitates batching of 
product types into lots (in order to avoid loosing to much 
capacity) . 

in nature. 

The setup time required may also be stochastic 

1.2 CONTROL OF A MULTI-STAGE SYSTEM 

First, I would like to make a distinction between 
traditional scheduling and real-time scheduling (or control 
in that matter). The difference is that traditional 
scheduling is trying to predict system behavior and built a 
schedule, or plan, that will take adjust to the predicted 
changes. Real-time scheduling the methodology reacts to the 
changes • 1n system's behavior right after they occur. 
Therefore, the scheduling is dynamic in nature and contains ,, 
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a set of rul_es that determine what system should do given 

changes in its status at any time (this set of rules may be 

algorithmic or heuristic). Control theory uses block diagrams 

to represent such control problems (Bollinger and Duffie 

1988) • One possible description of a control problem of a 

manufacturing system is presented in figure 1.3. 

5T ll 'l'EH' :! IIPU'I' 

DJ • • 
.--------. COlfl'ROL VECTOR 

CONTROLLER 
llJ 

OBSERVATION 
Yj 

1'0ISI (liHOR) 

10!5~ (DI5RUP'JI0l5) 

.-------, SYST!l1' S O U'l'P trr 

SYSTEtl 

IJ 

Figure 1.3: Block diagram representation of the 
control of a manufacturing system 

¥ 

Although I will not use explicitly block diagram algebra to 

solve the control problem, this chart presents a good 

framework for describing the control of a manufacturing 

system. As .can be seen from the diagram, • noise (random 

disturbances) can both effect the manufacturing system and the 

observation (i.e. the observation may represent the correct 
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\ system's status). However, this work ignores th€ possibility 

of noise on the information processing side, and assumes on 

time and correct availability of information. 

I define the control problem of a multi-stage system as 

follows: 

A. Longer term planning of production mix, 
volumes and lot sizes. 

B. Rules for dispatching lots or individual items 
into each stage of the system in such a way 
that will satisfy the demand for each product, 
as well as optimize other parameters that will 
be discussed in the following paragraphs. 

C. Methodologies of adjusting A and Bin the case 
of stochastic disruptions. 

The control methodologies will be measured by two major 

criteria. First, is the ability of the controller to satisfy 

the demand with the minimum possible work in process. Second, 

how closely the control methodology is capable of tracking the 

demand without over or under supplying. The demand period can 

greatly effect the controller's performance. For the purpose 

of this experiment, I chose two demand horizons. One is a 

short horizon of one day and the second a longer horizon of 

one week (one day is defined to be 15 working hours and a week 

is five days). In the following section I will summarize the 

major literature dealing with the area of interest to this 

work. 

It is also important to note that different control 

methodology may need different amounts of information. The 

more information a controller may need, the higher probability 
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of an error on the information processing side. Thus for 

approximately equal performances, I would prefer the control 

method that needs less information processing. Generally 

speaking, simplicity I 

1S an important consideration • in 

selecting a control scheme. The simpler the control scheme, 

the higher is the chance of successful implementation in a 

real manufacturing environment. 

1.3 LITERATURE SURVEY 

A great 9eal of literature pertaining to the modeling 

and control of systems similar to multi-stage production 

systems that were described in this chapter has been published 

in the past decade. Most of this literature that can be 

applied to the problem of interest to this work is dealing 

with flexible manufacturing systems, flexible flow lines, or 

transfer lines. In this section I will summarize the work 

that has been published in this field. Those approaches that 

I find to be more attractive will be discussed in greater 

detail then others. 

A detailed survey of papers that were p~qlished prior 

to 1985 was performed by Raman (1985). 
' \ \ I' 

This \survey paper 

categorized FMS related papers into three categories as 

follows: 1) design, 2) planning and 3) scheduling/control. 
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Since the two last categories are of interest to my work, I 

will concentrate on this portion of his survey. Buzacott et. 

al., ( 1980) . identified balanced workloads, multiple routings, 

and common storage areas as all being beneficial features for 

a FMS's scheduling and control. According to.Buzacott, the 

storage is used to reduce the effects of blocking and machine 

failure. The control system involves three levels which are 

pre-release planning, input control, and operational control. 

It is the responsibility of the operational control to 

minimize the effects of machine disruptions. In another paper 

(Buzacott, 1982), the author discussed the need for optimal 

control rules and the need to create strategies which 

coordinate the interaction between the different control 

levels. 

One detailed work that directly deals with the 

scheduling problem of automatic flexible flow lines (Wittrock 

1985). Wittrock ( 1985) tries to address the problem of 

scheduling a flexible flow line. He considers two kind of 

problems in this context. "Loading" decides when each part 

should be loaded into the system, and "Mix Allocation" selects 

the daily part mix. The goals are to maximize throughput and ' 

reduce WIP. Since the line is flexible, it can process a 

variety of part types (i.e. a mix of parts). Since Wittrock's 

algorithm is in essence a predetermined scheduling system 

(versus dynamic scheduling system) that did not take I 

in 

account disruptions, the methods that he suggested to address 

9 
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these random disruptions (i.e. adjusting the period and using 

dynamic routing) were not integrated well into the formulation 

of the algorithm. 

Another popular approach towards a solution of 

scheduling and control problems of flexible and semi-flexible 

systems, are hierarchical control and planning methods. The 

general idea behind hierarchical decomposition is that larger 

and difficult to solve problems can be decomposed into smaller 

and more tractable problems in a hierarchical fashion. 

Darakananda (1989) summarized the recent work in the area of 

hierarchical control. Anthony (1965) uses the concept in the 

context of managerial decision making by dividing decisions 

into three classes according to their time horizon. Hax and 

Meal (1975) developed a hierarchical control model for 

production planning in which different planning level has a 

different control model consistent with the timing horizon. 

The decisions (or parameters) flow only downward the 

hierarchies, and there is no feedback between the layers. 

Variations of this Hax and Meal model were explored by Gabbay 

(1975), Golovin (1975) and Bitran and Hax (1977). Graves 

(1982) modified the hierarchical approach to include feedback 

between decision layers. Several works were done to explore 

a hierarchical approach towards the control of flexible 

systems. O'Grady and Menon (1986) described three similar 

hierarchical scheduling frameworks for FMS's. Villa, Conti, 

Lombardi and Rossetto (1984) proposed a hierarchical framework 

10 



to control FMS with the main objective of minimizing the time 

required to reach steady state after an initial disruption. 

These models, however, little attention was given to machine 

failures and other stochastic disruptions that occur in the 

manufacturing system. 

Gershwin's group from the Laboratory of Information and 

Decision Systems at MIT has published many papers on real-time 

hierarchical control methodology. Their initial hierarchical 

scheduling work was published in Kimemia and Gershw).n ( 1983), 

Akella, Cheong and Gershwin (1984), and Gershwin, Akella and 

Cheong (1985). It is shown that the scheduling problem can 

be formulated as a continuous dynamic programming problem to 

determine the instantaneous production rates and a 

combinatorial algorithm to determine the dispatch times. The 

continuous dynamic programming program is further broken into 

two levels. Top level calculated the cost-to-go-function and 

the middle level determined the instantaneous flow rates and 

part mixes. The lower level dispatches parts into the system 

with the aim of maintaining the part loading rate equal to the 

computed production rate at the middle level. 

The authors show that the top two levels (i.e. the 

dynamic programming problem) can be approximated by finding 

a hedging point at the top level and solving a linear program 

at the middle level. The hedging point is 1 just a targeted 

value of an inventory of any given part type that balances 

I given average operating backlog and surplus system's 

11 
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parameters ( such as mean time to failure and mean time to repair) and costs of a surplus and backlog. The linear program at the middle level is solved every time the system's status is changed finding the best production rate for each product type given the new system's status. The lower level implements the calculated production rates by loading the machine when the real rate is under the calculated and not loading when it is over (this is called a staircase strategy). In Gershwin (1987) Gershwin extended the scheduling algorithm to include other stochastic events ( other than breakdowns) as long as clear frequency separation between those events can be identified (i.e. f 1 << f 2 << •••• << fk). The essential idea is that when treating dynamic quantity, treat quantities that vary much more slower as static, and those quantities that vary much faster can be treated in a way that ignores the detail of their variation (such as replacing them by their averages). 

Maiman and Gershwin (1987) incorporated the multiplerouting problem into the hierarchical control algorithm. This was done by substituting the production rate in the linear program by the sum of production rates for all operations at a given stage and adding a conservation of flow constraint (the rate of arrival of parts for a given operation for a given station is the same as the rate for any other station). The upgraded hierarhchical control algorithm was summarized in Gershwin (1989). In a recent paper (unpublished 

12 
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yet) Sharifnia, Caramanis and Gershwin (1989) suggested a 
superior approach than the staircase strategy. The modified 
approach uses corridors in the part type production 
surplus/backlog space to determine the timing of the setup 
changes. 

Goldratt has developed another approach towards the 
control problem of manufacturing systems which was called 
Theory of Constraints (see Goldratt and Cox 1986, and Goldratt 
and Fox 1986). 

Manufacturing • lS 

Much like the JIT principle, Synchronized 

a concept rather a mathematically rigid 
algorithm. Goldratt's theories were well summarized in Chase 
and Aquilano 1989 (Goldratts theories were called by the 
authors as Synchronized Manufacturing) . Theory of Constraints 
is similar to JIT by identifying the many faults of work in 
process. In contrast to JIT, TOC does not preach to eliminate 
all of WIP from the system. It suggests to create buffers of 
WIP only in front of bottleneck and capacity-constrained 
resources. 

13 
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1.4 THESIS OUTLINE 

The second chapter will present 

methodologies· to be evaluated in this work. 

the control 

It will aslo 

desribe how each control method is implemented in the control 

of a multi-stage system, as well as several enhancements to 

each control method. The description of the design of 

simulation experiments that test the control methods, and 

statistical methods used to evaluate these experiments will 

be presented in the third chapter. The fourth chapter will 

present and evaluate the results of these simulation 

experiments. The fifth chapter will present a control method 

that was developed as a result of the study described in the 

thrid chapter, and the last, sixth chapter will summarize this 

work, and present several ideas concerning future research 

work in this area. 

14 
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CHAPTER II 

DESCRIPTION OF CONTROL STRATEGIES 

Last chapter presented a detailed survey of related 

control and scheduling literature. It can be seen that the 

approaches that present a dynamic scheduling method are the 

hierarchical control methodology (developed by Gershwin and 

his group at the Information Systems Laboratory, MIT) , and the 

synchronized manufacturing method (developed by Goldratt et. 

al.). Although I believe that Wittrock's scheduling method 

is more a way to schedule a system than a way to control it 

(since it does not take in account disruptions), some of its 

formulations may be used in conjunction with other methods5 

In this chapter I will present a detailed description of the 

two control strategies and their implementation in the control 

of a multi-stage system. 

t· \ 
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2.1 HIERARCHICAL CONTROL ALGORITHM 

As was presented in Akella, Cheong and Gershwin 1984 

and in Gershwin, Akella and Cheong 1985 the purpose of their 

hierarchical scheduler is to solve the following problem: When 

should parts be dispatched into a system which is subjected 

to random disruptions (machine failures for example) to 

satisfy production requirements that were specified for a 

longer planning period (a day or a week). The authors showed 

that
1 
the scheduling problem can be formulated as a continuous 

dynamic programming problem to determine the instantaneous 

production rates and a combinatorial algorithm to determine 

the dispatch times. 

The continuous dynamic programming program is further 

broken into two levels. Top level calculated the cost-to-go

function and the middle level determined the instantaneous 

flow rates and part mixes. The lower level dispatches parts 

into the system with the aim of maintaining the part loading 

rate equal to the computed production rate at the middle 

level. The qualitative description of these hierarchies is 

summarized in figure 2.1. 
" 

16 
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Sytem 
configuration 

Requirements 
(demand) 

Parameters 
(Operation times, 

:t1TB F > l1TT R ) 

Generate 
~~~~-~ clec1s1on 

parameters 

H. 
J 

~~--------
Parameter upclate 

---------------------------~---------------

Calculate 

short-term 
production 
rates 

Hachine status 

Status of 
requiren.ents 

----------------- --------------------- ---

Schedule times 
at which to 

dispatch parts 

Part 

location 

----------------- ------------------ -- ---

ttach1nes ann 
transport 

systems 
Systea status 

Top 

level 
ott-lin.a 

Hiddle 
livgl 

on-11ne 

LOYliilr 

level 
on-line 

Figure 2.1: Scheduling algorithm hierarchies 
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The dynamic programming problem is formulated in the 

following fashion: 

J(x,a)~ min E{Jg[x(t)dtlx(O),o(O)]) (1) 

where, 

J is the cost-to-go function 
xis the production surplus/backlog 
a is the machine state (either 1 or 0) set 

g(x) is the assigned inventory/backlog cost function 

The above function is subject to the following constraints: 

µj > 0 
where, 

V i 

V j 

rij is the processing time of part j on machine i 
µj is the production rate of part j 
a is machine state -- 1 if machine is operational and 

0 if it is not 

(2) 

(3) 

At the top level the dynamic programming function (3) 

can be approximated by the following quadratic approximation: 

J(x,a) - 1/2 xT A(a)x + b(o)Tx + c(a) (4). 

The value of x that minimizes J(x,a) for a fixed a is called 

the hedging point. Therefore, the hedging point is given by 

(5) 

18 



The hedging point is just a targeted value of an 

inventory of any given part type that balances backlog and 

surplus given system's average operating parameters (such as 
·' 

mean time to failure and mean time to repair) and costs of a 

surplus and backlog. For a simple one product type system 

an exact analytical solution exists (see Akella and Kumar 

1986). For a multi-part problem an approximation can give a 

good idea on the nature of the hedging point. 

done by looking at the curve in figure 2.2. 

X 

slope= -cl 
slope= u-cl 

H 

t+T+T 
o r f 

+ T 
r 

This can be 

t 

Figure 2.2: Simplified trajectory of x 

Suppose that the initial level of inventory is at some 

level H and at time t 0 a failure can occurs. After the 

failure occurs the production rate is zero and the inventory 

19 
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• 
• 

is depleting with the rate equal to the demand rate dj. At the 
- ' 

time t 0 + Tr (Tr=MTTR) the machine is repaired and the 

inventory starts to rise at the rate equal to uj-Dj until at 

time t3 it reaches H (the hedging point) and stays their until 

the next disruption. 

Thus, we can obtain an approximation to the hedging point 

by minimizing the are under the positive and negative parts 

of the curve in figure 2.2. The solution to His as follows: 

T rd j ( bU j - ad j ) - T f ad j ( U j - d j ) 

(6) 
( a + b)U j 

where, Tr the MTTR, and Tf 
. 

MTBF 1S 1S 

d . . 
the demand rate for part type 

. lS J J 
u . the production rate for part . 

1S J J 
a and b are penalty weights for positive 

and negative areas respectively 

The Aj must be positive in order for J to be convex. Its 

value reflects the relative priority of part type j. Parts 

that have greater priority, or that pass through many machines 

(i.e. more sensitive to machine breakdown) should have a 

greater value. 

~ In the middle level the production rate of each part 

type is determined for machine state a and surplus/backlog 

level x. The objective is to compute the production rates 

such that x approaches and then remains equal to the hedging 

point Hj. This optimal production rate satisfies the 

following linear program at every time instant t: 

20 
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8J(x,a) -• • • m1n1m1ze -------- µ 
ax 

subject to constraints (2) and (3). 

This linear program can be written as follows: 
• 
J 

minimize L ciµi 
i=l 

subject to constraints (2) and (3). 

The coefficients cl ... cj are given by 

The Aj and Hj are determined at the top level. 

(7) 

(8) 

(9) 

Additional constraint must be imposed on the linear program 
(8) to prevent chattering of the system. This constraint must 
assure that when x reaches the hedging point the production 
rate is made equal to the demand rate, i.e. µj = dj (chattering 
is discussed in Gershwin Akella and Cheong 1985, it causes the 
flow rate to change more frequently than are loaded into the 
system). 

To summarize, the linear program at the middle level is 
solved every time the system's status is changed finding the 
best production rate for each product~ type given the new 
system's status. The coefficients of this LP • 1S the 
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difference between the actual inventory level and the hedging 

point multiplied by a positive quantity that reflects the 

relative value and vulnerability of each part type (it may be 

the number of machines each part has to visit). The lower 

level implements the calculated. production rates by loading 

the machine when the real rate is under the calculated and not 

loading when it is over (this is called a staircase strategy). 

The lower level has the function of dispatching parts 

into the system • 1n a way that agrees with flow. rates 

calculated at the middle level. To do this define the 

projected surplus of parts xP (t) after the new production rate 

was calculated at the middle level: 

(10) 

The actual surplus/backlog at time tis defined to be 0(~). 

The loading strategy is as follows: At each step t, load a 

part if xA(t) < x(t). Do not load otherwise. 

The qualitative behavior of this algorithms • 1s as 

follows. When a failure occurs the inventory may fall below 

the hedging point. In this case after the machine • 
lS 

repaired, the controller will increase the production rate of 

those parts that are most behind until their inventory reaches 

the hedging point, then it will keep the production rate at 

the hedging point by making it equal to the demand rate. 
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In Gershwin ( 1987) Gershwin extended the scheduling 

algorithm to include other stochastic events ( other than 

breakdpwns) as long as clear frequency separation between 
\ 

. ) 

those ~vents can be identified (i.e. f 1« f 2« •••• « fk). The 

essential idea is that when treating dynamic quantity, treat 

quantities that vary much more slower as static, and those 

quantities that vary much faster can be treated in a way that 

ignores the detail of their variation (such as replacing them 

by their averages) . This principle was already used 
I 

in 

Gershwin (1986) setups that included into the control 

algorithm. 

If it is assumed that setups are much less frequent 

than other events in the system, the setup frequency I 

1S 

deter111ined in the top level by solving a linear program which 

maximizes the number of setups (i.e. minimizes the lots). 

This level is said to be doing static optimization on the 

expected values of the parameters. This level also calculates 

the long term production rates. On the second level these 

setups were controlled using a starecase strategy. In the 

same level the hedging point is calculated using the long term 

production rates determined by the static optimization 

procedure at the first level. Other levels are similar to 

those described in Gershwin, Akella and Cheong (1985) with one 

exception. Now the setup time is deducted from the capacity 

constraint in the linear program that calculated the 

production rates. Therefore if the system is in setup, the 
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production rates calculated by the second level should be zero 

(since the capacity is zero during the setup). The modified 

hierarchies are summarized in figure 2.3. 

Maiman and Gershwin (1987) incorporated the multiple

routing problem into the hierarchical control algorithm. This 

was done by substituting the production rate in the linear 

program by the sum of production rates for all operations at 

a given stage and adding a conservation of flow constraint 

(the rate of arrival of parts for a given operation for a 

given station is the same as the rate for any other station). 

For this conservation of flow to b~~ •. valid no significant 

queuing may be allocated between the stages. All this work was 

summarized in Gershwin ( 1989) . Sharifnia, Caramanis and 

Gershwin (1989) suggested a superior approach than the 

staircase strategy. The modified approach uses corridors in 

the part type production surplus/backlog space to determine 

the timing of the setup changes. 
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Figure 2.3: Hierarchical control with setups 
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Enhancement of the Hierarchical Control: 

In the following paragraphs I will describe how I will 

enhance the above hierarchical control algorithm in order to 

implement it towards the control of multi-stage systems. 

The existed literature that was published by Gershwin 

and his group did not present the application of this control 

methodology towards the control of larger, more complex 

systems that requires buffering between the stages in order 

to optimize its performance. In order to minimize work-in-

process (WIP), it seems that the current control models avoid 

the use of internal buffers. Even under conditions of no WIP 

it becomes very difficult to apply the algorithm towards the 

control of the larger system. As the number of stages in such 

a system grows, it is difficult to estimate the average 

system's parameters (such as MTTR, MTBF) needed to calculate 

the long term decision parameters at the top level 

(specifically the hedging point). In the middle level it is 

difficult to determine the capacity constraints of the linear 

program. If these constraints are accumulated for each 

process in the system, then the larger number of constraints 

will make the solution of the linear program not practical in 

real-time. 

It is well known that • in multi-stage systems the 

location and the amount of buffering can be crucial to its 

p~rformance (see for example Buzacott, et. al. 1980). So one 
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possible implementation of the hierarchical control can be 

done by controlling each stage in the system separately. The 

hierarchical control algorithm will control the flow rate for 

every stage in the system in the same manner as described 

earlier in this chapter. The hedging point now becomes the 

buffer between this stage and the next one. In this case, 

however, it is important to impose additional constraints on 

the calculation of the production rates. In principal the 

constraint is as follows: If stage n has enough materials in 

the buffer in front of stage n (i.e. buffer n), and buffer 

n+l is not at the specified hedging point· (i.e. full), the 

production rate of stage n is only determined by his 
.. 

controller. However, if buffer n is empty, then the 

production rate of stage n must be bounded by stage n-1, in 

other words µn < µn-i • In this case the production rates for 

this stage must be recalculated with the additiorial 

constraint. If buffer n+l is full, then stage n production 

rate is either equal to the demand rate (since the buffer is 

at the hedging point), or this stage is blocked by the next 

stage, • 1.e. 

A multi-stage system may by itself be composed of 

operations on different levels. To take an example from the 

automotive electronic industry, a larger production line, 

which assembles electronic engine control boards is made off 
.. 

several shorter lines such as surface mounting, automatic 

insertion, robotic assembly, etc. (smaller lines may be 
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thought of as cells). Than there is a need for a control 
scheme that would control the different levels of operations 
on the shop floor. A shop floor controller may control the 
production rates of the individual cells, and a cell 
controller controls the production rates of the machines 
inside the cell. 

The hierarchical control algorithm can be decomposed 
into control hierarchies that match the hierarchies on the 
shop floor 1 • The hedging points for the shop floor controller 
are the buffers that separate the cells, and the hedging point 
for the cell controllers are the buffers that separate the 
machines, or groups of machines. 

illustrated in figure 2.4.: 

This control scheme is 

The control between the levels must be coordinated since 
the input to the· lower l~vel must be determined at the higher 
level. For example, the production rate of a cell must be 
determined by a shop floor controller. It is easy to 
integrate the hierarchical controls that control every level 
in the decomposed system into a one control scheme. We 
observe that the events that occur at every control level 
(i.e. plant, cell, or machine level) occur in different 
frequencies. It is recµi~nable to believe that breakdowns of ( 

1 After I created the following decomposition, I received from Dr. Gershwin a copy of a master thesis written by Bovornrat Darakananda. Darakananda developed a similar decomposition using a more mathematically rigid reasoning process. For more details a reader is encouraged to refer to Darakananda 1989. 
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//~--.... a whole cell will occur less frequent than breakdowns of the 

individual machines. This frequency separation follows the 

assumptions of the hierarchical control algorithms that was 

presented in this chapter. In the matter of fact, exactly in 

the same manner as setups were added to the control 

hierarchies we can add other levels that satisfy frequency 

separation assumption. 

0 

Cell A 
controller 

Shop Floor 
controller 

Cell B 

controller 

-f>-LJ~o OuO Q-t> 

LJ 

butter 41ItCt1on ot •ater111 tloT 

Figure 2.4: Shop floor control scheme 

Thus, in the floor shop control scenario, the floor shop 

controller will control the production rates of the individual 

cells, the long term expected parameters of every cell, and 

the buffer levels between the cells. These hierarchical 

control levels are presented in figure 2.5. 
,> 
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The production rates calculated by this floor shop 

controller are used as an input to the cell controller. These 

production rates are the long term goals of the cell 

controllers. The cell controllers, in turn, determine the 

production rates of the machines given their long term 

parameters and buffer levels between the machines. This 

principle can be expanded to as many levels as needed. Other 

events may incorporated in the appropriate levels depending 

on their frequency. Cell setup may be placed between one of 

the levels of the shop floor controller, and machine setup 

between the levels of cell controller (as described in figure 

3. 3) • 

I mentioned that the buffer levels separating the stages 

(which may be cells or machines) may be viewed as hedging 

points. But is one of the methods of calculating the hedging 

point be used for the purpose of calculating the buffer 

levels? As I explained earlier, the hedging point is the 

amount of inventory that will protect the demand of the next 

stage (or the market). However, any of the methods mentioned 

in this chapter of determining the hedging point did not 

consider how the hedging point would influence the performance 

of other operation downstream of the hedging point. They only 

considered by how much the next operation would be starved at 

a given hedging point. The buffer level can influence the 

performance of more than one operation downstream (by 

starving) or upstream (by blocking). Therefore, the entire 

31 

) 



system has to be considered when developing buffer levels, and 

any of the published methods of calculating the hedging point 

cannot be used to determine the amount of buffering between 

the stages. However, it is not important for control purposes 

how the hedging point is determined. For the purposes of this 

work I will use experimental methods that will be described 

in the third chapter. 

2.2 THEORY OF CONSTRAINTS CONTROL PRINCIPLES 

Goldratt has developed another approach towards the 

control problem of manufacturing systems which was called 

Theory of Constraints (TOC) (see Goldratt and Cox 1986 and 

Goldratt and Fox 1986). Much like the JIT principle, 

Synchronized Manufacturing • lS a concept rather a 

mathematically rigid algorithm. Goldratt' s theories were well 

summarized in Chase and Aquilano 1989. Synchronized 

manufacturing is similar to JIT by identifying the many faults 

of work in process. In contrast to JIT, TOC does not preach 

to eliminate all of WIP from the system. It suggests to 

create buffers of WIP only • in front of bottleneck and 

capacity-constrained resources. 
/ 

Bottleneck in defined by Chase and Aquilano as any 

resource whose capacity is less than the demand placed upon 

it. Capacity is defined~ an available time for production 
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excluding scheduled down time, such as maintenance. A non

bottleneck is a resource whose capacity is greater than the 

demand placed upon it. A non bottleneck, therefore, should 

not be working constantly since it can produce more than is 

needed. A non bottleneck contains an idle time. A capacity-

constrained resource (CCR) is one whose utilization is close 

to capacity and could be a bottleneck if it is not scheduled 

carefully. This can happen if the flow through CCR is 

scheduled in a way that causes idle time on it. 

The production flow in TOC is simply controlled by the 

rate of production of the bottleneck, or of the CCR (in this 
"", 

\ 

work both the bottleneck and the CCR will be referred to as 

the limiting resources). If a bottleneck exits in a system, 

then the buffer is placed in front of it in order to protect 

it from being starved as a result of failures of upstream 

operations. Note that if a bottleneck exist then by 

definition the system cannot supply all of the demand (i.e. 

the demand is infeasible), therefore there is no need to 

protect the market, and all the effort must be made to utilize 

the bottleneck resource at the highest possible level. The 

material flow through the system is determined according to 

the production rate of the bottleneck. When the bottleneck 

stops entirely (as a result of a breakdown for example), the 

material flow into the system is also halted. This flow 

control will assure that the bottleneck will not starve and 

that the upstream resources will not push material faster than 
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the bottleneck is capable of producing, thus • causing an 

accumulation of work-in-process in the system. It • lS 

important to note that this way of control creates a constant 

WIP system. The WIP level will never be under or over the 

initial level specified (the level of the buffer in front of 

the bottleneck). 

If a bottleneck does not exists, but a CCR does, then 

two buffers must be placed in the system. One buffer in front 

of the CCR to protect it against failures of upstream 

resources and another in front of the market (i.e. after the 

last operation) in order to assure timely delivery. The 

production rate is now controlled by the CCR and by the 

market. In this case the control method is similar in 

principle to the hierarchical control. The production rate 

of the CCR is detemined by the market as long as the buffer 

in front of the market is full. When the buffer size starting 

to decrease, then the CCR starts to work at its maximum rate. 

These two control strategies are illustrated in figure 

2.6. The dashed lines in this figure illustrate the flow of 

control information from the resource that determines the 

production rate to the resource that has to follow it. 
' In the case that neither a CCR nor bottleneck resources 

exits in the system, the buffer must be placed in front of the 

market. This is because in this situation the market is 

really the bottleneck resource, since· it has lower capacity 

than the capacity of the system. 
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Other stages in the system work under a simple rule. 

They are activated when they have material and idle when they 

do not have material to work on. This rule assures that other 

resources will work in the rate of the limiting resource that 

controls the system (i.e. bottleneck, or the CCR). 

Bottleneck 
---~--- ....... __ __ - -- --

l1arlcet 

Buffer 

CCR 
- - ~ - - -.. --- --- I ----- . .,., ~ ,. ' 

/- ' / , ' 

Buffer Buffer 

Figure 2.6: Control with a bottleneck and a CCR 

Since the flow of material into the system may continue 

even if a resource upstream of the limiting resource fails, 

the material may accumulate in front of this resource. This 

location is termed a transient buffer. Although the buffer 

in front of the limiting resource decreases with the rate 

equal to the production rate of the bottleneck, the WIP in the 

system • 1S still constant. After the failed resource • 
1S 

repaired, it will work at its maximum production rate, which 

is greater than the production rate of the limiting resource, 

I . 
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and the material 

limiting resource. 

will accumulate • again • in front of the 

A transient buffer may also exists 

downstream of the bottleneck in order to prevent the blockage 

of the bottleneck. 

TOC looks at the buffers as time buffers. Buffer's size 

is measured in terms of how many units of time of protection 

it provides for the resource behind it, and not in terms of 

number of pieces. Goldratt does not have an exact way of 

determining the s.fze of the buffers. From experience he 

generated a heuristic profile of correct and incorrect buffer 

sizes (see Goldratt and Fox 1986). 

figure 2.7. 

This is illustrated in 

BUFFER BUFFER BUf fER 

lENGTK LENG'l'll LElf G'l'! 

TIH! ~In! ~IHI 

GRJ.E'I ,\: GiAFll 11: GiJ.PII C: 

Buffat is too loi,g Buffer is Loo short Buffer is correcL 

Figure 2.7: How to determine the correct buffer time length 

The time buff er • 
1S divided into three time zones. 

According to the heuristic rule, if the buffer is full in all 

three time zones (as illustrated by the first graph of figure 
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2.7), than· it is too long. Also, if the buffer is almost 

empty in the second and third zones and almost always empty 

in the first (see the second graph in figure 2.7), the buffer 

is too short and has to be lengthen. On the other hand if the 

buffer is almost never full in the third area, half full in 

the ·second and always full in the first (as illustrated in the 

last graph), the buffer has the correct length. 

The underlying principle of the above rules is that the 

buffer should be large enough to prevent starving the 

protected resource. If the buffer is found full most of the 

time this indicates that the buffer is too large and can be 

reduced. The way to determine the size of the buffer, 

therefore, is to experiment through trial and error with the 

real system, or to conduct simulation experiments. 

If the system is not flexible and needs setup for 

different part types (or between families of parts), the TOC 

advocates to determine the lot sizes in a way that will 

optimize the utilization of the limiting resource and prevent 

from other resource of becoming a limiting resource. This 

last directive follows the principle that any serial system 

should have only one limiting resource. After this resource 

was determined, the control of the system should make sure 

that this resource will not shift. 

/ 
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Enhancement to the Theory of Constraints 

If a mix of products is to be processed by a totally 

flexible system; the control methodology has to determine when 

to produce which part and in what quantity. TOC literature 

does not address these matters. Therefore, these questions 

have to be answered in a way that does not violate the 

principal guidelines set by this methodology. In a very 

simple way the quantity of each part can be determined by 

defining a minimal-part-span (MPS). A MPS is a possible 

smallest set of parts in the same proportion as the mix for 

the demand period (i.e. a day or a week depending on the 

particular enterprise). So if the demand for a particular 

period is 100 of part A, 200 of Band 300 of C, the MPS is 

1:2:3. The order of parts in the MPS will be arbitrary. 

The TOC control method can also be implemented for 

different levels of shop floor hierarchies (i.e. plant level, 

cell level and machine level). The control can be enforced 

~ in a similar manner as was descri~ed in figure 2.4. In this 

case, however, the shop floor controller is the cell that is 

a 1 imi ting resource on the eel 1 level (i.e. between the 

cells). This cell determines the material flow rate into the 

first cell in the sequence. The cell controller is the 

machine that is a limiting resource on the cell level and it 

determines the flow inside the cell. A cell may be 

constructed from several smaller lines (I already gave an 
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example of automotive electronic line that has such 

configuration). This shop floor control scheme that uses the 

principals of TOC is illustrated in figure 2.8. 

..,. -/ 

/ 
/ 

/ 

/ 
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Figure 2.a: Example of a synchronized control of a 
hierarchical system 
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2.3 SUMMARY 

This chapter presented two control policies to be 

compared and evaluated in this work: the hierarchical control 

algorithm and the TOC control methodology. Both policies 

needed to be enhanced in order f ~e able to apply them 

towards the control of multi-stage systems. 

rt was suggested to decompose the system (control wise) 

in order to apply the hierarchical control algorithm. Each 

stage in the system can be then controlled separately 

following the hierarchical algorithm. I demonstrated that it 

does not matter whether the stages represent basic elements 

such as machines, or higher level systems, such as cells. In 

the matter of fact, the hierarchical algorithm can be easily 

expanded towards the control of different hierarchies on the 

shop floor (such as cells, machines, transportation elements, 

etc.) . 

For the purposes of determining the method of selecting 

part quantities to be dispatched into a TOC controlled system, 

I defined the minimal-part-span (MPS). The parts will be 

dispatched into the system according to the relative ration 

of parts in the MPS in arbitrary order.G 

In the case of TOC method I showed that the stages can 

represent different hierarchies on the shop floor, and that 

the TOC method can be applied towards the control of these 

hierarchies. 
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CHAPTER III 

DESIGN OF THE EXPERIMENTAL FRAMEWORK 

I chose to evaluate two control methodologies in this 

work; the Hierarchical Control and the Theory of Constraints 

control. I will also compare the controlled system with 

systems with no control. These control methodologies will be 

evaluated by performing a series of experiments of controlling 

multi-stage system with different parameters as will be 

described in this chapter. 

Chapter two described in detail the hierarchical control 

strategy and the theory of constraints (TOC) strategy. In the 

first section I will discuss the selection of parameters to 

be used in my experiments. Then I will discuss the role of 

work-in-process in the experiments and the methods used to 

determine the buffer sizes. In the third section I will 

describe in detail the simulation models. In the fourth 

section I will present the performance measures and the 

selection of appropriate statistical methods for the analysis 

of experiments. This chapter will be summarized in the final 

section. 
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3.1 SELECTION OF PARAMETERS 

I will experiment with two types of system's. First, 

is the the simplest multi-stage system (as described in figure 

1.1), and second a more complex system with parall~l 

operations (as described in figure 1.2). The simple system 

will be analyzed when only one product type is produced and 

when a product mix is produced (assuming a completely flexible 

system) . The selection of parameters and the design of 

experiments with different parameters will be discussed in 

detail in the following paragraphs. 

Parameters for the simple system with one product type: 

For my experiment I chose to use a five stage system 

(i.e. five operations). 

presented in table 3.1. 

The parameters of this system are 

Exponential function was used as 

the probability distribution function for MTBF, and Normal 

function for MTTR. The standard deviation of the Normal 

function was 10 percent of the MTTR. The Adjusted Processing 

Time (APT) was calculated as follows: 

APT= PT*(l+MTTR/MTBF) 

APT is therefore the average operation time adjusted to 

failures and repairs of the stages. It is important since it 

describes the behavior of the system over the long run. 
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MTBF 

MTTR 

PT 

APT 

TABLE 3.1: PARAMETERS WITH ONE PRODUCT 

STAGE 1 

250 

25 

0.0420 

0.0462 

MTBF --
MTTR --
PT --
APT --

STAGE 2 

400 

30 

0.0440 

0.0473 

l 

STAGE 3 

150 

10 

0.0450 

0.0480 

STAGE 4 

220 

20 

0.0370 

0.0404 

STAGE 5 

300 

20 

0.0560 

0.0597 

MEAN TIME BETWEEN FAILURES (in minutes) 
MEAN TIME TO REPAIR (in minutes) 
PROCESSING TIME (minutes per part) 
ADJUSTED PROCESSING TIME (minutes per part) 

The limiting stage (slowest stage) over the short run may be 

just the one with the longest processing time (PT). Over the 

long run, however, the limiting stage is the one with the 

longest adjusted processing time (APT). 

Different parameters may influence the performance of 

the model under different control strategies. It I 

lS 

desirable, therefore, to test the controls with systems with 

different parameters. Practically, however, it may not be 

possible becatise of the time constraint. I chose to vary two 

parameters that in my opinion have the most potential to 

influence the results. The first is the location of the 

limiting stage, and the second is the demand. 

It can be seen from table 3 .1 that originally the 
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limiting stage (both in terms of PT and APT) is the fifth one. 

I will try to locate the limiting stage in three positions. 

First position in the end of the line (as in table 3.1), the 

second position in the middle of the line (to be interchanged 

with parameters of stage 3), and in the beginning of the line 

(to be interchanged with stage 1). 

The processing time of the system is the processing time 

of the slowest stage (also termed in literature as the cycle 

time) . The production rate is given by the inverse of the 

processing time (1/PT), and the expected production rate of 

the system is given by MIN (1/APT11 •••••• ,1/APTJ where n is 

the number of stages. The demand rate, therefore, cannot be 

higher than the expected production rate of the system. 

Selection of parameters such that a limiting resource 

exists is necessary since the TOC method is based on the 

assumption that either a bottleneck or a CCR exists in the 

system. It seems that the TOC literature does not take in 

account the expected breakdowns when determining the capacity 

of the system. If breakdowns are not taken into account in 

capacity calculations, then it is clear that in the long run 

the system cannot satisfy the demand that is just lower than 

the capacity, i.e. when CCR exists by definition. In the case 

of a bottleneck, however, it will not matter • since by 

definition the system cannot satisfy the demand. In this work 

I will define a bottleneck situation when the demand is 

slightly greater than the highest APT of the system (i.e. of 
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the limiting resource), the CCR will exists when the demand 
is 10 percent lower than APT, and the market will become the 
bottleneck when the demand is 30 percent lower than the 

maximum system's APT. 

Therefore, the three values of the demand rates are as 
follows. First value of the demand rate is slightly greater 
then the expected production rate of the system -- 17.00 
parts per minute. The second value is lower by just 10 

percent -- 15. 08 parts per minute. The third value is 

significantly lower than the maximum expected system's output 

(by about 30 percent) -- 11.73 parts per minute. 

The demand in a given period is given by the demand rate 
for a given product (dj) multiplied by the period length. 
cri terions for measuring the success of the controller to 

satisfy the demand were discussed in the introduction. To 
remind the reader, I proposed two criteria: one on the ba~is 

of daily period and the second one on the basis of weekly 

period. The control algorithm may do well (i.e. not too much 
behind or over the demand for this period) in the shorter 
period of time and badly in the longer period, or vise versa. 
The shorter the period the harder it is for the controller to 
mitigate the effect of the disruption in this period. In the 
long period, however, their is more chance for the controller 

to overshoot the target (by overproducing). 
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Parameters for the system with multiple product types: 

It is interesting to analyze the performance of the 

control algorithms under when a mix of products is processed 

through the system (assuming it is a totally flexible system). 

In this case the processing times are dependent on the product 

type, and so are the demands. Other system's parameters 

remain unchange, since they are system dependent({MTBF and 

MTTR) . I choose to process three product types (A, B, and 

C) whose processing times are given in table 3.2. 

TABLE 3.2: PROCESSING TIMES FOR THREE PRODUCTS 

PRODUCT 
TYPE. 

A 
B 
C 

TIMES IN MINUTES 
STAGE 1 STAGE 2 STAGE 3 STAGE 4 STAGE 5 

0.0291 
0.0482 
0.0410 

0.0476 
0.0595 
0.0268 

0.0468 
0.0394 
0.0337 

0.0360 
0.0330 
0.0241 

0.0433 
0.0500 
0.0521 

Zero processing time on stage 1 for products C and D implies 

that these products are not processed through stage 1. 

In order to ~~ the expected processing times, the 

adjusted processing times are calculated per product type in 

table 3.3. 
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TABLE 3.3: ADJ. PROCESSING TIMES FOR THREE PRODUCTS 

PRODUCT I TIMES IN MINUTES I TYPE STAGE 1 STAGE 2 STAGE 3 STAGE 4 STAGE 5 I 
A I 0.0320 0.0512 0.0500 0.0393 0.0462 I B 0.0530 0.0640 0.0420 0.0360 0.0534 I C 0.0450 0.0288 0.0360 0.0327 0.0559 I 

In this case it is not trivial to determine the demand 

rates per product type. The demand rates will determine the 

mix of products. This rate has to be determined in such a 

way that assures that the expected system's capacity is 

satisfied. I chose the demands rates for the three products 

such as one is a high volume (in relative sense), second low 

and third medium volume. 

As I did for the one product type,1 I choose to 

experiment with three demand rates, which are summarized in 

table 3.4. 
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TABLE 3.4: DEMAND RATES PER PRODUCT TYPE 

PRODUCT I DEMAND RATES I TYPE 100 ~ 90% 70% I 
0 

A I 12.0 10.8 8.4 I B 2.0 1.8 1.4 I C 6.0 5.4 4.2 I 
I 

3.2 DETERMINING BUFFER LEVELS 

Since the control policies will perform differently with 

different WIP levels, I will perform experiments by testing 

the policies when different levels of WIP are allowed in the 

system. Every set of experiments consisting of simulation 

runs testing the three control strategies on a system with a 

certain set of parameters ( as was specified in the last 

section) will be repeated with different WIP levels. Thus for 

a given system's parameters the control strategies can be 
~ 

evaluated in terms of production percentage, production 

balance and WIP. Although this seems to be straight forward, 

a certain problem arise. This is because in the case of a 

hierarchical control policy, the specified buffer levels (i.e. 
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the hedging points behind every stage) will determine the 

amount of WIP in the system. For the control policy to be 

successful, those levels have to be predetermined correctly. 

Therefore, since the levels of each buffer are important, it 

is not enough to run experiments with different WIP levels in 

the system. It is possible to estimate buffer sizes needed 

to sustain a given demand rate in long term (the heuristic 

used to find buffer sizes will be discussed in detail later 

in this chapter) . These buff er • sizes can be used as a 

starting value for WIP. Then they can be changed as long as 

the proportion of each buffer to others is preserved. 

Heuristic Procedure to Determine Buffer Sizes: 

As was determined in the last chapter, the publish.ed 

techniques of calculating the hedging point cannot be used in 

order to determine the hedging points in a decomposed multi-

echelon system. In this system the hedging points are just 

buffer levels that allow the system to satisfy a given demand. 

The ref ore, an algorithm has to be used in order to 

estimate the required buffer sizes that will satisfy a given 

demand rate. I looked over a large body of literature dealing 

with analytical approaches of determining optimal buff er 

levels (Masso and Smith 1974, Yamashina and Okamura 1981, 

Perras and Altiok 1986, and many others). Most of the more 
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promising methods (see for example Jafari and Shanthikumar 

1987 and 1989), utilize a decomposition method using Markov 

processes 

(dynamic 

combined with dynamic 

• programming fits well 

• programming formulation 

with Markov states 

decomposition and analysis). Unfortunately the assumptions 

of those methods are too restrictive for my purposes, 

especially given the fact that I control the input to the line 

(i.e. the arrival rate). 

Then I looked at techniques that use simulation as 

part of their algorithms (Ho, Eyler and Chien 1978, Ho, Eyler 

and Chien 1983, Cao and Ho 1987, Suri and Leung 1989, and 

others) . The most computationally effective techniques 

perform perturbation analysis. Under some conditions these 

techniques are capable to find an optimum values of the 

variables after just one simulation run. In principal these 

techniques estimate a gradient or the rate of change in each 

variable during the course of one simulation experiment, then I' 

they calculate a pertubated path using this gradient and 

iterate this path until the optimum value of the variables is 

found. They are efficient because they need only one 

experiment and iterations on the pertubated path are much more 

effective then the Monte-Carlo experiment done by the 

simulation language. 
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If the gradient can be found, then also other gradient 

optimization methods can be used to find the optimum solution. 

However, it is not a trivial task to determine the gradient 

in a computational effective way. Several algorithms were 

published, but they are much too complex and seem to be more 

of a theoretical mathematical nature (see for example 

Rubinstein 1986). In any case the best of the algorithms can 

find the gradient for functions of two variables only. Also, 

in the case of perturbation analysis the assumptions on the 

states of the system are too restrictive-for my purposes. 

Finally, I found some simpler algorithms that find 

optimum system parameters using experimentation (Farrel 1977) . 

However, they are too computationally inefficient. Then using 

the concepts I have learned from my readings and the knowledge 

of the particular system that I am testing, I created 

heuristic that suppose to find the buffer levels for the five 

buffer problem. This heuristic is actually a combination of 

a simple Pattern search algorithm with a determination of the 

steepest change in each variable. 

For the models with hierarchical control and no control 

the buffers leve·ls can be determined experimentally as 

described in the following heuristic: 

1. Initialize the value of the increment, INC, 

2. Initialize all buffer sizes to 1, 

3. For i = 1 to N (N=total number of buffers): 
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a) increment the ith buffer by INC, 
b) run a simulation experiment, 
c) record the throughput, 
d) set ith buffer back to 1, 
e) repeat until i ~ N. 

4. Order the buffers according to the throughput recorded in step 

5. Depending on the ratio of the highest throughput to the demand, 
determine the next increment, NINC (for example, if the highest 
throughput is 80% of the demand then INC=200). 

6. Starting with buffer i=l (i.e. the buffer that produced the highest 
throughput) increment it by the initial INC plus the NINC, conduct 
experiment and record the throughput. 

7. If the throughput is significantly higher than the last highest 
throughput, got to 5 and then repeat 6 for the same i. 

8. If the throughput is not significantly higher, then do the following: 

a) subtract the last increment from the queue, 
b) divide it by two 
c) add to the allowable queue length and run an experiment 
d) if the output equals last highest output, goto a 
e) if the output lower than the last highest output, goto b 
f) repeat until the increment is less than a predetermined error e 

9. If the throughput is not significantly higher then choose the next 
buffer (i.e. i=i+l) and do 6. 

10. Stop when the INC becomes zero (i.e. the throughput is equal to the 
demand), or when all buffers were incremented. 

The initial values of the increment, the error, the rules 

for readjusting the increment (depending on the closeness of 

the throughput to the demand), as well as the rule for 

determining whether the throughput is significantly higher 

then the last one (see step 8), are dependent on the specific 

system. 
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This heuristic was coded in FORTRAN 77 as a subroutine 

to the SIMAN simulation model (Subroutine Prime). The 

printout of this subroutine • 
1S in appendix A.1. The 

experiment has to be run for long enough in order to 

accumulate a good sample of the breakdowns (the breakdowns are 

modeled using random exponential distribution), and for the 

system to achieve a steady state. Each simulation run that 

the heuristic performs should start with the same initial · 

conditions, including the same sets of initial random number 

seeds. After finding the buffer sizes, it is recommended to 

verify them by running simulation experiments with different 

random number seeds. 

In the case of multiple products, the hedging point per 

product type is determined to be just the percentage of this 

product in the mix. For example, if the daily mix is such 

that the system has to produce 1000 of product A, 2000 of B 

and 3000 of c, then 16.67% of each buffer will be product A, 

33. 34% product B and 50% product C. In this case, the 

processing times of the three part types used in the model 

have to be aggregated. The processing time for each stage 

can be determined by multiplying the reciprocal of the total 

production rate (i.e. 1/LjPrj ) by the utilization of this 

stage. 
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3.3 DISCUSSION OF THE SIMULATION MODELS 

The simulation models that use the TOC, the hierarchical 

control, and the model with no control methodologies will be 

described in this section. The description of the models will 

concentrate on modeling techniques and assumptions that I 

consider to be important for the understanding of the 

experiments. The printout of the actual simulation code 

(programs in SIMAN simulation language, and FORTRAN coded 

subroutines) is available in appendices A.2, A.3, and A.4. 

TOC Control Model: 

As was explained in the Parameter Selection section, 

three demand rates were chosen. In the context of TOC, fiist 

demand rate causes a limiting resource to become a bottleneck, 

the second demand causes a limiting resource to become a CCR, 

and the third is much lower than the capacity, and therefore, 

the market is the bottleneck. 

If a bottleneck exists in the system, then every time it 

releases a part (i.e. finishes to process), it sends a signal 

to the first buffer allowing it to release a part into the 

first stage. This way the rate of flow into the first stage 

is always equal to the rate of production of the bottleneck. 

When the bottleneck is the market (i.e. the demand is 
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much lower than the capacity of the system), the market has 

to be implicitly modeled, since it pulls parts into the 

system. The market is modeled as an operation with constant 

production rate which is equal to the demand rate. The market 

is deterministic and in contrast to other five operations in 

the model, it never fails. When the demand is higher than the 

capacity of the system, there is no buffer in front of the 

market, and the market is not modeled implicitly (i.e. there 

is no need to represent the market as an operation). 

If a CCR exists, then the market sends a signal to the 

CCR every time it pulls a part from the last buffer (i.e. the 

buffer that protects the market) . When the level of the 

buffer in front of the market starts to fall, the CCR ignores 

these signals and works at its maximum production rate. 

Therefore, when a CCR is in the system, the flow is either at 

the rate of the market, or at the rate of the CCR. In this 

case the market is modeled as an operation with constant 

processing time which is equal to the demand rate. The 

maximum allowable work-in-process was chosen to be the same 

as for the hierarchical control model. For the single part 

type it was 1854 and for multiple parts 2710. Every run was 

initialized with these starting wip levels. 

The simulation models for single part type can be found 

in appendix A.2, and the models for multiple part type in 

appendix A.3. 
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Hierarchical Control Model: 

This control method controls the flow of materials into 

each individual stage according to the hierarchical control 

algorithm described in the last chapter. In the one product 

case the solution of the linear equation in the middle level 

of the hierarchy is trivial. If the level of inventory in 

the buffer after the stage is lower than the hedging point, 

or the maximum buffer capacity that was specified (the 

heuristic used to find these buffer capacities was discussed 

earlier in this chapter), then the production rate should be 

the maximum production rate of this stage. In other words, 

the dispatching rate of parts into the stage is equal to the 

processing time. If the level of inventory is equal to or 

greater then the set level, the production rate should be 

equal to the demand rate. 

The production rate at each stage is maintained by 

adjusting part arrival. If the production rate equals the 

processing time (i.e. maximum), parts arrives right when the 

stage gets free from processing the last part. If the 

production rate equals the demand rate, part arrival • lS 

delayed by the reciprocal value of the demand rate (i.e. 

delay=l/demand). 

When multiple products are processed by the system, the 

solution of the linear equations may not be the same for every 

product. One reason to this is that the Aj matrix may not be 
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the same (if all products do not visit the same operations). 

Another reason is that the hedging point of every product may 

be different. Therefore, there is a need to solve the linear 

equation presented in the last chapter every time the state 

of the system changes. In this case the production rates have 

to be maintained by applying the staircase strategy presented 

in chapter two. 

The procedure of controlling the production rates per 

part type is as follows. 

linear equation is solved. 

When the stage breaks down the 

Depending on the values of the 

surpluses inside the buffer behind this stage, the values of 

the hedging 

matrix, the 

I 

I I 
points and the values 

\ . 
new 'p.roduct1on rates 

of the weights in the Aj 

for each part type are 

determined. The new production rates are maintained until the 

hedging point is reached, then the linear program is called 

again, and the production rate is reset to equal the demand 

rate. The linear program is also called when the input queue 

for part type i for operation j (i.e. the hedging queue of the 

last operation j-1) falls to zero. In this case the linear 

program has to determine new optimum production rates given 

unavailability of part type i. 

The staircase strategy is implemented in SIMAN by calling 

a function UR. This function selects the appropriate input 

queue that contains the desired part type i that has to be 

launched into operation j. Since UR has to return a value 

(i.e. a part type has to be chosen) the staircase strategy 
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could not be implemented exactly as described in the previous 

chapter. When all surpluses are equal or greater than the 

projected surplus levels (Xp), then instead doing nothing 

(ie.e choosing no parts), the UR would choose a part type that 

is least ahead and will introduce a delay time before the part 

is dispatched into an operation. The purpose of the delay is 

to slow the system. I do not . believe that this small 

deviation from the original algorithm would make a significant 

difference in the performance of the hierarchical policy. 

Every time an operation is failed and repaired it calls 

on a FORTRAN subroutine EVENT that initializes the variables 

for the linear program and calls on subroutine LP that solves 

the linear program using a simplex method. The UR function 

also calls on EVENT if it finds that the input queue for any 

part type is zero, or if the next operation j+l failed and all 

parts are at the hedging points. UR function contai.ns 

several rules for breaking ties and for trying to minimize the 

number of calls made on the LP subroutine (to decrease the 

computational time) . For a more detailed deicription the 

reader may refer to the printout of the FORTRAN programs and 

the simulation model in appendix A.4. 

It is important to note that for simplification purposes 

the same hedging points were specified for the higher and 

lower demand levels. It is clear that in lower demand levels 

the system may perform equaly well with lower hedging points. 

The hedging points used for single part tpye models are as 
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follows: 1, 176, 651, 650 and 376 (queues 2 through 6 

respectively). For the multiple part types the hedging points 

are as follows: 

QUEUE 2 
QUEUE 3 
QUEUE 4 
QUEUE 5 
QUEUE 6 

TOTAL: 2710 

PART A 

23 
63 
48 

103 
36 

No Control Model: 

PART B 

136 
376 
286 
615 
211 

PART C 

68 
188 
143 
308 
106 

The modeling of the models using the "no control" 

method is straight forward (see appendices A.2 and A.3). In 

the first the parts arrive in constant arrival rate which is 

equal to the demand. The queues are limited according to the 

values found using the heuristic described earlier. 

Therefore, after the queue length reaches a specified value 

the queue will be blocked, and no more parts can flow in it. 

The parts flow according to a minimal-part-span (MPS). The 

order of parts in MPS is arbitrary. The MPS for the demands 

specified in the first section is 6 of part type A to 1 of B 

to 3 of C. 

Here too, in order to make the models consistent with 

each other, in the cases when the. demand is 30% and 10% lower 
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than the maximum average production rate, the market will be 

represented as a separate operation with constant production 

rate, as was discussed for the previous models. 

The arrival rate of the parts to the model is always 

constant and equals the demand rate. Note that for the case 

when the demand is at 70 percent of the expected capacity, 

this model is similar to the TOC model (when the market is the 

bottleneck), since the market is assumed to be at constant 

rate. The maximum work-in-process allowed in the system was 

limited to the same as in previous models (1854 for single 

part type systems and 2710 for multiple part types). The 

maximum work-in-process allowed for different demands was also 

the same. 

3.4 STATISTICAL ANALYSIS OF PERFORMANCE MEASURES 

In the first chapter I determined the criteria for 

comparing the performance of control policies are the WIP 

level in the system and hoe close a control policy able to 

maintain a given demand rate. In this section I will describe 

the measures of these criteria. I will also discuss the 

statistical issues in the design of the simulation experiments 

and the statistical methods that will be used to evaluate the 

results. 
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Policy Performance Measures: 

The objective of the experiments is to compare between 

the hierarchical and the TOC control methodologies. The 

criterion for evaluating the controls were discussed in th~ 

first chapter. Generally speaking I will compare between the 

controls on the basis of how well each control method 

satisfies the demand, and how much work-in-process has to be 

in the system during the control period. 

The methods of varying WIP in different experiments were 

discussed previously in this chapter. For each such 

experiment it • lS important to observe what are the real 

average and maximum WIP levels observed during the simulation 

run (the real WIP level may be different from the level 

specified for a particular experiment). 

The objective of satisfying the demand can be defined 

in a similar manner to Akella, Cheong and Gershwin 1984. The 

production target is specified for each part type j as Dj(T) 

parts having to be made in period T. The cumulative 

production Wj(t) is the total amount of material of type j 

produced by time t. The cumulative production must equal the 

total demand at time T. Thus one objective is to ensure that 

wj (T) is equal to Dj (T) . Since . the hierarchical control 

strategy uses a demand rate as an input, demand rate can be 

defined as follows: dj = Dj(T}/T. 

As a policy performance measure the production 
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percentage can be defined as 

Pj = Wj (T)/Dj (T) x 100% V j. 

This production percentage is of primary importance, • since 
• • this • 1S the production of type I 

J parts expressed as a 

percentage of total demand for type j parts. The closer is 

this measure to 100 per9€nt, the better the control method . 
./ 

, 

Total performance measures for all part types for a given 

control policy can be expressed by aggregating the production 

percentages as follows: 

P = ~.w.;~.n. x 100% 
J J J J 

To measure the distribution of production between the various 

part types, the balance is defined as 

Statistical Analysis: 

The control policies will be evaluated for one day and 

one week demand periods. Each demand period can be viewed as 

a statistical observation. In most statistical experiments 

a sample I size of more than thirty observations • 
lS 

statistically valid (Pegden 1989). There are two ways of 

performing these observations of the performance of the 

measures (i.e. production percentage and production balance) 

using simulation. One way is by performing thirty different 

runs, when each run is initialize with differ~nt random number 
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seeds, for each demand period. Second way is by performing 

one simulation run for the duration of thirty demand periods 

(i.e. thirty days, or thirty weeks). 

Since the systems used by the experiments are non

terminating type (an example of a terminating system is a bank 

-- the customers leave when the bank closes), it is reasonable 

to perform one simulation run. In this case autocovariance 

exists between the observations. This is because observations 

are not independent of each other. A failure during one 

period may influence the performance of another period. 

Therefore, the measures of the performance after each demand 

period cannot 

methods. 

be analyzed 
I using any common statistical 

on the other hand, making separate runs for the duration 

of the demand period does not correctly reflect the behavior 

of the systems under discussion, since this introduces 

additional transient periods and incorrect starting 

conditions. It is better, however, to suffer the inaccuracies 

caused by separate runs, then having invalid statistical 

analysis caused by autocovariance. Since the I 
I 

inaccuracies 

associated with separate runs are common to all control 

policies, the comparison between their performances is still 

valid. 

The hypothesis to be tested by the experiments is simple. 

I would like to show with 95 percent confidence that one 

control policy has better average performance measures 
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(production percentage and balance) then another for a given 
WIP level. Since it was established that each simulation run 
is a discrete statistical observation, classical statistical 
methods can be used to perform the analysis. I will use the 
two sample z-test. If two sample means are given by X1 and -
X2 , and sample standard deviations by S 1 and S 2 , the Z statistic 
for a large sample is given by (Devore 1982): 

z - -----------------
J ( Sf/m + S~/n) 

If population means are µ 1 and µ 2 respectively, then for null 
hypothesis (H0 ) that µ 1 - µ 2 = D. 0 the possible alternate 
hypothesis and the respective rejection regions are given as 
follows: 

Alternate Hypothesis: Rejection Region for Level o Test: 

either 

where a= P(rejecting H0 when H0 is true), and z is obtained 
from a standard normal curve table. 

Thus, for testing the hypothesis that one control policy 
is better then another one, the null hypothesis is that 

o, and the alternate is that µ 1 - µ2 > o. If the 
null is rejected in favor of the alternate, then policy number 
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1 has a larger performance measure than policy number 2. If 

the null is not rejected, then no conclusion can be drawn from 

the test. 

3.5 SUMMARY 

Several simulation experiments will be performed in order 

to compare and evaluate two control policies that were 

introduced in chapter two. Also, these policies will be 

compared to a "no control" option. The performance measures 

will be the production percentage, production balance, average 

WIP and maximum WIP levels. 

The three policies will be evaluated using a five stage 

system with different parameters. The parameters that will 

be changed are as follows: 

• system producing one part type, 

• system producing three part types, 

• demand level at 100% of the expected capacity, 

• demand level at 90% of the expected capacity, 

• demand level at 70% of the expected capacity 

• location of the limiting resource in the end, 

• location of the limiting resource in the middle. 
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CHAPTER IV 

PRESENTATION AND ANALYSIS OF RESULTS 

In this chapter I will present the results of the 

simulation experiments of the three control strategies under 

different conditions. In the first and second sections I will 

deal with systems that produced single part type. The first 

section analyzes the effects of different locations of the 

limiting resource (LR) on the performance of the control 

strategies. The second section analyzes the performance of 

control strategies under different demand rates. The third 

seption performs the same analysis for systems with three part 

types. 

4.1 EFFECTS OF THE LOCATION OF THE LIMITING RESOURCE 

First, I will analyze the effect of the location of the 

limiting resource (LR) on the performance of each of the 

control methodologies. The summary of the data obtained from 

the simulation models is presented in tables 4 .1 and 4. 2., and 

a more detailed data (outputs per day) are in appendix B.1. 
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TABLE 4.1: AVE. WIPS FOR TWO LOCATIONS OF THE LR 
(AVE. and S.D) 

CONTROL 
METHOD 

NO 

TOC 

HIER. 

CONTROL 
METHOD 

NO 

TOC 

HIER. 

100% OF MAX. 
LR AT 5 LR AT 3 

1414.69 
244.78 

1834.04 
41.89 

1310.70 
250.73 

827.78 
174.67 

1545.89 
58.30 

1302.93 
163.81 

90% OF MAX. 
LR AT 5 LR AT 3 

827.78 
174.67 

651.40 
173.52 

1124.78 
227.80 

244.39 
109.37 

558.88 
163.07 

1625.60 
75.84 

TABLE 4.2: PP FOR TWO LOCATIONS OF THE LR 
(AVE. and S.D) 

100% OF MAX. 
LR AT 5 LR AT 3 

0.996 
0.040 

1.022 
0.040 

0.987 
0.030 

1.044 
0.020 

0.964 
0.020 

0.991 
0.020 

90% OF MAX. 
LR AT 5 LR AT 3 

1.084 
0.030 

1.010 
0.090 

1.020 
0.020 

1.089 
0.030 

1.006 
0.060 

1.019 
0.010 

\ 

At a 100 percent demand level the results support the 

following hypothesis concerning the average work-in-process 

(WIP) at 95% confidence level: 
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a) average WIP using a no control method was higher when the 
limiting resource (LR) was at stage 5 than in stage 
three, 

b) average WIP using TOC method was higher with a LR in stage 
five than in three, 

c) average WIP using the hierarchical control method was 
higher when the LR was in stage five than in three. 

At the same demand level the results support following 

hypothesis concerning the production percentage (as was 

defined by formula number 2· in chapter three) at 95% 

confidence level: 

a) no control method had a lower production percentage (PP) 
when the LR was-at stage five then with the LR at 
stage three, 

b) TOC control method had a higher PP when LR was at five then 
in three, 

c) hierarchical control method had a lower PP when the LR was 
at five than when the LR was at three. 

When the demand level was at 90% of the maximum expected 

capacity the results were different for the hierarchical 

control method than the results before. The average WIP was 

now lower and the PP was higher when the bottleneck was at 

five than when it was located in stage three. 

From the above results it is clear that the location of 

the LR influences on the system's performance for every 

control method. It seems, however, that the hierarchical· 

control policy was less effected by the location of the LR. 

· In the case of 90% demand level, the TOC control policy 

performs better when the LR is at stage three, because the PP 

is closer to 100%. The no control policy is exactly the 
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opposite, since its production output goes up, and therefore 

further from 100 perce'nt of PP. 

The above result is not surprising since the 

hierarchical control method closely controls the production 

rate of every station and the queue behind every station (the 

hedging point). In the TOC case it is intuitively logical 

that the LR would have a better control over the system when 

it is located in the middle, and it would be interesting to 

check what happens when it is located in front. This is 

because less random events can effect its operation. 

Remember, the buffer in front of the LR is predetermined and 

if it is not large enough to mitigate any possible disruption 

upstream, the LR would starve. The buffers downstream of the 

LR are transient and therefore even if an operation downstream 

fails it would not effect LR performance. 

I cannot explain, however, the fact that in the case of 

90% demand level, the average WIP level was much lower when 

the LR was at five than at stage three. The WIP behavior of 

other control methods was as expected. In the case of no 

control method, the output is related to the WIP in the 

following manner: the higher the output the lower the WIP 

(because the system pushes the WIP out faster). Therefore, 

since the output increased when the LR moved to stage three, 

the WIP level decreased. Also, the output increased for lower 

demand level, and the WIP decreased accordingly. In the case 

of TOC control, the explanation for lower WIP is similar to 
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the one for better PP performance -- when the LR at three it 

has a better control over the system and less WIP accumulates 

in front of the LR, and the system pushes the WIP downstream 

the LR faster (much like in the no control case). 

4.2 SINGLE PART TYPE AND THREE DEMAND LEVELS 

Now I will examine closer how different control methods 

perform under different demand levels (for the same location 

of the LR). Tables 4.3 and 4.4 summarize the data for average 

WIP and production percentages respectively (the more detailed 

output is in appendix B.l). 

I measured wip as the accumulated inventory in queues 2 

through 5 only, since queue 1 is an input queue and represents 

raw materials (or material from previous production process) 

and queue 6 is final product inventory. The inventory in 

queue 6 in the end of each run(end of each day) is added to 

the day's output. 

In this section I would like to check which policy 

performs better in terms of the production percentage (i.e. 

closer to 100 percent) and the lower average WIP (remember 

that the maximum allowable WIP is the same for all control· 

policies). I am also interested in how different policies 

perform under lower demand levels. 
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First, I will look at the wip levels (see table 4.1). 

At a 100 percent of capacity the WIP level using hierarchical 

control is the lowest (verified by statistical hypothesis 

testing at 95 % confidence level). This result was expected 

since the hierarchical control policy tracks very accurately 

the maximum allowable wip, and since the wip slips when an 

operation failure occurs, the • average w1p is below the 

• maximum. 

TABLE 4.3: AVE. WIP LEVELS FOR SINGLE PART TYPE DEMAND 
(AVE. and S.D) 

CONTROL 
METHOD 

NO 

TOC 

HIER. 

100% OF MAX 

1414.69 
244.78 

1834.04 
41.89 

1310.70 
250.73 

DEMAND AT 
90% OF MAX 

827.78 
174.67 

651.40 
173.52 

1124.78 
227.80 

70% OF MAX 

233.40 
57.88 

233.40 
57.88 

1366.73 
85.49 

As I mentioned in chapter two and three, the TOC policy 

makes sure that the overall level of wip stays constant. The 

results supported this fact -- the wip level was close to the 

maximum allowed (1834) with very small standard deviation (if 
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the first queue was included in the wip record, the wip level 

would have been constant). 

At lower demand levels the wip for the hierarchical 
. 

control policy stays relatively high to other two control 

policies. This is because the hierarchical control policy 

tracks well the specified levels of wip (which is the hedging 

point) for every queue, and would always try to maintain it. 

To achieve lower levels at lower demand rates, I should have 

specified lower hedging points, but as I mentioned in chapter 

three, for simplification purposes I let the hedging points 

to be the same for all demand rates. 

At 90 percent demand level the TOC control performed 

surprisingly well in terms of wip. This fact indicates that 

the type of control strategy used in those models (i.e. what 

I called in chapter two as bottleneck control) achieves a more 

effective control over the system (same is true for this case 

in terms of PP). 

It is more significant to determine which policy 

performs better in terms of production percentage (see table 

4.4). At a 100 percent demand level the hierarchical policy 

PP was found to be statistically lower than 1 at 95 percent 

confidence level, so was the no control policy PP. The PP of 

the TOC was significantly higher than 1. 

levels all PPs were higher than 1. 
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TABLE 4.4: PP FOR SINGLE PART TYPE DEMAND 
(AVE. and S.D) 

CONTROL 
METHOD 

NO 

TOC 

HIER. 

100% OF MAX 

0.996 
0.040 

1.022 
0.040 

0.987 
0.030 

DEMAND AT 
90% OF MAX 

1.084 
0.030 

1.010 
0.090 

1. 020 
0.020 

70% OF MAX 

1.116 
0.009 

1.116 
0.009 

1.033 
0.005 

At the 100 percent demand level the no control policy 

performed best because it was closest to the goal (PP of 100), 

next came the hierarchical control, and the TOC performed the 

worst. At the 90 percent demand level the TOC performed well, 

with just 1 percent over the 100% PP. In the 70 percent 

demand level both the TOC and no control performed equally as 

was expected, since the controls are essentially the same (at 

the market rate). At this demand level the hierarchical 

policy performed the best with just 3. 3 percent over the 

production goal (PP of 100). 

The TOC and the no control policies kept over-producing 

at the 70 percent demand level was because the system had more 

WIP than needed and these control policies just pushed the WIP 
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out. However, if lower levels of WIP were specified, then 

those policies would have underprod~ced since they would have 

pushed all wip in the first minutes of production and then 

have no wip to protect the system in the case of disruptions. 

The type of TOC control used for 90 percent demand 

level, bottleneck control, seem more appropriate than CCR 

control also for the other two demand levels. This control 

strategy is more similar to hierarchical control since it 

allows the system to work at a higher rate (equal to limiting 

resource rate) when the system is behind the market demand, 

and at the market rate (i.e. demand rate), when a system is 

not behind. But al though it perf armed better than the 

hierarchical policy for the 90 percent demand level, the 

reader has to notice that the standard deviations were much 

higher (0.09 versus just 0.02). This fact indicates that the 

hierarchical control policy mitigates better the effects of 

disruptions. 

4.3 SYSTEMS WITH THREE PART TYPES 

In this section I will analyze how the three control 

policies perf armed with several part types. Again, the 

policies will be compared in terms of WIP and production 

percentage (aggregated production percentage as per formula 

3 of chapter 3), but in this case they will also be compared 
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in terms of production balance (see formula 4, chapter 3). 

The results are summarized in tables 4.5, 4.6 and 4.7, and the· 

more detailed results are presented in appendix B.2. 

A similar system behavior in terms of WIP can be observed 

in the multiple part type case as was observed for the single 

part type (see table 4.5). The WIP levels for the systems 

controlled by the hierarchical policy stayed over 2000 parts 

for all demand rates (the maximum allowable WIP level was 2710 

for all control strategies). The TOC policy tracked WIP 

with low standard deviation. In a multiple case, however, the 

WIP level using the TOC policy was higher for the 90 percent 

demand level than for the 100 percent. 

TABLE 4.5: AVE. WIP LEVELS FOR MULTIPLE PART TYPE DEMAND 
(AVE. and S.D) 

CONTROL 
METHOD 

NO 

TOC 

HIER. 

100% OF MAX 

3219.37 
911.63 

2644 .. 75 
47.27 

2017.74 
156.23 

DEMAND AT: 
90% OF MAX 

75 

2362.90 
887.87 

2673.86 
21.21 

2163.93 
103.22 

70% OF MAX 

1013.19 
472.23 

1013.19 
472.23 

2290.06 
54.38 



This indicates that the load on the system was higher in the 

multiple part type case than the single part type case. This 

phenomenon is exceptable, because product mix introduces 

inefficiencies into the system. 

In terms of the production percentage the hierarchical 

control policy performed clearly better than the two other 

policies (see table 4.6). At the 100 percent demand level, 

the hierarchical policy reached 97.1 of the demand, and at 90 

percent demand level it reached full 100 percent of the 

demand. In the 70 percent demand level other two policies 

over-produced the demand by 14.3 percent, while the 

hierarchical policy overproduced by only 1.7 percent. Also, 

as was in the case of one part type, the hierarchical policy 

had a lower standard deviation, indicating a more stable 

performance. 

TABLE 4.6: AGGREGATED PP FOR MULTIPLE PART TYPE DEMAND 
(AVE. and S.D) 

CONTROL 
METHOD 

NO 

TOC 

HIER. 

100% OF MAX 

0.865 
0.123 

0.874 
0.106 

0.971 
0.030 

DEMAND AT: 
90% OF MAX 

76 

0.954 
0.127 

0.874 
0.092 

1.000 
0.018 

70% OF MAX 

1.143 
0.080 

1.143 
0.080 

1.017 
0.008 
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I was surprised to find out that the no control policy 

performed better than the TOC policy during the 90 percent 

demand level. 

The production balance was clearly better for the no 

control and the TOC policies (see table 4.7). The reason for 

this good balance is the MPS dispatching ration used. • Since 

the parts were dispatched in constant ratios no one part could 

fall behind, or get ahead of the others. This may lead to an 

assumption that the hierarchical control policy overproduced 

some parts and underproduced some others, and that other 

policies just underproduced equally all part types. The more 

detailed data in appendix B.2 shows that this assumption is 

partially true. 

CONTROL 
METHOD 

NO 

TOC 

HIER. 

TABLE 4.7: BALANCE FOR MULTIPLE PART TYPE DEMAND 
(AVE. and S.D) 

100% OF MAX 

0.999 
0.000 

0.999 
0.000 

0.730 
0.172 

DEMAND AT: 
90% OF MAX 

77 

0.999 
0.000 

0.999 
0.000 

0.891 
0.105 

j 

70% OF MAX 

0.999 
0.000 

0.999 
0.000 

0.977 
0.018 



The hierarchical policy over-produced some parts usually 

those with higher demand rate. This was caused because I gave 

priority to those parts with higher demand rates when ties 

occurred in the staircase algorithm. It could also be caused 

by the inexact application of the staircase strategy (as was 

discussed in chapter 3). The over-production, however, is 

very low (in the 100 percent demand level does not exceed 2%). 

It is important to observe that the worst performance of a 

part type (usually part type C) was better than the 

performance of the other two policies. Therefore, the 

hierarchical policy was able to achieve the best possible mix 

of parts given system's status. 
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4.4 SUMMARY 

In this chapter I presented and analyzed the results of 

experiments with no control, TOC control and the hierarchical 

control policies. The experimental simulation runs were 

performed with three demand levels with systems producing 

single and multiple part types. For the system with a single 

part type, models were tested for two different locations of 

the limiting resource -- in the end and in the middle. 

For the single part type case, the hierarchical policy 

performed a little better especially in terms of more 

consistent performance. It seemed that the hierarchical 

policy was less sensitive to the location of the limiting 

resource (i.e. the slowest resource). The TOC policy 

performed very well in the 90 percent demand load. In this 

case the TOC policy was more sophisticated than the one used 

for the 100 and 70 percent loads. 

The hierarchical policy performed even better, when 

multiple part types were put through the system. Here, it 

proved its ability to select part mixes and production rates 

dependent on system status. It also allows for user input in "' 

terms of weighing factors for the production of different part 

types. Factors such as relative importance of on-time 

delivery, the number of operation a part has to be routed 

through, as well as a variety of 0th.er factors can be 

incorporated into the control .algorithm. 
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CHAPTER V 

CONSTRAINED HIERARCHICAL CONTROL STRATEGY (CHC) 

The application of a full decomposed hierarchical 

control strategy (see detailed description in chapter 2) is 

complicated, especially in real-world situations. The amount 

of coordination and information required I 

lS large. The 

simulation model was relatively hard to implement and debug, 

in a real system case this task would be even harder. 

The experiments have indicated that the main benefits of the 

hierarchical control algorithm is in excellent dynamic part 

type selection and the ability to adjust the flow rate of 

material through the line to demand rate, while mitigating the 

effects of disruptions. The principle of system's control 

using the limiting resource also proved to be quite 

beneficial. This may lead to a conclusion that an application 

of a hierarchical control algorithm towards the control of 

only the limiting resource may simplify the control of the 

entire system and achieve some of the benefits of the 

hierarchical control. 

This is the constrained hierarchical control approach 
·,. 
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(CHC) • Similar to a TOC approach, tjie limiting resource 

dictates the inflow into the line, while the control of the 

limiting resource is done by applying the hierarchical control 

algorithm. 

figure 5.1. 

This approach is demonstrated graphically in 

/ 
/ 

/ 
/ 

/ 

HIERARCHICAL CONTROL ALGORITID1 

/ 

/ 
/ 

LJ 
Buffer 

~lal\lnw 1e,ourca 

0 ~l1arket 

LJ 
Buffer 

HEDGiiG POINT . 

Figure 5.1: An example of CHC application towards a 
multi-stage system 

The hierarchical algorithm controls only one hedging 

point. The hedging point is the buffer in front of the 

market. It also has to have the capability to control the 

buffer in front of the limiting resource in order to be able 

to change the work-in-process levels inside the system. 

Otherwise, as was discussed for the TOC method, the wip 

between the limiting resource and the first buffer (i.e. the 

f·irst input queue) will always be constant. 
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Other buffers, similar to TOC, are transient buffers 

that grow and deplete depending on system's behavior (see 

chapter 2). If the buffer in front of the limiting resource 

starts to fall, the shop floor controller will determine new 

production rates that optimally fill this buffer. The shop 

floor control is done by the hierarchical algorithm of the 

limiting resource that constantly adjusts the production 

rates and part mixes to maintain the hedging in front of the 

market (i.e. to satisfy market demand). 

This approach must also contain an upper level routine 

that makes sure that the limiting resource does not shift 

with changes in product mix. This upper level routine has to 

adjust long term demand mixes and locate the stage that will 

be the limiting resource in the given period. Other global 

shop floor coordinat~on may be also necessary. For example, 

the upper level has to track the long term parameters changes 

in order to constantly locate the limiting resource. 

As was done with other control methodologies, this 

method was tested on a five stage system that manufactures 

three part types with three demand rates (the simulation 

model of CHC is in appendix a. 5) . The results of these 

experiments are summarized in table 5.1 (a more detailed 

results are in appendix b.3). 

' ' ' ' 
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TABLE 5.1: SUMMARY OF RESULTS FOR CHC METHODOLOGY 
(AVE . and S . D . ) 

AVE. WIP 

AGG. PP 

BAL. 

100% OF MAX 

2311.41 
36.65 

0.992 
0.023 

0.902 
0.070 

DEMAND LOADS: 
90% OF MAX 

2237.27 
23.53 

1.014 
0.013 

0.930 
0.052 

70% OF MAX 

2340.94 
13.03 

1.022 
0.009 

0.978 
0.017 

The above results indicate a very good performance. 

Although the average wip levels are a little higher than the 

average levels for the hierarchical control method (see table 

9, I e I 

4.5), the standard deviations of average wip is much lower. 

This indicates that the CHC strategy has a better control 

over the wip and may need lower maximum wip levels (those 

that specified for buffer 1 -- see figure 5.1). 

The aggregated production percentages are also higher 

than for the hierarchical control (with confidence level of 

95 percent), and they tend to pass the demand at lower demand 

levels. The difference, however, is not large. • Comparing 

the aggregated production percentages with those of the TOC 

control reveals a much better performance (see table 4.6). 

At 70 percent of the maximum demand the over-production is 

lower than in the TOC case, and in 90 percent, the CHC method 
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satisfies the demand. 

A closer look at the small over-production problem 

reveals that it was caused by a better maintenance of the 

hedging point, then with the hierarchical control method. 

Thus, at the end of the period the buffers in front of the 

market are generally fuller than with the hierarchical 

control. Since the contents of this buffer is added to the 

period's output, the output tends to be higher than the 

demand. This problem can be easily fixed by lowering the 

hedging points. 

The production balance is better than with the 

hierarchical control (see table 4.7), especially in the case 

of 100 percent and 90 percent demand levels. This indicates 

that the CHC strategy is capable of achieving higher outputs 

and better product mixes. 

The CHC strategy proved to have the same advantages of 

performance as the hierarchical control method, and even 

surpassed the hierarchical control in some performance 

measures. At the same time this strategy is less complicated 

to implement, since it needs less coordination between the 

different stages and less information for its operation. 

From these reasons I believe that this strategy can be 

practically applied towards a control of flexible flow lines 

(FFL) in a real industrial setting. The reason I limit it to 

just this class of multi-stage systems (i.e. FFL) is because 

by definition each stage of a FFL may contain parallel 
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operations that are identical -- termed banks (i.e. banks of 

identical machines, or short lines on a higher level). In 

this case the controller of the line does not have to deal 

with the routing problem within each bank. Since every 

operation • 1S identical within the bank, the part can be 

routed to the first available operation. 

If the operations within the stage are not identical, 

then a lower level control has to determine part routings as 

well. It will be possible to implement the CHC method 

towards the control of multi-stage systems of a more general 

nature than a FFL, but more research is needed concerning the 

coordination of control between the • various shop floor 

levels, and how additional routing decisions would be 

implemented in the CHC framework. 
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CHAPl'BR VJ: 

COBCLUSIORS 

In this chapter I will first summarize this thesis work, 

and then bring few suggestions for future research topics. 

6.1 SUMMARY OF THIS WORK 

This work looked at the problem of controlling a totally 

flexible multi-stage system. I distinguished control from a 

more conventional scheduling. When doing control scheduling 

decisions are made every time the system changes state. This 

way the controller is optimizing system's performance by 

reacting to random changes in system's state. Conventional 

scheduling, in contrast, is trying to guess how the system may 

behave during the scheduling period. Gershwin demonstrated 

that a control algorithm • • is superior to conventional .,, 
scheduling techniques (Gershwin, Akella and Cheong 1985). 

Therefore, in this work I did not use any of the available 

scheduling algorithms and heuristic, but concentrated on 

control strategies only. 
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I described two control policies that represent, in my 

opinion, two extremes in the related literature. One was a 

hierarchical control policy presented a relatively 

sophisticated hierarchical control algorithm. The second one 

is the Theory of Constraints approach (TOC) was a heuristic 

that is based on simple principles of utilizing a limiting 

resource for controlling the flow of the entire manufacturing 

process. Although TOC's approach was just a heuristic, it 

made sense intuitively and was proven to produce effective 

results when applied in real manufacturing systems. Other 

advantages of this approach were that it was relatively 

simple, easy to implement and understand for shop floor 

personnel. 

Both approaches seemed to be appropriate towards the 

control· of a multi-stage process. Some enhancements, however, 

had to be made to be able to apply them for this purpose. 

With the addition of these enhancements, both approaches were 

suitable towards the control of multi-layered, hierarchical 

shop floor systems. The hierarchical control policy seemed 

more rugged in terms of mathematical validity. 

The two control policies were compared one to another 

in a series of simulation experiments simulating systems with 

different parameters. The were also compared to a model of 

a system that was not controlled by any control policy. The 

only flow control in this system was done by adjusting the 

arriving time into the system to the market demand rate (i.e. 
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the arrival time was always constant). The goal was to learn 

whether the simpler TOC policy can perform as well as the 

more sophisticated hierarchical control policy, and how both 

policies compare to a "no control" policy. The policies were 

tested with two location of the limiting resource, with single 

and multiple part types, and three different demand rates. 

From a set of experiments with single part type I 

learned that both the TOC and the hierarchical control 

policies performed almost equally well. The hierarchical 

control policy seemed to be less sensitive towards the 

location of the limiting resource and performed more 

consistently. The TOC policy performed very well when applied 
• 1n a bottleneck control configuration (versus CCR 

configuration -- see chapter 2) when the demand rate was 90 

percent of the :maximum expected system's capacity. This leads 

to a conclusion that when the demand is feasible, the TOC 
# 

should only be applied in this configuration. 

The hierarchical policy performed even better when three 

part types were produced by the system. The algorithm was 

able to find the optimum mix and production rates in response 

to random disruptions. The TOC policy performed poorly in a 

multi-product environment, and was surpassed even by the "no 

control" policy. The reason for this poor performance was 

mainly because of the absence of dynamic part type selection 

(the parts were dispatched in constant ratio). Both the TOC 

and "no control" policies over-produced under lower demand 

88 



rates (especially at 70% demand load). 

Al though the experiments indicated that the hierarchical 

policy performed better, the TOC policy performed well and 

demonstrated the validity of the simple principle of using the 

limiting resource in a control of a multi-stage system. An 

important advantage of the TOC approach is that its simplicity 

makes it more practical for implementation towards the control 

of real s·ystems. TOC was lacking the ability to fine tune the 

production when the demand rates are lower than the capacity, 

and the ability to choose dynamically different part types. 

This analysis lead me to think about an alternate 

control approach that combines the simplicity of the TOC 

strategy with the accuracy of the hierarchical control. I 

call this ~ybrid strategy a constrained hierarchical control 

strategy. This strategy is called the Constrained 

Hierarchical Control strategy (CHC) . It is essentially a 

different way to apply the hierarchical control towards the 

control of a multi-stage system. 

Experiments with this strategy revealed an almost 

equivalent performance to the hierarchical strategy and a 

superior performance to the TOC strategy. This strategy is 

less complex to implement because it needs less coordination 

between the stages and less information. I believe that it 

is practical to apply this strategy towards the control of 

flexible flow lines in industry. 
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6.2 IDEAS FOR FURTHER RESEARCH AND DEVELOPMENT 

Much more work can be done in testing the CHC strategy 

under different settings. For example, it is interesting to 

test its behavior on systems with parallel operations. The 

major difference of this system from the one used in my 

simulation experiments • lS that a system with parallel 

operation does not loose all capacity when one stage fails. 

Theoretically both the hierarchical control and the CHC should 

perform event better on this type of system. A more complex 

parallel system • lS one with operation with difference 

performance parameters (i.e. all parallel operation in a given 

stage can work on all part types, but with different 

processing parameters, such as MTTR, MTBF, processing times, 

etc). 

trivial. 

In this case the selection of operations is not 

This problem is addressed within the context of 

hierarchical control, but has to be further tested in the 

context of CHC, and systems with real-world parameters. 

In chapter two I described how the hierarchical control 

can be applied towards the control of a hierarchical shop 

floor system. The validity of this theory has to be verified 

using simulation models with several such hierarchies 

explicitly represented (for example, individual machines 

grouped into shorter 1 ines, and those 1 ines grouped into 

larger multi-stage system). 
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A very important issue that was ignored by me in this 

work is the issue of setups. Although more and more systems 

become flexible in a sense that they require almost zero setup 

time, many multi-stage manufacturing systems still require 

some setup time. As I described in the literature survey in 

the first chapter, Caramanis and Gershwin (Caramanis and 

Gershwin 1989) addressed this problem, but their methods are 

still not practical to apply in full-blown real systems. Also 

if the CHC approach that I suggested is successful, the 
~. 

problem of-~e~up has to be investigated in this context. 

Another important issue in the context of hierarchical 

control is the determination of hedging points. These hedging 

points are just buffers, and therefore this problem can be 

addressed in the context of finding buffer capacities. These 

buffer, however, have to be found· for a particular control 

policy. The more promising approaches, I I I in my opinion, are 

those that combine the simulation methodology with analytical 

optimization techniques (such as various gradient methods and 

perturbation analyses). It seems that in the case of CHC the 

hedging point is simplified, because there is a need to 

determine the capacities of just two buffers. 
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