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ABSTRACT • 

Capacity decisions and capacity planning/management 

are vital to a manufacturing organization's competitive 

position. Apart from the nominal or needed capacity, 

adequate "protective" capacity is required for protection 

against the uncertainties within the organization, in the 

market and in its environment. Also, traditional organiza

tional slacks such as excess work-in-process inventory and 

long lead times, that were supposed to protect the orgniza

tion, have other significant drawbacks. Thus a case has 

been presented for designing "protective" capacity in a

production system. 

There exist strong interdependencies and tradeoffs 

between capacity, work-in-process and manufacturing lead 

time. These tradeoffs are the basis of a framework for 

designing "protective" capacity both at the workstation and 

production system level, as well as for long and short term 

purposes. The frame work has, then, been discussed with 

respect to relevant issues such as flexibility, amount and 

type of "protective" capacity, relationship to forecasting, 

and the conversion of a buffer (wip) protection into equiv

alent "protective" capacity. 
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CHAPTER I 

INTRODUCTION 

) 

1.1 Long term competitive strategy and manufacturing 

strategy of a manufacturing organization 

The long term competitive strategy of any company 

must have manufacturing as its integral component to obtain 

a sustainable competitive advantage.[11] It should not 

just assume the performance of the manufacturing function, 

but involve it in the strategy formulation process. This 

is because the manufacturing strategy includes crucial 

aspects of the company which affect its position in terms 

of capacity/growth possibilities, value added at various 

stages of the manufacturing process, and similar factors 

which determine the key areas of advantage and disadvantage 

for the company and its competitors. Buffa identifies six 

basics of manufacturing strategy; positioning the produc

tion system, capacity decisions, product & process technol

ogy, work force & job design, operating decisions, and 

suppliers & vertical integration. 

1.2 Relationship of capacity planning with manufacturing -
strategy 

\ 

As mentioned above, capacity related decisions are a 

part of the manufacturing strategy and deals with the issue 
" 

• 
1 



\ 

of balancing predicting future demands and impact of new 

technology with physical capacity requirements, alternite l 

plans, and the related economic effects. This implies 

building protection from changes in the above-mentioned 

factors. Poor capacity decisions can have a disastrous 

effect on the manufacturing strategy. If adequate capacity 

protection is not available, then the response to the 

customers will not be adequate due to missed due dates, 

long lead times, etc. On the other hand excessive overca

pacity can also ruin a product cost advantage. In the case 

of new product introduction, the capacity planning must 

also be done simultaneously for needed and "protective" 

capacity to be able to successfully penetrate the market. 

The-business plan may be right but if adequate capacity 

does not exist to manufacture the right products at the 

right time, the favorable market conditions would be lost 

forever. This is a case of mismatch of marketing strategy 

and manufacturing capability and capa 1city. 

1.2.1 Concept of needed and "protective" 9apacity 

We can observe that the success of any strategic 

corporate plan very much depends on the capacity and poten

tial capability of the manufacturing facility. This capac-
, I 

ity is dependent on factors such as technology, product 
. 

life cycle, product compl~xity, equipment costs, equipment 

lead timesf'''and nature and composition of .the work force. 

! . 2 
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It is very important to be able to measure, plan and man

age/control this manufacturing capacity so as to be able to 

achieve a satisfactory match between demand and available 

capacity. Due to the uncertainty in the customer demand, 

there will be periods with demand levels less than nominal 

capacity leading to underutilization and there will also be 

periods when the demand exceeds the capacity requiring 

extra or "protective" capacity to satisfy it. Thus a 

feasible capacity pian should be able to design both the 

needed and "protective" capacity in the production system. 

Another important factor is the increasing sophistication 

of technology, and it has allowed the manufacturers to 
, 

• • 

obtain flexible production capacity which is less sensitive · 
to the effects of product design, customer modifications 

and schedule changes and enables them to be more competi

tive. This also implies that the ability of the manufac

turing facility to adapt to changes in the customer demands 

(volume and variety), both long term and short term has 

improved. 

1.3 Slacks in g manufacturing organization 

Any manufacturing organization has slacks inherent 

in its organization. These are manifested .in various forms 

at different stages in the manufacturing and order 
' cycle.[82] Some of these are: 

3 
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* excess inventory in the raw material, work-in-process 

and finished goods areas 

* excess direct and indirect labor 

* overtime costs 

* long manufacturing lead times and poor due date 

performance 

* long new product development cycles 

* lack of responsiveness to changing business environment 

The traditional management attitude and pe~ception 

is that these slacks serve to protect the system from the 

uncertainties and the unknown. But on the contrary, they 

do more harm than good to the system and the management 

strategy should be towards a systematic reduction of most 

of these slacks so as to enable better performance of the 

manufacturing organization. The better performance will 

result in improved organizational productivity, reduced 

overtime, reduced inventory investment, reduced obsoles

cence, improved inventory turnover, lower purchasing, 

manufacturing and distribution costs, and improved customer 
,, 

service levels; all these resulting in better manufacturing 

capability/capacity and improved bottom line performance 

measurements. It must, however be understood that certain 

types of slacks at particular locations in the organization 

may be very beneficial towards improving the performance 

measurements by. protecting the critical resources of the 

production system. It is therefore very important to 

4 
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identify the types, locations and values of these slacks to 

be able to obtain the proper benefits rather than detrimen

tal effects which may be quite prominent if the types, 

locations and values of the slacks are not right. 

1.4 Scope of this research 

The objective of this research is to provide a 

framework for designing. "protective" capacity both, for 

long term and short term purposes based on the tradeoffs 

between work-in-process, manufacturing lead time and capac

ity. Conventionally, manufacturing organizations have 

prote~ted themselves against the uncertainties by providing 

excess work-in-process and quoting long lead times. Excess 
·, 

or idle capacity, has on the other hand, been regarded as 

more of an evil and cost burden. A rationale for using 

"protective" capacity has been presented for protecting a 

manufacturing organization from the uncertainties & varia

tions and methods to compute/manage it are also described. 

Chapter II looks at "protective" capacity through 

the issues of capacity, work-in-process, and manufacturing 

lead time. The measures of capacity, the need for and 

current techniques of capacity planning are described very 

briefly along with the drawbacks and advantages of each. 

Other relevant issues such as effect of capacity unbalance 

in a plant, bottleneck & non-bottleneck resources, and the 

consequences of high capacity utilizations and efficiencies 

5 
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are discussed. The importance of ~anufacturing lead time, 

the causes of variability in it, and methods of its control 

are then illustrated. Finally, the causes and functions of 

work-in-process and its importance and relevance are de

scribed. In each case, the issue of "protective" capacity, 

as and when relevant, is related to the discussion. 

In chapter III the tradeoffs between capacity, work

in-process and lead time are demonstrated. It is done at 

the workstation level, first by the graphical method and 

then by the relations developed as a part of the capacity 

requirements planning model of Karni. The capacity plan

ning methodology at the production system level is ex

plained through three distinct models, and in each of 

these, the tradeoffs, as they are apparent through the 

relevant inputs and results are depicted. In each of these 

discussions, the method of designing "protective". capacity 

at workstation and production system levels is emphasized. 

Chapter IV presents a framework for designing 

"protective" capacity into the production system. The 

framework is based on the tradeoffs (both graphical and 

relations) and the capacity estimation model presented in· a 

previous chapter. Issues and questions relevant to "pro

tective" capacity are discussed in detail based on the 

framework. 

6 
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Chapter V presents a summary and conclusions. 
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. CHAPI'ER II 
I 

OBSERVATIONS ON. PROTECTIVE CAPACITY .ffROUGH THE CONCEPI'S OF 

CAPACITY PLANNING/MANAGEMENT, MANUFACTURING LEAD 

TIME (MLT), AND WORK-IN-PROCESS (WIP) 

2.1 Capacity planning L management 

.. 
The APICS dictionary defines capacity as "the high-

est reasonable output rate which can be achieved with the 

current product specification, product mix, work force, 

plant and equipment". It is actually a constraint on the 

manufacturing system. The available capacity of any facil

ity is dependent on a number of factors which can be clas

sified as planned factors and monitored factors. The 

planned factors are land, space, constant labor force, 

machines, technology, shift and overtime decisions, subcon-
I 

tracting and learning curves. The monitored factors are 

unplanned orders, scrap and rework, material shortages, 

absenteeism, labor problems, and machine breakdowns. An 

issue related to capacity is "load" and is the amount of 

work scheduled to be done by the manufacturing facility. [2] 

2.1.1 Measures of capacity 

Capacity of a manuf9cturing facility is measure of 

output, and is expressed in number of hours of production 

available over a P~!iod of time period such as day, shift, 
I 

week, month oi quarter. If the facility~is manufacturing 

8 
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only a few products requiring very similar resources per 

unit then the capacity can be stated in terms of units 

manufactured per period. The choice of the measure of 

capacity should be chosen based on what most affects the 

actual capacity to fulfill the production plan. [82] Thus 

the measure may be based on the key resources of the 

manufacturing system. Thus, if labor is a key resource, 

then labor hours may be an appropriate measure of capacity; 

likewise it may be hours available in a particular work 

area. Some very relevant issues such as the effect of 

current trend of reduced labor content of the product cost 

and the changing nature of manufacturing technology (e.g. 

becoming capital intensive) must be understood before 

selecting the measure of the capacity. Finally, the choice 

should represent the understanding of all the people re

sponsible for monitoring and planning capacity of the 

production system. 

The load on the system is typically expressed as 

hours of production or units of production per period. It 

is the work input to a resource and the capacity of the 

resource determines how much time will be required to 

complete the work. 

2.1.2 Need for and current techniques of capacity planning 

! 

Any manufacturing plan that exceeds capacity (based 

9 
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on the "capacity" and "load" comparison) is not feasible 

-and cannot be achieved. The role o~ the capacity planning/ 

management function is to _change capacity over time so as 

to meet the short and long term production goals. Thus the 

capacity requirements for the future time periods must also 

be known along with the currently available capacity. The. 

required capacity plan is derived from a combination of 

business plan, production plan, master production schedule 

and material requirements plan depending on the length and 

extent of the planning horizon. Thus, the aim of any 

capacity planning methodology should be to enable the 

fulfillment of the production plan by planning for the 

required capacity. This planned capacity is needed in the 

right time periods; if not then the production plan has to 

be modified and the capacity planning cycle repeated again 

resulting in an iterative methodology. 

The capacity planning techniques currently in vogue 

are known as Resource requirements planning, Rough-cut 
I 

capacity planning, Capacity requirements p~anning and 

finite capacity loading in the order of decreasing level of 

aggregation.[2] The techniques used for determining the 

capacity requirements are known as capacity planning using 

overall planning factors (CPOF), resource profiles, capaci-
,' 

ty bills and capacity requirements planning .. CPOF can be 

performed with standard accounting data while resource 

profiles needs somewhat detailed end-product information. 

10 
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The technique of capacity·bills also provides information 

about capacity requirements according to time periods 

whereas capacity requirements planning is a very comprehen

sive method and utilizes the total manufacturing resource 

planning database for obtaining the results. 

The different capacity planning methods are used at 

·different levels in the hierarchy of a manufacturing re

source planning (MRPII) system to plan at varying levels of 

aggregation. Resource requirements planning is the tool 

that is used at the highest level to identify the aggregate 

level of major resources required to meet the production 

plan. The critical resources are also identified and 

included in the "resource profile". This allows the man

agement to compare the production plan to the critical 

resources in a realistic manner. Rough-cut capacity plan

ning constructs resource profiles for each item in the 

master production schedule, and provides a more detailed 

breakdown of resources as compared to ... e first method. In 

the method of capacity requirements planning, the level of 

detail is highest and time horizon shortest (generally the 

planning horizon of the MRP system). It determines the 

amount of labor and machine resources necessary to meet the 

material plan over the planning horizon. 

2.1.3 Effect of capacity unbalance in~ plant 

11 



The strategies for capacity management are have 

traditionally been o~iented towards planning and control of 

production as if the plant has balanced capacity.[27] In 

reality, no production facility is, or can be, balanced and 

there are a number of valid reasons for it. 

The production of any unit in a plant is composed of 

a series of processes, each with a standard processing 

time. But, the actual processing time is slightly differ-. 

ent from this standard time; this is the because the proc

esses are inherently, stochastic or non-deterministic in 

nature. The effect of this stochastic nature is magnified 

by the fact that the processes are in series and interde

pendent because of technological reasons (process 

routings). The deviations of these sequential processes 

get accumulated and get magnified by the time all the 

processing on the product is completed. Hence, the com

bined effect of stochastic and the phenomenon of interde

pendence generates a pattern of accumulated delays and 

which increase downstream in the processing sequence. 

The management emphasis has generally been on bal

ancing the plant and also on balancing the plant capacity 

to the production level that is requir~d, and the effect 
\ 

these efforts can be quite harmful. The balancing is 

achieved by putting work-in-process between unbalanced 

12 
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processes and this results. in ever increasing inventory 

levels. The increased inventory levels will also increase 

the cycle time of the product to a large extent. Also, the 

throughput will get reduced due to the increased inventory 

levels. Thus, it seems that the ideal approach should not 

be to balance the plant but to manage the imbalances in a 

better manner by balancing the flow of the product through 

the system. 

2.1.4 Concept of bottleneck and non-bottleneck resources 

Based on the discussion in the previous section, 1 it 
' 

is obvious that any typical plant is not a balanced one. 

This implies that some of the workstations, or resources 

will be and some will not be running at _full capacity due 

to the inherent differences and variations in the process

ing times. Thus there will be some resources that will act 

as bottlenecks (a resource with capacity less than the 

demand placed on it) in the system and the rest will be 

non-bottlenecks. Another important concept relevant here 

is of activation and utilization.(52] It should be under-

/; stood that the ability of the system to produce is con

strained by the bottlenecks and hence, to activate a re

source when the resulting output is not able to go through 

the bottleneck only creates excess work-in-process invento

ry. In this case this particular resource is only being 
! 

activated and not really utilized and the actual level of 

• 
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utilization of non-bottleneck resources is dictated by the 

bottleneck resource. 

The concept of a capacity constrained resource is 

also related to the issue of bottlenecks, and is defined as 

a resource whose utilization is close to capacity and it 

could become a bottleneck due to bad scheduling. This can 

be caused by changing batch sizes or excessive machine 

downtime. 

Another important issue is that whatever time that 

is lost at the bottleneck resource directly affects the 

throughput of the system and the system loses throughput 

worth that time. But this is not the case for the non

bottleneck resources. Following the same logic, time saved 

on the bottleneck resource directly benefits the system 

throughput and the same time saved at a non-bottleneck 

resource is actually a mirage. Thus one needs to "protect" 

the bottleneck resource so that it does not lose any time 

and hence the system does not lose the associated through

put (production capacity). This protection prevents the 

system from losing capacity on this bottleneck resource and 

losing valuable throughput. The above mentioned protection 

may be done by placing a buffer in front of the bottleneck 

resource or by providing significant "protective" capacity 

in the non-bottleneck resources so they ~ay be able to 

always generate enough work to keep the bottleneck busy and 

14 
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utilized to full capacity or by some other suitable method . 

But the bottleneck has to be protected against losing any 

valuable throughput by providing the right amount of capac

ity, work-in-process, or lead time. This protection should 

also be augmented by providing extensive management atten

tion on the bottlenecks to minimize downtime and other 

related factors which may cause the loss of throughput. 

2.1.5 Myth of high capacity utilizations and efficiencies 

The traditional cost accounting measures have forced 

the evaluation of machines and workstations based on effi

ciencies and utilizations. These efficiencies are computed 

by comparing actual performances with time-standards. As 

discussed in the previous section, 100% utilization is not 

necessary at all the workstations and is in fact harmful at 

non-bottleneck stations due to the negative effects of high 

work-in-process inventory. It should be noted that this 

rule implicitly assumes that the production system is 

perfectly balanced which is never the case. 

The above mentioned attitude of high utilizations is 

~based
0
on the strong emphasis by traditional cost accounting 

systems on costs associated with workstations and hence the 

need to "fully" utilize the station to financially "justi

fy" it.[88] This emphasis has developed over the years and 

.. I 15 



was a result of considerable high labor content of product 

cost. [21] 
• 

But the current reality and trend is very clear-

ly oriented towards decreasing labor costs and increasing 

material costs. These trends have made the paradigm of 

100% utilization obsolete and calls for minimizing invento-

ry.· Actually high inventory is bad not just due to the 

carrying cost reason but more so because of its effect on 

lead time and response time. To complete the argument, 

"protection" by work-in-process does not seem to be the 

best method. 

2.2 Manufacturing Lead Time (MLT) 

Time is one of the most critical resources relevant 

to a manufacturing system. The relevant time measurements 

are manufacturing lead time and also various other lead 

times (purchasing, order, etc.) defined in that context. 

As with other resources, it needs to be managed well in so 

as to improve the bottom line measurements.[63] There are 

two misconceptions which are sometimes prevalent in the 

manufacturing world and these originate from the design of 

manufacturing planning and control systems that are in 

vogue; that control of purchasing and processing time is 

not popsible leading to manual adjustment (i.e. I increase 

the lead time to achieve protection) of planned lead times 

in these system databases; and that a task can be done 

better by taking more time leading to acceptance of always 

16 
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increasing lead times. 

2.2.1 Definitions 

At this stage the definition of manufacturing lead 

time and related factors should be stated and properly 

understood. (63] 

"Manufacturing lead time" is the total elapsed time from 
• 

the determination of the need for an item made in the 

factory until it is available to the customer". 

"Purchasing lead time" is the total elapsed time from the 

I .. 

determination of need for an item procured from an outside 

vendo'r until it is available for use. 

"Order lead time" is the time required after the receipt of 

a customer's order to ship the ordered items. 

Both the manufacturing and purchasing lead times 

have components that can be classified as follows: 

1. preparation or paperwork time for the order 

2. setup time 

3. run time to process the order or the batch 

4. move time to transport the batch between the worksta

tions 

5. waiting time spent in the queue 

It is an accepted fact tha~ the actual set up and run times 

compose only a very small fraction of the total ~rder lead 
. .. 

time and that the queue or wait time is its highest frac-

tion. Also, there may be a number of sub-assemblies coming 
·, 

17 
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into an end product in parallel; this implies that the 

manuracturing lead time will be the sum of the critical 

path activities required to produce the particular product. 

2.2.2 Importance and 'relevance of manufacturing lead time 

in today's business environment 

The trend of increasing product variety and decreas

ing product life cycle have led to smaller lot sizes and 

demanded high flexibility from the current manufacturing 

systems. This is also coupled with increasing worldwide 

competition leading to short delivery times. The combina

tion ·of these phenomena have demanded shorter and more 

reliable order lead times from the manufacturing organiza

tions of today's businesses. Since manufacturing lead time 

is a prime component of the total order lead time, the 

objective should be to facilitate actions which result in 

its reduction.[4] 

The effect of decreased manufacturing lead time and 

hence the order lead time is very pronounced on the bottom 

line performance measurements of an enterprise. This kind 

of response will ensure adequate and continuing business 

from the customers resulting in increased throughput. The 

decreased inventory level which is the consequence of 

shortened manufacturing lead time r~sults in some very 

sizable benefits to these bottom line measurements and they 

will be discussed in detail in a later section on work-in-· 
~ 
J 

J 

18 



• 

process inventory. 

Long manufacturing lead times (which seemingly are 

supposed to protect the system) also affect the manufactur

ing planning and control system of a company. Together 

with the fast data crunching and rep·lanning ability of 

today's computer based systems, the assumption that longer 

planning and execution of manufacturing plans is better can 

yield in disastrous results. This is specially true be

cause of another assumption in these systems, particularly 

in MRP systems; i.e. the assumption of fixed manufacturing 

lead times in the preparation of manufacturing plans. 

Manufacturing lead times are actually a result of planned 

schedules and the way that they are executed and should not 

be an assumption which drives the schedules. 

Another important effect of short manufacturing lead 

times is to reduce the manufacturing planning and control 

system nervousness.[42] If the lead time is longer, the 

chances of the customer changing the quantity and the due 
I 

dates of the o~en orders are higher. This leads to reshuf-

fling of priorities and changing schedules resulting in 

waste of valuable capacity which could have been used to 

process the products that were really needed. Thus, short

er lead times insulate the system from these changes andcl 

decrease system nervousness. 
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2.2.3 ·variability in manufacturing lead time 

Apart from the fact that long lead time is harmful, 

it is the variability in that lead time that also causes 

significant problems. As was discussed in an earlier 

section, the process variations at each stage get accumu

lated and magnified as the product moves downstream. 

Another form of variation is early completion of orders on 

the shop floor. [34] This has two different effects. 

Firstly, capacity devoted to completing unneeded work 

cannot be used to complete the needed orders. Secondly, 

early completions go into finished goods inventory for no 

good. 

The source of lead time variability is Murphy and 

ineffective manufacturing engineering practices. Among the 

manufacturing engineering practices, poor plant layout, 

processing technology, and setup/tool/fixture design are 
i 

prominent. Another reason is ineffective practices in 

following production schedules. In many cases, due to the 
' 

long setup time, a worker may run batches of similar parts 

back to back so as to share the setup. What is also impor

tant is that longer the lead time, the greater the possible 

variation in it. 

2.2.4 Manufacturing lead time control 

The manufacturing planning and control systems 

(particularly, systems such as MRP) are operated by using 
. . 
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some assumed value of lead time for any end product, sub

assembly or a component. This assumption is probably based 

on experience, or on estimates of various components of 

lead time or a combination of such factors and also some 

extra time added to "protect" it from uncertainties. When 

this lead time is used to explode the bill of material and 

if there are a significant number of levels, the effect on 

the cumulative lead time of an end product as estimated and 

"planned" by the MRP system can well be imagined. 

2.2.4.1 Vicious cycle of constantly increasing lead times 

There is also a vicious cycle of constantly increas

ing lead times which can happen if they are not managed 

properly.[63] This happens when orders start getting piled 
() 

up and a backlog develops. In such a situation the load 

exceeds the capacity and due dates start getting missed. 

The planning system, upon sensing this, increases the 

planned lead time for increased "protection" which is used 

to develop the material requirements and schedules. This 

action automatically releases more orders to the shop floor 

and hence work centers get loaded more increasing the queue 

lengths. Thus, due to increased queue lengths actual lead 

times get longer and more delivery dates will be rni$sed and 

the cycle repeats itself. The end effect of this method of 
\ -

managing lead times is higher work-in-process, less valid 

schedules, shortages and increased overloads. We have, . 
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observed that any effort to manage lead times by bringing 

planned and actual values closer by changing the planned 

time is very harmful. The preferable method is to manage 

the capacity to take care of extra orders, if they are, and 

keep the queues in control. So, it seems, that a probable 

and better method may be to have the right amount of 

"protective capacity" to handle the situation. 

"J 

2.2.4.2 Indicators of lead time control - flow time and 

allowance time 

Following the idea of using actual times as the 

manufacturing lead times, relationship has been developed 

between this actual value (La) and the planned lead time 

(Lp) .[42] This will provide a method for determining the 

offset that the two values are from each other to enable 

proper control of the actual lead time. Let: 

d - order due date 

r = order release date 

c = order completion date 

Thus we have: 

~ - d - r 

La= c - r 

It should be understood that management has real and direct 

...... 

control over LP and it can be changed by a simple manageri- '/) 

al decree to the manufacturing planning and control system. 

But the situation is different in the case -of La which is 
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actually a combined effect of a number of management ac

tions undertaken on the shop floor. 

Whenever a production plan is established and com

pared to the existing capacity scenario, the implicit 

assumption is that LP will be equal to La for each order. 

The deviation of La from LP is an indication of the effec

tiveness of the capacity planning method and subsequent 

shop floor control system to execute it. A useful value to 

compute at this stage is order lateness (OL) which defined 

as: 

OL - La - LP 

This value of OL for each open order on the shop floor is a 

very good measurement to monitor the manufacturing lead 

time and the effectiveness of the control methodology being 

used. 

2.2.4.3 Methods of control 

l 
From the previous sections it is clear that manufac-

turing lead time is a very critical parameter and is valu

able as a "protective parameter" and as a control value to 

monitor responsiveness and inventory levels. The value of 

the lead time also drives the MRP routine and determines 

the effective length of planning horizon.[87] 

The aim should be to effectively manage and control the 

manufacturing lead time by viewing it as an important and 
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controllable resource. As mentioned previously, rather 

than fall into the trap of constantly .increasing lead times 

by changing its planned value, suitable capacity management 

must be observed. To achieve the above, some ordered set 

of guidelines may need to be followed. [9] 

The most significant factor that should be con

trolled is the length of queues at any workstation and a 

good method to achieve this input-output control. This 

method ensures adequate visibility by keeping track of 

queue lengths with respect to the work input and actual 

outpu't in each time period. This implies computing and 

making sufficient capacity available through the complete 

planning: horizon; thus the need for "protective" capacity 

for effective lead time management & control and to be able 

to keep them short. 

2.3 Work-in-process (WIP) 

Inventory in any manufacturing plant is present in 

three different forms: raw material, work-in-process, and 

finished goods. APICS defines work-in-process (work-in

process) as "product in various stages of completion 

throughout the plant including raw material that has been 

released for initial processing, upto completely processed 

material awaiting final inspection and acceptance as fin

ished product. Many accounting firms also include the 

value of sernifinisbed stock and components in this catego-
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ry". The control of raw material inventory is probably in 

the hands of the purchasing section and that of finished 
'. 

goods with sales and marketing group. The control of work

in-process is more difficult compared to the other two 

types of inventories mainly due to the complex nature of 

the movement of parts in various stages of semi-finished 
"4 

states on the shop floor. The state of work-in-process is 

very dynamic in nature and somewhat real time information 

has to be maintained about its location so as to control 

it. The issue of inventory record maintenance and record 

accuracy also becomes very relevant and is crucial in 

achieving the above mentioned control. 

2.3.1 Causes and functions of work-in-process 

The omnipresent work-in-process is an integral part 

of any production environment whatever be the kind of 

manufacturing planning and control system that is being 

used. The causes and functions of work-in-process are very 

much interrelated and are worth investigating into. There 

are good and bad effects of work-in-process; may be more 

bad reasons; but definitely a trade-off has to be achieved 

which will be dealt with in greater detail later on. Wip 

has always been "protection" against the unknown; it en

hances the comfort level and fulfills a psychological need; 

it fills up the pipeline and keeps everybody busy; it is 
1 there just in case the customer needs the part. But does 
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it always serve that purpose i.e. to satisfy the customer 

~ flaw,··. ;; ,.,... 

whenever he wants the part at the right time? 

The causes and reasons fot keeping work-in-process 

or for work-in-process to be present on its own are 

many.[84] A very prominent cause for the existence of 

work-in-process is the use of batch sizes for the process-

ing and movement of parts on the shop floor. It • 1s common 

knowledge now that the models of computing batch sizes such 

as Economic order quantity (EOQ) look at optimizing a very 

micro level problem and may cause large batch sizes and 

hence significantly large work-in-process. It may indeed 

minimize combination of setup and carrying costs but the 

harmful effects on the manufacturing lead time are not at 

all considered by the model. 

The other very widely prevalent cause of high work

in-process is the use of buffer stocks between different 

workstations for "protection" purposes. It offers protec

tion against unreliability in processes, and also from the 

differing cycle times of processes which may be operating 

in series. The more different these cycle times are from 

each other and lower the reliability of the equipment, the 

greater will the need for these buffers. Thus, ~ buffer 
' 

also decouples a stage of a production system from another 

and protects one stage from another. Another important 

although unnoticed reason is a situation where one compo-

nent may be required in many end products. This type of 
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situation causes highly lumpy and seemingly uncertain 
demand for such components, specially in a MRP kind of 
planning environment and causes one to carry larger "safe
ty" stocks. 

Management policies are also largely and often 
responsible for increased work-in-process. These policies 
emphasize the perfor~ance measurements such as high utili
zation of labor and equipment which increase work-in-proc
ess. Thus ·1ine management is only concerned with high 
labor utilization reports and no one person may be respon
sible for overall flow of the parts through the system. 
This again reemphasizes up all the arguments presented in 
section 2.1.5 about the myth of high capacity utilizations 
and efficiencies and all them are valid here in increasing 
the work-in-process levels. 

The design and layout of any manufacturing facility 
also contributes towards increasing work-in-process levels. 
This problem is not manifested in a flowline kind of pro
duction system. In the case of workcell kind of layout, 
the flow of parts in intermediate stages of processing is 
rapid within the cells. But the flow may be rather slow in 
the case of inter-cell work transfer leading to work-in
process creation at these stages. In the traditional job 

'• shop kind of layout, the flow problems are maximum and the 
so is the work-in-process level. The type and effective- . 

.; 
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ness of the shopfloor scheduling system will greatly deter

mine the work-in-process levels that will be created. This 

ties with the management policies and the manufacturing 

planning and control system in use. The effectiveness of 
., 

the scheduling system impacts the work-in-process level 

most in a job shop kind of environment and least in the 

flow line. The scheduling is also more complex in this 

kind of environment and bad schedules can really clog the 

shop floor by wrong sequencing of the jobs. 

2.3.2 Relevance and impact of work-in-process in today's 

business environment 

It was mentioned in section 2.2.2 about the trend of 

increasing flexibility leading to increasing product varie

ty, decreasing product life cycle, and smaller lot sizes. 

All this has led to customers demanding shorter delivery 

times. It is quite apparent that when the work-in-process 

level is high, the corresponding lead time is also longer 

resulting in a delayed response to the customer. Also, if 

the work-in-process is high, the ability to respond to 

changes in customer specifications (engineering change 

orders) and to push through new or different products is 

reduced. This is obvious, since if the shop floor and the 

machines are already busy and loaded with jobs with signif-,. 

icant queues, then any change is difficult to be effected 

even and will only be possible through considerable expe

diting. This would again, complicate the schedules with 
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the associated increase in work-in-process and lead time. 

Thus an important impact of reduced work-in-process is 

shortening of.the lead time and reducing the opportunity 

costs due to lost sales or market share. 

The level of work-in-process affects directly the 

state of the cash flow in any company by reducing the 

investment in material thereby reducing the inventory 

carrying costs. Thus it directly affects the return on 

investment and cash flow situation of the company by reduc

ing the cash investment. But through the method of carry

ing cost, it also indirectly, affects the operating expense 

of a company which in influences all the bottom line meas

urements i.e. net profit, return on investment and cash 

flow. [29] 

The measures of~quality and associated scrap are 

also influenced by level of work-in-process. With reduced 

work-in-process, the cost of storage, insurance, obsoles

cence, and scrap are reduced. More important of all lower 

the inventory, the higher the end quality is going to be. 

If the inspection is done at the end, then in case of a 

quality problem it is very difficult to trace the cause of 

the defect.[29] This is specially true because the lead 

time would also have been long and thus the root of the 

problem will never be traced. Also, ·a big batch of parts 

may have to be scrapped because of this defect. If the 
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batch sizes were small with the associated low work-in

process levels, the cost of scrapping will not be that high 

and also the root of the problem can be traced to prevent 

the defect from occurring again. Thus it seems that work

in-process also "protects" the defects and problems from 

surfacing and being detected. 

Another consequence of work-in-process level is 

related to its direct correlation with manufacturing lead 

time and this equivalence will be discussed and explored in 

more detail later. But this effect on lead times influ-

ences the forecast validity also. In any forecast there • lS , 

a frozen and reliable segment of forecast the length of 

which depends on the customer demands and expectations.[29] 

If the lead time is long, then this is also comparatively 

long. Hence, this forecast reliability is dependent on 

work-in-process level and the benefits of a reliable and 

valid forecast are well known and need not be repeated. 

.. i 
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CHAPTER III 

TRADEOFFS BETWEEN WORK-IN-PROCESS (WIP), 

MANUFACTURING LEAD TIME {MLT), & CAPACITY AND THEIR 

RELATIONSHIP TO CAPACITY PLANNING 

3.1 Tradeoffs between work-in-process, manufacturing lead 

time and capacity for workstation= graphical depiction 

The individual factors of work-in-process, manufac

turing lead time and capacity planning/management were 

discussed in the previous chapter. There exists very 

strotig ihterdependencies among them which are also the 
T 

basis for the tradeoffs. The relationships will be dis

cussed with respect to a single workstation initially and 

then depicted for a more complete production system. [4] It 

can be depicted very clearly in the form of a diag~am 

(figure 1). The input to any workstation is in parts per 

time period or even in some standard units such as labor or 

machine hours per period. The is a queue in front of the 

workstation and the units are number of jobs (converted to 

consistent units). The output of the workstation depends 

on the capacity and is in the same units as the input. The 

following relationships, though simple are valid and very 

important: 

Average input Iav 

Average output - C; equal to utilized capacity 
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Figure 1: Input/Output relationship for a workstation 

Average work-in-process - Wav; 
.) 

Thus we have: 

Average lead time - average work-in-process/average 

output 

This above very explicitly models the dependence of lead 

time on the work-in-process size. This also implies that 

the average lead time is equal to the time required to turn 

the inventory around once. 

The above mentioned relationships are valid at an 
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average level; in reality the transient behavior is very 

stochastic in nature. This makes the modeling of large 

real life production systems very difficult and is apparent 

by the moQeling attempts that are available in literature. 
l/ 

The input to a workstation is not smooth; the reason is not 

only the stochastic behavior of the previous workstation's 

output but also due to the variation in setup times, batch 

sizes and processing times for different products. The 

WORK-
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INPUT CURVE 
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TIME 
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Figure 2: Time varying nature of input/output 
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. I input is computed by using the order arrival dates and 

using the batch size to represent a step change in the 

i'nput curve. The time varying nature of work input and 

output to a workstation is depicted in figure 2. 

The graph is drawn between the work value against 

chronological time. The output is obtained by adding up 

the processed work order quantities according to completion 

dates. Thus any vertical axis represents a point in time 

when an order is completed and the horizontal line is the 

time interval between the completion of orders. The plan-. 

ning horizon, a time period of time T has also been shown 

on the graph. At any point in time, the vertical distance 

between the input and output is equal to the instantaneous 

work-in-process for the particular workstation. Similarly, 

the horizontal distance represents the instantaneous lead 

time i.e. the ti~e that the just completed job would have 

stayed at the work station. Slopes for inputs and outputs 

averaged over the period T can be drawn and hence the 

average lead time and work-in-process inferred from the 

graph. Also, the cumulative input, ending work-in-process, 

initial work-in-process, and cumulative output also indi

cated on th··e graph. The slope of the averaged input and 

outpu\ lines is equalito ratio of average work-in-process 

to average lead time. 
t 
' 

An effective manufacturing· planning and corl't·rol 
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system enables adequate contrbl of manufacturing lead times 

and work-in-pro~ess while satisfying the needs of the 

customers with the right parts at the right time and with 

small lead times. In this situation, the state of the 

work-in-process/lead time/capacity graph will be as shown 

WORK 
QUANTITY 

-. 

. - --· - - -· 

- - - - -- - .. . - ---- -

INPUT 

OUTPUT 

INVENTORY 

TIME 

Figure 3: Input/output and inventory levels for 
well managed workstation 
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in figure 3. The input and output lines should be as close 
r 

to each other as possible, thereby demonstrating proper 

monitoring of the input to the workstation and queue man

agement. In this case the horizontal difference between 

the two lines i.e. is the 

small and under control. 

work-in-process level is very7 
The finite level of work-in-

process that is present serves to "protect" the workstation 

from uncertainties in its input. The figure 3 shows the 

case of a rg~lated and well controlled workstation whereas 

figure 4 shows the case of an uncontrolled workstation. In 

this case the input varies significantly with time and 

results in fluctuating work-in-process levels. 

The above mentioned graphical method of considering 

tradeoffs between work-in-process/lead time/capacity can 

very effectively be used to observe, plan and manage the 

work input to a workstation. The "protection" can be 

designed into the work-in-process (i.e. the buffer) • or in 

the designed lead time. Alternatively, the imposed lead 

time by the customer can be a driving factor and capacity 

computed based on it. Figure 5 is redrawn to be used as a 

planning tool displaying the relationships between planned 

values of lead time, work-in-process, output capacity and 

the input. The phrase "planned work-in-process" should not 

be misunderstood as unnecessarily designing of queues into 

a system, but just as an option which can be exercised to 

"protect" the system. The value of this "planned" work-in~ 
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PLANNED 
INPUT 

process should be designed at the overall production system 
\ 
\ 

level and be a part of the str tegy to build "protection" 

into the system. It will be di~~~~~~g further in a later 

chapter. The tradeoffs and the relationships that have 

been discussed graphically will also be elaborated later 

using a quantitative model at a workstation level . 

... 

3.2 Tradeoffs between work-in-process, manufacturing lead 

time and capacity for£ workstation= mathematical basis 

The interdependenci~s and tradeoffs between work-in-
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process, manufacturing lead time and capacity will now be 

depicted using a mathematical rationale based on the capac

ity planning approach developed by Karni.[46] The approach 

in question was developed particularly to be used in an MRP 

framework and is a tool for performing the "capacity re

quirements planning" as proposed by the author and has its 

roots in the input/output control methodology. 

The approach comes into use after the MRP routine 

has provided the material requirements plan based on the 

master production schedule, bill of materials, and "as

sumed" or "imposed" lead times. The approach uses the MRP 

time buckets and planning horizon, and imposed lead times 

to compute the workstation capacity required during the 

period to facilitate the achievement of the material re

quirement plan and hence the customer due dates. This 

capacity requirements planning methodology is a superior 

method as it focuses management attention on planned lead 

times and gives the ability to adjust them by computing 

adequate capacity or by adjusting the output level. Thus 

it can be planned to run a workstation at less than the 

full capacity and a rationale for designing "protective" 

capacity can be made on that basis. Another advantage is 

the explicit representation of work-in-proc·ess and it also 

provides a means to balance work-in-process with the lead 

time. The workstati~n can ,be operated in two modes: capac

itated or uncapacitated .. In the capacitated mode, the 
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'• planned output does not fall below the workstation capacity 

at any time and in the uncapacitated mode, the underloading 

is allowed; this means that the planned output can go below 

the workstation capacity sometimes 

capacity in the workstation. 

• 1.e. there is some extra 

The mathematical formulation which is the basis for 

the above mentioned approach can be effectively used to 

depict the relationship between work-in-process, lead time 

and capacity. The complete model which is a capacity 

requirements planning tool will not be repeated and the 

reader is encouraged to refer to Karni[46] to study the 

complete formulation. 

3.2.1 Definition of variables 

The following variables need to be defined to devel

op the relationships: 

•· I 

t = time period, with the planning horizon 

extending from t=l to t=T; 

It - planned input to the workstation in period t 

Qt - planned queue at the workstation at the end 

of period t 

Wt= planned work-in-process at the workstation 
~ ' J. 

during period t 

Lt - planned lead time of,the work at the 

workstationtduring period t 

l 
I 
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= Wt/C 

'Ut - planned underload at the workstation in 

period t, relative to the nominal workstation ,. 
capacity (C); the planned output in this case 

will be C - Ut 

Ft - fractional underload at the workstation in 

period t 

Rt - cumulative input to the station through tife 

periods 1 tot 

• 

Using the above time dependent values, we get the following 

average values: 

C - the constant or nominal capacity of 

the workstation 

Qav - average planned queue 

Wav - average work-in-process 

- LWt/T -

Lav - average planned lead time -

- LLt/T = LWt/CT -

Uav - average planned under load -

- LUt/T -

Fav - average planned fractional underload -

- LFt/T = Lilt/CT -

1tirne av= time weighted mean planned input 

- L(T+l-t)Irt/[T(T+l)/2] -
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Utime av= time weighted mean planned underload 

= L(T+l-t)Iut/[T(T+l)/2] 
' -

The relations between work-in-process, lead time and 

capacity can now be developed. There are two distinct sets 

' of relations based on the mode of operation of the worksta-

tion: capacitated or uncapacitated. 

3.2.2 Relations for capacitated mode 

The relations are: 

Balances: 

Therefore-we have: 

Capacity and work-in-process: 

c = [Qo+(T+l) ·Itime av/2]/[Lav+(T-1)/2] 

where'Qo is the initial existini queue length 

Capacity and lead time: 

Lav= [Q0+(T+l) ·Itime av/2-(T-l)C/2]/C 

Capacity and limits on work-in-process: 

The management may decide to place a maximum limit (Wmax) 

on the work-in-process level at any workstation. It may 

even place a minimum limit (Wmin) so as to maintain the 

flow of work e.g. the size of kanbans. 

Wmax corresponds to Cmin and is given by: 

Wmin corresponds to Cmax and is given by: 

,, 
I 

I 
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Capacity and limits on lead time: 

Similar to the limit on the work-in-process level, a 

maximum and minimum limit may be placed on the lead time. 

Thus we have: 

Lmax corresponds to Cmin and is given by: 

Lminx corresponds to Cmax and is given by: 

Cmax = min(Rt/(Lmin+t-1) 
i 

Exact capacitation: 

The capacity can be increased to a point when the queue 

disappears and the workstation becomes exactly capacitated. 

Underload will occur if it is increased beyond that level. 

The value at which this will occur is: 

Ccap = min(Rt/t) 

Designing of "protective capacity": 

Protective capacity can be inserted into the workstation 

in a particular period also. This is a very short term 

method and can be achieved by methods of overtime or an 

extra shift. But it does take care of the excessive input 

during a part of the planning horizon and keeps the 

work-in-process and lead time under control. Hence, this 

is a good method of deciding when to use overtime or extra 

shifts. 

Let the fractional 

additiohal capacity is zc 

protective 

~ let it 

capacity be z. So the 

be added in the time 

peri1.od Tprot. Thus the constant capacity C and average 
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lead time will be: 

C - [Q 0 (T+l)Itime_av/2]/[Lav+(T-1)/2+z·(T-Tprotl/T] 

Lav= (Q0 (T+l)Itime_av/2-(T-l)C/2-z(T-Tprot)C/T]/C 

3.2.3 Relations for uncapacitated mode 

This is the case when the output of the workstation 

will be less than the workstation capacity in one or more 

of the periods. This implies some extra designed "protec

tive" capacity in the workstation. The planned output in 

period twill be C - Ut. The relations will just be stated 

without the associated explanations which are same as in 

the case of capacitated operation. The relations are: 

Balances: 

Therefore we have: 

where Dt = planned delay of work in the planned 

queue at the end of period t 

and Dav - average planned delay 

Capacity and work-in-process: 

Wav = Qo+(T+l) <1time av+Utime av)/2-Uav-(T-l)C/2 

Capacity and lead time: 

Capacity and limits on work-in-process: 

.. 
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Cmin = max(Rt+LUt-Wmax)/(t-1) t>l 

Cmax min(Rt+LUt-Wmfn)/(t-1) t>l 

Capacity and limits on lead time: 
/ 

Cmin max(Rt+LUt)/(Lmax+t-1) t>l 

Cmax = min(Rt+LUt)/(Lroin+t-1) t>l 

Capacity and limits on fractional underload: 

Ft - Ut/C 

= t-(Rt+~Ut)/C 

-

Capacity and limits on underload: 

Hence, Cmax • - min 

3.2.4 Discussion of the tradeoff relations 

The relations given above aptly model the tradeoffs 

involved between work-in-process, lead time and capacity. 

They also show how capacity for a workstation can be com

puted in case of imposed limits on lead times and work-in

process levels. The calculation of a constant value of 

"prot.ecti ve" capacity is also possible by underloading the 

station for the complete planning horizon. It is also to 

obtain "protective" capacity for a very short term i.e. in 

a particular time period by overtime or an extra shift to 

take care of some extra load in any time period. In this 
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manner there is no need to build the constant extra capaci

ty over the complete planning horizon and at an extra cost. 

Obviously, the decision is managerial and should be based 

on both quantitative and qualitative factors. 

At workstation level, the relations together with 

the graphical depiction of the tradeoffs, provide a very 

powerful tool to achieve the correct levels of lead time, 

work-in-process and the required capacity in a period 

(throughput). It enables the achievement of planned 

(imposed) lead times as done by the MRP module of the 

manufacturing planning and control system. Thus protection 

in the system at the workstation level can be built by (i) 

adjusting the capacity for a short time period (ii) using 

"protective" capacity over the total period (iii) or if 

load exceeds the capacity, then feeding the computed and 

realistically achievable lead time back into the MRP sys

tem. This is necessary because the lead time·, as it is 

clear by now, depends on the capacity of the workstation 

and the input load, and is not a constant value for a 

particular workstation or a particular product as assumed 

by the MRP technique. The relations also give the planner 

a feel of the system and allow him to weigh the tradeoffs 

such as protection by longer lead time or by "protective" 
> ·-R 

capacity; or capacitated against uncapacitated worksta-
" 

tions; or long lead times and high utilization against 

short lead times and low utilization of the workstations. 
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3.3 Capacity planning at the production system level 

" l 
' I 

The previous two sections covered the tradeoffs 

'· 

between work-in-process, lead time and capacity and the 

issue of capacity planning at the workstation level. The 

discussion was within the framework of a manufacturing 

planning and control system where the capacity requirements 

and loads are an result of the master production schedule. 

The needed capacity and/or "protective" capacity was then 

computed based on the imposed lead times and generated 

requirements. It is obvious that such a technique is rno~e 

suited at an operational level for day to day or period to 

period operations. The three distinct capacity planning 

methods (Johri[40], Solberg[72], and Sadowski[66]) which ,,.. 

will now be briefly discussed are intended for long range 

capacity planning purposes and compute capacity at an 

aggregate level. Each of them have their advantages and 

limitations and assumptions and these will now be elaborat

ed. 

3.3.1 Capacity planning with finite and known buffer sizes 

(work-in-process levels) 

This linear programming based model by Johri is very 

useful for capacity estimation and is very suited for 

continuous batch production. It models the system flows 

and hence takes care of the delays due to queuing which are 
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a very significant part of any manufacturing lead time. 

Thus blocking and starving are considered. The maximum 

buffer sizes and the product mix can be specified and the 

author makes a point that the sequence of the mix can 

considerably affect the throughput of the line. This may 
1 

result in loss of the nominal and also the "protective" 

capacity of the system which may have been designed in 

it. [40] 

The model makes the following assumptions: 

1. rhe process times are deterministic and average 

rates of machine breakdowns are considered. 

2. Each workstation will produce one type of product 

at a time but there is no requirement that all 

workstations produce the same product at the same 

time. 

3. The sequence of product mix is the same at all 

the workstations. 

The nomenclature will now be defined: 

s 

m· l 

- number of workstations 

- number of machines at workstation i 

- availability of each machine at workstation i 

= max buffer size allowed between i and i+l 

where i = 1,2 .... s-l 

c = number of product types 

nj = batch size of product j 

Pij = processing time for a piece of product j 

48 



at workstation i 

sij = setup time for product j at workstation i 

dij - duration of time required by station i to 

process the whole batch of product j 

Pij .- average processing time for a piece of i 

at workstation i 

The initial step is a bottleneck analysis. If only 

one product type is to produced, then the bottleneck sta

tion is the one with longest average processing time. But, 

since this is rarely the case, the actual limiting or 

bottleneck station will depend on the product mix. Thus 

define Ti as the time required at workstation i to process 

the product mix in a production cycle. Hence, we have: 

Ti L(nj-Pij+stij) 

Tb max{Ti}, then the workstation bis the 

aggregate bottleneck and Tb is the duration of 

the production cycle. 

It should be understood that workstation bis the 

overall bottleneck over a long period of time and at an 
/ 

/ 

average level. The interactions between stations are 

always significant even in the case of very small systems 

thus the effect of blocki~g and starving have to be consid

ered. Thus, for a given product mix, buffer sizes and 

sequence, the actual bottleneck workstation will be the-one 

that takes the maximum amount of time (including the 
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blocked/starved time) to process this mix. This means that 

the actual short term bottleneck is time dependent and may 

shift with time. 

The model has been formulated as a linear program to 

compute the production capacity of the system. The de

tailed formulation will not be repeated and can be referred 

from Johri.[40] The objective function is to minimize Tso 

as.to obtain maximum throughput. The set of constraints 

have been classified by the author as production, input 

side, output side, and cycle constraints. The solution 

would give the values of dij, T and the binding con

straints. The above values can be used to compute: 

R - average flow rate of products 

Ui - average utilization of workstation i 
,,, 

Bi - percentage of time that station i is 

blocked or starved 
1 
' - ' f 

3. 3. 2 Capacity planning~\using a deterministic and stochas-
\ 

tic workflow model 

Solberg has developed a deterministic model and also 

an extended version of it i.e. the stochastic model to 

determine the production capacity of a system.[72] The 

detailed modeling and derivations will not be discussed and 

can be found in the above mentioned reference and a concep

tual- discussion will be done. 
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Solberg defines a production system as being com

posed of workstations and a transport mechanism. A mean 

transport time is assumed fo; the entire system and for all 

movements of units between the stations. It allows for the 

assigning of frequency of visits by a part to a workstation 

as to facilitate the modeling of inspections or rework. In 

the deterministic model (also called the bottleneck model 

by its author), the bottleneck workstation is defined to be 

the one with the maximum workload. This workload, as 

discussed in the previous model is very much dependent on 

the product mix. The system production rate is defined by 

this bottleneck and other parameters such as utilizations 

and mean number of busy servers. 

The stochastic model is supposed to be superior to 

the deterministic one and accounts explicitly for variabil

ity in processing times. It also considers the queuing 

behavior of the workflow and computes true capacity as 

opposed to the deterministic model which overestimates it. 

Actually, the capacity determined by the deterministic 

model is the upper bound on the system capacity and this 

value would only be achieved with infinite work-in-process 

in the system. In such a situation, the bottleneck work

station will never be idle due to the variations in the 

processes. The dependence of throughput (actual utilized 

capacity) on the work-in-process level is shown in figure 
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6. It is interesting to compare this behavior of the 

throughput and lead time with work-in-process level (these 

are the tradeoffs at the production system level) with 

those at a workstation level described earlier. 

The stochastic model suffers from some serious 

drawbacks in making some assumptions and thus is not a true 

representation of the reality of any production system. 

Firstly, it assumes the transport time as same for all the 

parts. This may be in serious error as parts just wait in 

some cases waiting to be transported and then some arbi

trary or some informal priority rule is used to decide as 

to which parts need to be transported first. Also, there 

can be many other reasons to support arguments against the 

particular assumption. 

Secondly, the model assumes a constant total 

work-in-process (N) in the system which implies that when

ever a unit is done processing, it is immediately replaced 

by a new unit. This assumption is definitely questionable 

as the total work-in-process in the system will depend on a 

number of parameters the most important being the market 

forecasts and customer demands. Thus, the above assumption 

implicitly presupposes an order release system which may or 

may not reflect the reality. He also derives and plots the 

relationship of lead time as a function of work-in-process 

(figure 7). It is very interesting to note these relation 
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OUTPUT 
CAPACITY 
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WORK-IN-PROCESS 

Figure 6: Dependence of throughput on work-in-process 

at the production system level 
----- --- -- .. 

MANUFACTURING 

LEAD TIME 

. - . - -- - -- . 

- - - - -- - --- .. - - -

'.- WORK-IN-PROCESS 
~ Figure 7: Dependence of lead time on work-in-process 

at the production system level 
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ships between work-in-process (N), throughput (capacity) 

and lead time in the figures 6 and 7. 
. 

Hence, to follow the 

logic of this capacity planning method, one will first 

assume the level of work-in-process in the system to obtain 

the usable capacity and the lead time or vice versa. 

Another drawback in the model is that there is no consider

ation for the location of the work-in-process in the sys

tem. The planner has no idea or any control over the size 

and location of individual buffers so as to gain better 

control of the production system. The overall work-in

process level (N) also does not help in any way to further 

this purpose. The model, really, does not has any parame

ter or method to enable the design of "protective" capacity 

in the production system. 

3.3.3 The constrained machine model 

This model for determining the production system 

capacity developed by Sadowski uses the concept that the 

system capacity is constrained by and is dependent of a set 

of "critical" machine resources.(66] It is intended by the· 

author to be used for two purposes: to provide an aggregate 

level technique to estimate the capability of the system to 

produce a given product mix. in the specified time horizon; 

and to estimate the capacity of the production system .. 
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The model is intended for manufacturing environments 

with well defined product lines. This implies the exist

ence of: 

1. known number of products 

2. known number of machines 

3. known process plans for each product with 

processing times 

The flow of parts through the system is not modeled as 

compared to Johri's or Solberg's models thus eliminating 

the effect of queuing delays on the results. It loads the 

system at an aggregate level to determine the critical 

resources which govern the throughput. The methodology 

consists of three stages. 

The first stage is the general formulation and 

computes the estimated fraction of time required on each 

workstation for the given production plan. The machine 

time for any product has been defined as the sum of proc

essing, failure allowance and setup times. After the above 

computation of total machine times, the product mix is 

superimposed and workstation time requirements computed. A 

cutoff value of this machine time requirement is then used 

to identify the potential "congested" machines with high 

utilizations. If the product mix does not vary too much 

beyond the values used in the previous stage, the computa

tions uptill this stage need not be done again. 

The final stage of this model computes the "shop 
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load limit'' which is the maximum effective capacity. This 
# 

helps in adjusting the actual production level to be in 

agreement with the effective production capacity. The 

adjustments may be in the actual production levels of one 

or more products. This stage is an iterative method and is 

repeated until the desired effective capacity level are 

achieved. 

The model, as stated by the author, is not intended 

to replace the standard machine loading techniques that are 

used in conjunction with MRP systems. However, if the 

master production schedule (mps) seems to be overloading 

the system, then this methodology can aid in mps modifica

tion more realistically manner. It is particularly useful 

as a strategic planning tool to evaluate long term expan

sion strategies in order to respond to changing customer 

demands. It is also useful to evaluate the gain in produc

tion system capacity obtained by new·machines or better 

methods and processes. A major drawback of the methodology 

is that it does not consider product flows and thus ignores 

phenomena such as conflicts, starving and blocking or 

problems due to poor scheduling and shop floor control. 

The factors have a very substantial effect on the effec

tive capacity of a production system. Another limitation 

is that it allows changing of production volumes of differ

ent products so as to change the shop load limit to find a 

feasible solution. From the market point of view, it is 
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not advisable to do that; a better way to achieve should be 
" 

to change actual workstation capacities to produce what the 

market wants; or better still to build enough "protective" 

capacity so as to dampen the effect of such variations. A 

good method would thus, compute the required capacities for 

workstations and the system capacities to achieve the 

production goals and also determine the "protection" needed 

to handle the variations in customer demands. 

I: 
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CHAPrER IV 

A FRAMEWORK FOR DESIGNING ''PROTECTIVE" CAPACITY 

The objective of this chapter is to present a con

ceptual framework for capacity planning & management with 

emphasis on designing/building "protective" capacity in a 

production system. This framework is based on current and 

existing methodologies and algorithms which have been 

suggested by their authors for planning, estimating and 

managing capacity. None of these methodologies and algo

rithms have suggested the use of or the designing of 

"protective" capacity in a production system. The frame-

work in fact makes use of the relations and expressions 

developed in these methodologies to suggest ways to build 

and design for "protective" capacity. The methodologies 

discussed in the framework are a subset of those that were 

discussed in the previous chapter. After briefly discuss

ing the framework in a general manner, the description will 

be based on a series of questions pertaining to different 

aspects of designing/building and managing "protective" 

capacity in a production system. 

4.1 Description of the framework 

, .. 
A graphical description and mathematical model of 

the tradeoffs involved between work-in-process, lead time 
" ,, 

and capacity has been presented, in the previous·· chapter, 
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along with summarized descriptions of three methodologies 

0for capacity planning. The descriptions also contained the 

advantages and limitations of these methodologies. Based 

on the above, the author suggests the use of a combination 

of the "capacity estimation model" by Johri and the trade

off models, both graphical and quantitative, as a framework 

for designing "protective" capacity. A flowchart depicting 

the basic features is shown in figure 8 and it shows the 

input data requirements, scope/level of planning, and 

associated factors which influence the planning process or 

are affected by it are also shown. 

The "capacity estimation model" by Johri (as it will 

be referred to in the future discussion) is intended to 

serve as a long range planning tool. Given a configuration 

of equipment, desired buffer sizes and product mix, the 

capacity can be computed using the linear programming 

formulation. A very important byproduct of this procedure 

is the information about the "lost" capacity at each work-
\1 

station including the cause i.e. blocking or starving. 

This is very valuable information at the design stage of a 

production system and will lead to actions to solve these 

problems at this stage. Thus, at this stage "protective" 

capacity can be designed at the trouble spots in the sys

tem. To achieve that, the actions may be one of the fol

lowing: 

I 
I 

J 
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* Change the designed work-in-process level by 

(1) modifying the size and location of 

the buffers; 

(2) changing the batch sizes 

* Altering the product mix or the sequence of 

their production 

* Adding extra equipment 

It should be noted the above actions may be· taken 

individually or in some combination of each other. Thus, 

if no more improvement is possible by buffer size modifica

tion and short term capacity problems still exist regular

ly, then extra equipment would be the only method. The 

tradeoffs, although not very explicit in the formulation, 

are an inherent part of the model. The effects of increas

ing the planned work-in-process level will definitely be 

felt on the capacity which will increase with the resulting 

increase in lead time and decrease in flexibility. As 

these changes are executed in the model, the trade-off 

consequences will definitely be observed in the results to 

aid in making the right decision. 

This "capacity estimation model" should serve as a 

design/planning tool whose output will be the input to the 

short term "protective capacity" managing tool i.e. the 

graphical depictions of work-in-process/lead time/capacity 

tradeoffs and the quantitative relations by Karni. A well 

designed production system would have taken care of build-
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irig enough "protective" capacity to take care of most 

variations. But, as is always the case, even though the 

design is done keeping in mind as many possible future 

variations, some changes that have not been anticipated 

will occur with the resulting need to protect the system 

from them. This protection at the short term level is done 

by taking actions at the workstation level. This is to 

take care of capacity inconsistencies within a time period 

in a planning horizon. The trade-oft relations will be 

useful in analyzing different alternatives such overtime in 

one period, or a constant second shift for the entire 

planning horizon, or even in demonstrating the unfeasibili

ty of any of the actions. This may mean designing more 

long term "protective" capacity into the system by going 

back to the first part of the framework. 

The inputs to the framework at this stage are the 

planned work input in each period of the planning horizon, 

initial backlog and one more design parameter. This param

eter could be one of the following: maximum or imposed lead 

time by the MRP or some other manufacturing planning and 

control system; limits on wor~-in-process or designed work~ 

in-process at the workstation; designed inserted capacity 

i.e. short term "protective" capacity in a particular 

period; and the like. Uncapacitated operation of a work

station (i.e. underloading) in a part of the planning 

horizon is also a possible alternative and actually results 
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in "protective" capacity in the entire planning horizon . 

• 
4. 2 Questions and issues relevant to ''protective'' capacity 

The various issues related to the planning, design 

and management of "protective" capacity will now be dis

cussed with reference to the framework described in the 

previous section. 

4. 2 .1 How much ''protective" capacity does one need? How 

much of it should be long term and how much short term? 

The type and amount of capacity depends on the type 

of business one is into which also affects the amount of 

variability in the market; thus the need for the type of 

"protective" capacity. In a process focused production 

system, the nature of demand is intermittent and the flow 

is also, as a result, very intermittent. This causes 

irregular loading of the workstations.[11] In contrast to 

the above is the product focused production system where 

highly standardized products result in continuous use of 

workstations and better product flow. 

Thus, it seems that the process focused system will 

need more long term "protective" capacity due to the nature 

of the business and the type of equipment that is needed. 

This has to be taken care of in the long term planni~g by 

using the ''capacity estimation model". It has been shown 
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in reference [43] that there is great value to maintaining 

"protective" capacity where there is uncertainty in demand 

and too little "protective" capacity may result in bottle

necks showing up with ever growing queues. The important 

factors in this case will be selecting initial equipment, 

batch sizes, setup time considerations, and the sequence in 

which the product mix is fed to the system. Due to nature 

of the business (more product variety with lesser volumes), 

the benefit of computing and placing accurate buffer sizes 

may not be very helpful in designing the system. The short 

term peaks and valleys in the market demand can be accommo

dated by inserting "protective" capacity using the addi

tional protective capacity factor (z) in the period Tprot· 

In a product focused system key to long term, the 

key to designing "protective" capacity is through proper 

balancing the flow. The disastrous results of any effort 

to design and build a totally balanced plant have already 

been stated. It must also be noted that more protection in 

this type of business is needed, not against rapidly chang

ing market demand, but against variations internal to the 

organization such as breakdowns, absenteeism and the like. 

Thus, an effective way to design "protective" capacity is 

through the suitable way of computing the correct sizes and 

then placing them at the correct locations. The method of 

designing short term "protective" capacity would be to 

design a continuous underload in the workstation for a 
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planning horizon by using the fractional underload desired 

or an underload limit. This limit may actually be a physi-

" cal limit_on the system due to overtime policies or second 

shift policies or even a technological limit. 

4. 2. 2 Relationship of ''protective'' capacity to flexibility 

and the ability of the system to react to changes 

The significance of increased flexibility has been 

emphasized in an earlier section. It is not only important 

in the case of customized products market, but also in the 

other more mass production markets. In such cases the 

ability to quickly adapt to new and changing markets with 

products at the least cost and effort guarantees increased 

market share and survival. Apart from the necessary organ

izational changes, the equipment and machinery i.e. the 

production system should also be able to adapt to it. This 

may mean proper design of "protective" capacity in the 

system which in turn requires correct prediction of antici

pated changes. Technological changes may require complete 

change of equipment altogether, but, production volume 

requirement changes will require adequate protection. 

Karmarkar [43] defines flexibility as the ability to adapt 

to changing conditions and has classified these changes as 

exogenous and endogenous: 

1. Exogenous changes are changes in demand or out-

put. These require flexibility with respect to 
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production capacity to take care of seasonal varia

tions, volume changes in the product mix and addi

tion of new products. 

2. Endogenous changes are changes in the character

istics or the abilities in the process itself. 

These include engineering changes and new technolo-

Both endogenous and exogenous changes have to be 

taken care of by designing long term and short term "pro

tective" capacity. The ability to respond to seasonal 

variations, new product introduction and also, may be, new 

technologies should be accounted for in the long term 

"protective" capacity design using the "capacity estimation 

model" of the framework. The model allows explicit inputs 

for defining the number of end products in the mix and also 

for defining their sequence. A proper design should con

sider all possible combinations and extensions of this 

product mix along with the varying sequences to compute the 

effective production capacity of the system. This will 

reveal the moving bottlenecks, if there will be any, and 

adequate buffer protection could then be designed into the 

system. The effect of these actions can iteratively be 

checked by recomputing the capacity. This method will be 

sufficient to take care of varying loads due to seasonal 

variations and technologically similar new products. To 

account for flexibility for new technologies, the decision 
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is very subjective and based on an understanding of the 

technology involved and the market. This decision may 

involve tradeoffs between general purpose and special 

purpose machines and will depend on the type of business 

i.e. processed focused as compared to product focused. 

The flexibility in a production system with respect 

to product mix volume changes and engineering changes have 

to be taken care of by providing adequate short term 

"protective" capacity. The product mix volume changes will 

cause changes in the input loading for the particular 

planning horizon and this in turn causes problems to sur

face at the bottleneck resources or even in the shifting of 

the bottleneck and increasing queues. The effect of these 

changes can be analyzed using the graphical tradeoffs 

method and the relations between work-in-process, lead time 

and capacity. The solution would be to insert "protective" 

capacity in the heavily loaded time periods or to even the 

output load by using constant extra capacity throughout the 

planning horizon. If these variations are persistent and 

regular, }then it would be advisable to design constant 

underloading at the trouble spots so as to minimize the 

constant monitoring and changing the capacity. Again, the 

level of the fractional underloading will depend on manage

ment policies and technological limits of the'equipment. 

. . 

The engineering .changes in any product can affect its 

routing and/or only one or many workstations. The appropri-
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ate action for this would be to insert "protective" capaci

ty in these workstations using the relevant relations or if 

more than one workstation is affected, the set of actions 

described for the case of product mix volume changes would 

be necessary. 

4.2.3 How to convert a suitable work-in-process protection 

to ''protective" capacity? 

The role of work-in-process is to decouple two 

stages or two workstations of a production system so as to 

allow some degree of independence to them. Without this 

work-in-process, the workstations will have to be perfectly 

synchronized and balanced to operate effectively. The 

disastrous results of any effort to design and build a 

totally balanced plant have already been stated. Thus the · 

omnipresent need and desire to protect workstations by 

work-in-process or "buffers". This protection prevents 

capacity loss due to blocking and starving and also due to 

other uncertainties such as breakdowns, etc.· Another 

important use of work-in-process is that it allows two 

neighboring workstations to work on different products by 

taking care of the needed setup time for the changeover. 

On the contrary the costs of work-in-process are in the 
(" 

carrying costs, and on its influence on manufacturing lead 

time with the associated harmful effects. 
{ 
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The need to minimize work-in-process is very impor

tant; what is really needed. is the information about how 

much and where to place the minimal work-in-process that we 

want. Wip at some locations, even in small quantities, is 

very useful and at most other locations is highly counter-
' 

productive. But, the most important issue that must be 

understood in the use of work-in-process protection is 

that, it should only be used as a protection against short 

term uncertainties and not against long term capacity 

problems. Thus, it seems that a minimal work-in-process at 

strategic points coupled with greater "protective" capacity 

~ 

would be the ideal action to take in order to keep lead 

times low and preserve system flexibility. 

Following from the above discussion,. for the protec

tive buffers that have traditionally been used, we need to . 

find th·e equivalent value of "protective" capacity for both 

long term and short term purposes. In the case of design-

ing long term "protective" capacity which is done at the 

design/planning stage of a production system, the "capacity 

estimation model" is to be used. Given a set of equipment 

specifications and other inputs, the production system 

capacity can be computed. Now, this system will probably 

have buffers at each workstation; definitely in front o.f 

the bottleneck workstation if the design is proper. The 

buffers in front of other stations are not really needed 

and it may in fact be advisable to convert them to "protec-
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tive" capacity. The tradeoff relations will be very useful 

for this purpose; assume the input per period based on the 

forecasted requirements and product mix which was used for 

long term planning; then using limits on maximum work-in

process levels, compute the constant workstation capacity 

or even run the workstation in the uncapacitated mode. The 

results may insert a lot of so called "idle or extra" 

capacity into the system but with lot less work-in

process/buffers. This would result in much shorter lead 

times, the same protection against breakdowns and a much 

more responsive system even though the system is much more 

unbalanced now due to these capacity additions. An impor

tant prerequisite is that the buffer sizes and locations 

were computed to obtain the maximum capacity out of the 

system using son1e algorithm or heuristic. 

For the shorter time horizon, the problem becomes 

that of keeping queues in front of the workstations in 

control and of limited size. These queue sizes will be 

dictated by the overall system design. Thus we have a 

maximum limit on queue size or work-in-process size (Wmax) 
,>~ 

and this can be very easily converted into equivalent 

capacity by the tradeoff relations. Alternatively, "pro

tective" capacity can be inserted into a particular period; 

or non bottleneck stations can be made to operate in unca

pacitated mode throughout the planning horizon. 
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4.2.4 Relationship of designing/planning "protective" 

capacity to forecasting 

The activity of capacity planning is tightly coupled 

to the forecasting of manufacturing requirements. This is 

evident from the various capacity planning methods avail

able to be used at varying levels of aggregation and plan

ning horizons. The long range plan may extend a year or 

more into the future and gross aggregated requirements are 

computed using the aggregated forecasts of groups of end 

products. The short range forecasting generates more 

accurate forecasts and is used for preparing the master 

production schedule. The extent and length of planning 

horizons will also depend significantly on the type of 

business. Considering the previously mentioned classifica-· 

tion, the process focused organization may offer a lot more 

customer options and these may be specified very late in 

the ordering process; on the contrary, the product focused 

organization may provide very standardized products with 

little or no customer options leading to much more reliable 

and earlier frozen forecasts. This issue has very substan

tial effect on the capacity planning picture which is 

directly~based on the material requirements for the end 

products. 

In the first type of production system, due to the 
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nature of the business, an organization may have a rela-
. 
\ 

tively shorter stable planning horizon and variation in 

forecasts; Obviously, the prediction task is much more 

difficult. The risk of making the wrong predictions is also 

higher due to cost of the possible lost sales. Thus in 

this case the need for "protective" capacity is high. More 

"protective" capacity should be inserted into the system at 

the planning stage with adequate provision for short term 

"protective" capacity management also (overtime, extra 

shift, subcontracting etc.). 

In the second type of production system, the planner 

is able to get a dependable production plan for a much 

longer horizon and also there will be lesser variation in 

the demand. This implies that if there was adequate knowl

edge about this not too much varying demand, the system 

does not need too much long term "protective" capacity. If 

at all there are some variations which are always possible, 

the short term "protective" capacity managing methods 

(inserted capacity, underloading etc.) will be sufficient 

to take care of them. The long range capacity planning 

exercise i.e. the design of production system should go on 

simultaneously so as take care of demand increases and 

prevent use of short term actions. The relevant issue is 

how and when to provide the capacity inc~eases i.e. identi

fy the size and timing of projected capacity gaps. A good 

indication is the extent of use of short term methods to 
("> 
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protect the system and provide the needed capacity to meet 

production targets. But it should also be realized that 

inadequate short term "protective" capacity may result in 
,, 

lost sales and other harmful effects of utilizing a system 

at its full capacity such as shift premiums, productivity 

losses. In this way, the capacity can be added in proper 

time phased increments through planned use of short term 

and alternate sources of capacity. 

4. 2. 5 Relationship of ''protective'' capacity to manufactur

ing lead time 

Inflated lead times have traditionally been used as 

a form of protection against the uncertainties and "arbi

trary" customer orders. The importance of shorter lead 

times and their reduced variability and the effect on the 

bottom line measurements of any manufacturing organization 

have been described in a previous section. Thus, consider

ing the tradeoffs, this implies a low ratio of work-in

process to throughput (current utilization of capacity). 

The long lead time is a result of a combination of large 

queues in front of workstations, uneven input to the system 

and mismanagement of the above situation. We very well 

know the effect that, lead time inflation for protection of 

the system, has on work-in-process and the resulting cus

tomer lead time; it results in the vicious cycle of con-

73 (' 



stantly increasing lead times as management tries to pro

tect themselves by this method. The situation manifests 

itself in two situations; in the customer lead times and in 

the purchasing relationship with the vendor. 

A small bottleneck in the production system can be 

the cause of this lead time inflation and thus has to be 

well protected. Also, the unnecessary buffers at other 
~ 

places will have to be eliminated to decrease the flow time 

of the product and replaced by "protective" capacity. This 

has the dual effect of reducing the lead times and also 

giving the system the capacity to react to changing custom

er demands much faster. The reduced lead time also has a 

beneficial effect on the forecast accuracy and its time 

horizon; the master production schedule will consist of 

more firm orders and less production plan. The reduced 

lead time will lead to fewer forecast errors and lesser 

needed protection by work-in-process or still longer quoted 

lead times. If at all there are some modifications in the 

actual customer orders on some occasions, the "protective" 

capacity can help take care of it. 
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CHAPTER V ,, -----
SUMMARY AND CONCLUSIONS 

·• 

5 • 1 S11mmary 

The long term strategy of a company must give due 

consideration to manufacturing issues because they affect 

the competitive position of the company. Capacity related 

decisions are an integral part of these issues and hence 

the need for effective capacity planning - both long term 

and short term. Based on the market and the manufacturing 

system and the uncertainties inherent in them, the planning 

must 'be done to provide the needed or nominal capacity as 

well as adequate "protective" capacity. Traditionally, 

organizational slacks have existed in all forms, particu

larly as excessive inventory and long quoted lead times 

with the intended purpose being to protect the system; but 

they have caused more harm than good. Thus, a case has · 

been made for a better form of protection through "protec

tive" capacity. 

Any manufacturing plant cannot be completely capaci

ty balanced due to the variations in the processing times 

and will have one or a.very small set of bottleneck re

sources which must be protected so as not to lose any 

system production capacity. Also, traditional cost ac

counting systems have emphasized high workstation capacity 

utilizations which lead to deceptive protection by exces-
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sive work-in-process and long & highly variable lead time 

values. In fact, management decreed increases in planned 

·lead times to clear the backlog have also led to a vicious 

cycle of constantly increasing lead times negating all 

protection effects that were originally intended. This is 

specially important in light of today's business environ

ment where flexibility and reduced order lead times are 

very important. Actually, work-in-process has been used as 

a protection much more than long lead times and the reasons 

are many and varied; psychological, decoupling two worksta

tions, keeping workers busy, EOQ batch sizes, and the like. 

Due to strong dependency of lead time on work-in-process, 

the effects of such large work-in-process levels can be 

very harmful; hence the need to properly control it. 

There exist strong interdependencies between 

work-in-process, lead time and capacity at the workstation 

and at the production system level. The tradeoffs at the 

workstation level have been depicted through a graphical 

approach and through relations developed by Karni for his 

"capacity requirements planning" model. The graphical 

approach is very useful to keep track of and to observe the 

workstation behavior (input load and output capacity) for a 

planning horizon. The relations can be used to compute the 

needed workstation capacity given the input, initial back

log and any other limiting design parameter. Short term 

protective capacity design can be done by underloading, 

inserting extra capacity in only one period, deciding 
. . ''."'!I:-
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between capacitated or uncapacitated operation etc. using 

the relations. At the production system level, three 

cap~9ity planning/ estimation models are discussed briefly. 

The tradeoffs are valid at an average level allowing 

"protective" capacity to be designed in the production 

system at the system design/ planning stage. 

A framework based on the tradeoffs at the worksta

tion level and the "capacity estimation model" by Johri has 

been suggested for designing and planning "protective" 

capacity. The tradeoff relations at the workstation level 

are used for the planning "protective" capacity for short 

term purposes i.e. for one or more time periods within a 

planning horizon. The "capacity estimation model" is used 

for long term "protective" capacity design at the planning 

stage. The model, during the design phase also provides 

information about the aggregate bottlenecks which depend on 

the product mix and other factors enabling adequate protec

tion to be designed to preserve system's production capaci-

ty. 

The use of framework has been discussed wi~h refer

ence to a set of questions and issues relevant to a produc

tion system. The type and amount of "protective" capacity 

that is needed depends on the kind of business that one is 

into (product focused or process focused) and some techno

logical limits that may exist. Protective capacity is also 
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sensitive to product mix and volume changes; thus flexibil

ity and response of the system can be modified by effective 

use of "protective capacity". The framework can be used to 

convert a work-in-process protection (which may be harmful 

in many other ways) to a capacity protection. The amount 

of "protective" capacity in a system affects the forecast

ing accuracy and time horizon; the extent of this effect, 

again, depends on the nature of market and business. 

5.2 Conclusions 

The importance of capacity related decisions and 

both long and short range capacity planning is undisputable 

to be able to achieve a sustainable competitive advantage. 

To take care of the uncertainties and variations inherent 

in the market, the manufacturing system and its environ

ment, "protection" must be built into the system. Instead 

of building this protection through excessive slacks in all 

parts of the organization, particularly through excessive 

inventory or long lead times, "protective" capacity should 

be the preferred method. Apart from providing similar 

protection, it does not has the associated drawbacks of 

high work-in-process inventory or long lead times. 

There exist very strong interdependencies between 

work-in-process, lead time and capacity. These are the 

basis for the tradeoffs between the above factors, both at 
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the workstation and system level. The framework that is 

based on the tradeoffs, will enable the management to 

properly observe & monitor the workstation and system 

behavior and also effectively design/plan and manage 

"protective" capacity. Adequate design of long term 

"protective" capacity and its suitable management would 

thus ensure satisfactory performance from the manufacturing 

organization. 

' .. " ' . 
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