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I Prologue

The work described hereafter was not originally sought as a thesis project.
Instead the author, in an attempt to learn about the field of electron energy-loss
spectroscopy (EELS), wandered through various parts of this field, trying
v;hatever techniques or experiments seemed interesting. This work was
selected as the thesis because the work was particularly successful and relevant
to the eiectron microscopy community.

The majority of the theoretical work and computer programming was
performed at Lehigh University, as well as all inorganic sample preparation.
The presented experimental work was carried out at the Electron Beam
.Imaging and Microanalysis lab at the National Institutes of Health (NIH) in
Bethesda, Maryland. The majority of experiments were performed on a Hitachi
H700H transmission electron microscope. Work since June 1989 was performed
on a Vacuum Generators HB501 dedicated scanning electron microscope. None
of the organic sample preparation was performed by the author. All presented
EELS work was done using a GATAN 666 parallel EELS spectrometer.

This document assumes the reader is familiar with electron microscopy,
but not necessary in the field of EELS. Connectivity diagrams and flow charts
appear in place of exact schematics and the over one hundred thousand lines of
code. The latter can be made available to those interested, but this paper is not

‘the place for them.
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Abstract

Electron energy-loss spectroscopy (EELS) is a powerful technique that is
capable of f)roviding a wide variety of information; including elemental
quantification, density-of-states and occupancy, bond lengths, angle, energy, and
character, radial distribution functions, thickness, and dielectric information. It
is perhaps most useful when performed in an electron microscope where the
information in the spectrum 1is confined to the probe dimensions, allowing
characterization of areas less than a nanometer squared. Recent improvements
in EELS spectrometer technology allow collection efficiencies of hundreds of
times more than was previously possible; in some cases the efficiency is close to
unity.

Some laboratories have combined the acquisition of EELS spectra with
computer steering of the electron beam to produce energy-loss maps. The
technique of "on-the-fly-processing” is used to collect a spectrum, calculate the
mass or cohcentration of one or more elements, save the latter data, steer the
beam to a new location and repeat the process. An important limitation of this
method is that only simple processing can be performed without extending the
1mage acquisition time.

This disadvantage is alleviated using spectrum-imaging. This technique
collects of all the data and stores it for 1afér processing. This allows not only the
data in each spectrum to be analyzed using time-consuming methods, but also
permits the spatial statistics of the collective energy-loss spectra to be exploited.

This thesis contains discussion on theory, implementation, and processing

of EELS spectrum-images along with processed examples.




. Chapter 1
Introduction

In the most simple of terms, a spectrum-image is data structure with
higher dimensionality than what is normally considered an image. In its most
common form a spectrum-image is similar to a normal image, but it contains an
entire spectrum at each pixel whereas an image plane has only a single value.
This paper is concerned with spectrum-images acquiréd using an electron
microscope and x-ray and energy-loss spectrometers, although the techniques
are applicable to other instrumentation.

Spectrum-imaging is a term first published in (Jeanguillaume.., 1988) but
the technique has been practiced foi' somewhat longer. Astronomers have been
collecting x-ray and radio spectrum-images of the heavens for many years
(Seeds,19843. Several workers have performed rudimentary spectrum-imaging
in the electron microscope (EM) by saving a few channels of x-ray or EELS
spectra at each pixel of a small image. The latter is fundamentally different
from what the author has inyestigated — storage of available data from an
Imaging experiment.

Efforts of the author have been concentrated on ‘storing, and later
process.i,ng, entire 1024 channel EELS and EDS spectra, obtained with parallel
recording detectors, and their associated dark field and probé current sigflals at
each pixel in a spectrum-image. The resulting data can be several hundred
megabytes. This form of spectrum-imaging differs fundamentally from only
saving a few pre-chosen channels at each pixel. |

Saving all the data from an imaging experiment means that less needs to
be known about the nature of the data prior to collection. It is not necessary to

> ®

- know ahead of time what elements are to be imaged or what parameters are to




be used for processing. When all the data is saved, complex and time consuming
processing can be performed without extending data acquisition times. Data
can be processed multiple times and the effectiveness of different techniques on
the same data can be compared. Problems and artifacts unanticipated prior to
data collection can be corrected. Because processing time and acquisition time
are not related, the electron dosage to the specimen can be tailored solely
according to the desired statistics and acquisition instrument limitations.

Spectrum-imaging‘ of this magnitude was not performed previously
- because of limitations in computer technology. Only recently have storage
devices become large enough and inexpensive enough for routine collection of
even moderate-sized spectrum-images of 32 megabytes. Recent improvements
in processing speed are also important. Additionally, EELS spectrum-imaging
without the use of recently available parallel EELS spectrometers would not be
generally useful because of poor signal collection efficiency.

The aim of this paper is to describe spectrum-imaging techniques, what
EELS signals are useful to image, and what types of experiments are possible
using this technique. Brief mention i1s made of x-ray spectrum-imaging.
Chapter two is a short introduction to EELS theory necessary to understand the
later coverage of EELS spectrum-image signals i1s provided. Many parallel
EELS techniques were developed by the author and presented in chapter three
along with some commentary on the strengths and weaknesses of currently
available parallel EELS spectrometer technology. Chapter four discusses
concepts of spectrum-imaging, and chapter five contains presently used and
potential analysis techniques. Chapters six and seven contain a short
description of the hardware and software created for this thesis. The results of

some of the experiments performed with this method are shown in chapter nine.




Chapter 2
Electron Energy-Loss Spectroscopy

An electron energy-loss spectrum is a hlstogram of the inelastic scattering
distribution of beam electrons through a solid and is plotted as electrons per
channel versus energy-loss. The inelastic cross section for electron scattering is
obtained directly from a plural scattering corrected%EELS spectrum. This cross
section is a complete description of the dielectric response of the sample.

There are two forms of EELS collection methods. Reﬂecfci)on EELS
(REELS) involves scattering the electron beam at glancing angles as éictured in
figure 2-1. The beam voltage is generally less than a féw keV to keep the
penetration depth low and the information within the REELS spectrum is
confined to the first few atomic layers of the surface. The dielectric information
obtained from this spectrum is generally not usefﬁl for determining properties of
the bulk. However, the dielectric response of surfaces is important and the
information that can be gathered from this techinique is useful for a variety of
materials. REELS will not be discussed further here but the majority of the
theory covered in this section does apply to REELS. A good review of the
subject is found in (Ibach..,1982). »

Tranmission EELS involves passing beam electrons through a thin
_specimen and observing the probability of inelastic collisions at beam energy
losses from zero up to 5 keV, sometimes higher (see figure 2-2). The scattering
angles of the examined portion of the beam are limited by an aperture in the
diffraction plane of the EM, or with an aperture at the EELS spectrometer. A
significant advantage of transmission EELS is that the spectrum contains
information only from within the radius of the beam. Some machines are

capable of producing beam diameters smaller than a nanometer.
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When the electrons reach the energy-loss spectrometer they ére f’ocused
and passed through a magnetic prism which disperses the electrons spatiélly as
a function of energy (or energy loss). A serial EELS spectrometer has a slit that
can select what portion of the dispersion, and hence what energy loss, is
collected. The slit is moved along the dispersion and electrons are counted at
various energy losses giving the EELS spectrum (see figure 2-3). This technique
wastes the majority of the signal as the slit generally allows only 1-5 eV of -
electrons into the counter at a time, and a spectrum generally consists of
hundreds or thousands of eV of energy loss. Recently parallel EELS
spectrometers have been commercially produced (Krivanek, 1988) where the
energy dispersion is focussed on an array of 1024 elements (see figure 2-4). The
parallel recording technique increases collection efficiency for most experiments
at least 200 times making EELS a much more viable technique for both

chemical and dielectric experiments.

Transmitted
Electrons (E, E-AE)

TEM
Viewing screen

Magnetic~ Scintillator
Prism
Electron ray
paths (Energy E) |
) Electron ray paths Selecting
- (Energy E-AE) slit

Figure 2-3:-, Typical magnetic serial EELS spectrometer. (Williams,1987)




Qo0
S0

thermoelectric
cooler
90° prism photodiode
array

g!)!)/!()!)!]' > > >:’ )

=
Q1 Q2 A3 ypg %

fiber-optic
window

Figure 2-4: Schematic diagram of the Gatan parallel-detection EELS
spectrometer showing the pre-prism focussing coils, prism, post

prism focussing coils and quadrupole lenses, and detector assembly
(Krivanek,1988)

Since the advent of PEELS, the most impor®™nt instrumental limitation in
EELS is the energy distribution of the beam. Most EMs use heated tungsten or
LaB, filaments that produce electrons with an energy differential of greater
than 1 eV. A few instruments incorporate cold field emission guns that produce
energy spreads of 0.25 eV (see (Williams,1987) for details). Examination of
many phenomena require higheir.energy resolution. Some laboratories have
used energy filters to monochromate the beam at the expense of beam current,
for examble (Géiger,1981). There are some fundemental limitations to the

‘minimum endrgy spread attainable after focussing of the beam (Boersch..,1962).




2.1 The Energy-Loss Spectrum

A typical energy loss spectrum is shown in figure 2-5. The ﬁrsf peak in
the spectrum 1s called the "zero-loss." This peak represents electrons that
passed through the specimen with no energy loss, or losses smaller that the
energy width of the beam. For most instruments this includes all forward
scattered elastic collisions, phonon interactions, and electrons passing through

the sample unscattered except for a phase change.

Zero | 1st lonization edge
AN loss : /

ﬂ 2nd lonization edge
= Low Post-edge
C energy ~-+ N7 background
2 losses , :

# - (Plasmons) ,
I
/ \\f\\(\ X
A\
intensity Display gain

change

Figure 2-5: Typical EELS spectrum. (Williams, 1987)

The next peaks are termed "plasmon" peaks and represent collective
oscillations of outer-shell elecﬂtrons. In most thin specimens the plasmon peaks
are not visible beyond 75 eV.

The features following the plasmons represent inner-shell scattering and
are termed core-loss edges. Their intensity rises rapidly at the ionization
threshold and decreases slowly with increasing energy loss. The energy-loss
coordinate of the edge is approximately the binding energy of the appropriate
atomic shell, and hence EELS can be used to indicate which elements occur in a
specimen. Superimposed upon the exponentially decreésing tail of an edge are
‘often more edges. The area underneath the edge minus the background can be

used to determine the absolute or relative composition of that element.




Plasmon peaks and core-loss edges possess a fine structure that reflect the
cryStaHographic and energy-band structure of the specimen. In many EMs the
energy spread of the probe electrons is too large to také advantage of this
information. Analysis of crystallographic structure is performed through
Energy-L(;ss Near Edge Structure (ELNES) .or Extended Energy-Loss Fine

Structure (EXELFS) that generate bond distances. A variety of other methods
can be used for examining density of states, occupancy, bond energies, etc.

If the specimen 1is sufﬁc‘ieﬁtly thin then the features in the EELS
spectrum each correspond to a single excitation process. However, as the
thickness approaches that of the inelastic mean free path of the beam electron
in the material, there is a resonable probability that the electron will be
scattered more than once. This is termed plural scattering and its effects must
be removed for reasonable accuracy with most quantitative techniques. At 100
keV, the mean free path On) of most elements is between 50 nm and 175 nm.
Techniques for plural s.c»attering removal ‘include the {Fourier-ratio and Fourier-
log methods (discussed ih (Egerton,1986)) and more recently MLS (Multiple
Least Squares) methods (Shuman..,1987) (Leapman.., 1988).

As the thickness approaches 10A multiple scattering blurs the core-loss
edges in the spectra. Multiple scattering represents multiple core-loss
excitations from a single incident electron; ‘whereas plural scattering is when

the incident electron excites one or more plasmoens in addition to exciting a core-

loss transition or another plasmon.




2.2 Electron Scattering

In transmission EELS, electrons are accelerated to energies large enough
to transmit them through thin specimens. The transmitted electrons interact
with the atoms in the specimenl. If the energy or direction of an electron is
altered it is termed as "scattered."” Electrons that are not scattered exhibit only
a phase change from passing‘through the specimen. Electron scattering is
divided into two broad catagories; (1) elastic scattering denoting virtually no
exchange of eﬁergy, and (2) inelastic scatterihg indic'ating that there 1is
appreciable energy transmitted from the incident electron to the specimen.

Elastic scattering is a Coulomb interaction between the incident electron
and the atomic nucleus. There is little energy transmitted to the specimen in an
elasic collision because the mass difference between the beam electron and the
atomic nucleus 1s very large. This type of scattering occurs when the incident
electron passes close to the high concentration of charge from the nucleus of the
atom. The field from the nucleus can deﬂect~ the incident electron through high

angles, often termed Rutherford scattering. If the scattering angle is greater

- that 90 degrees the electron is regarded as "backscattered.” Although this is

still termed elastic, a backscattered electron can deliver several eV to the target
nucleus.

Most incident electrons do not travel close enough to the nucleus to be
scattered at large angles. The field of the nucleus falls off according to an
Inverse-square law,‘but the field is further weakened farther out due to charge
screening from atomic core electrons. rI;he majority of high energy électrons are
scattered only tens or hundreds of milliradians.

With truly amorphous specimens (actually only degenerate gaseé) elastic

scattering 1s a continuous distribution as a function of scattering angle. In

érj}sﬁallihéf' specimens the wave nature of the electron interferes with the

10 '




periodic spacing of atoms and changes the continuous distribution of scattering
into one that is sharply peaked at angles characteristic of the atomic spacing.:
This is called "diffraction.” I
Inelastic scattering is a result of a Coulomb interaction between the
incident electron and an atomic electron. One“can think of inelastic scattering
as an excitation of an atomic electron into a Bohr orbit of hi‘gh quantum number

(ﬁgure 2-6) or as a band transition (figure 2-7).

(b)

(a)

Figure 2-6: A classical (particle) view of electron scattering by a single atom.
(carbon) (a) Elastic scattering is caused by Coulomb attraction of
the nucleus. Inelastic scattering results from Coulomb repulsion
by (b) inner- or (c¢) outer-shell atomic electrons, which are excited to
a higher energy state. The reverse transitions are shown by
broken arrows. (Egerton,1986)

Inner-shell electrons typically have energies of hundreds or thousands of
eV below the Fermi level of the solid. A core electron can only make an upward
transition if there is an empty state to accommodate it. Typically the atom will
only have unoccupied' states above the Fermi level and so the atomic electron
can make an upward transition only if it receives an amount of energy greater

than its original binding energy. Total energy is conserved at each scattering

11
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Fermi level and E . the vacuum level. The primary processes of

inner- and outer-shell excitation are shown on the left, secondary
processes of photon and electron emission on the right.

(Egerton,1986)

event because there is only one incident electron within the solid at a time for
even very high current beams. The incident electron loses the energy given to
the core electron and is thus inelastically scattered. The incident electrons are
scattered on the order of 5-20 mrad at 100 keV. After an inelastic scattering
event the target atom is left excited and quickly loses its energy through one of
several de-excitation processes. These include characteristic x-rays that can be
used for x-ray quantitation, Auger electrons (kinetic energy donated to another
atomic electron), light, and heat.

Outer-shell electrons can be excited in two ways; as a single electron
excitation or as a plasmon scattering.

In semiconductors and insulators, an incident electron can excite a single
outer-shell electron from the valence band into the conduction band or to an

empty state within the energy gap. In a metal, a single electron excitation
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“causes an outer shell‘ electfon togoto a highef state within the conduction band.
In either case if the final state is above thé vacuum level the excited electron
may leave the solid as a "secondary electron." Incident electrons exciting a
single outer-shell electron are scattered only 1 or 2 mrad.

A plasmon 1s a collective scattering of outer-shell electrons from multiple
atoms within the solid. It is actually a plasma density resonance or a
longitudinal traveling wave of valence electron densi@. This excitation can be
treated as a pseudo-particle called a plasmon and its energy is given by E=T o
(0 1s the plasmon frequency). For the majority of solids the plasmon energy is
between 5 and 30 eV and has a very short lifetime because it is heavily damped
by the electrostatic restoring forces of the atomic lattice.

Plasmons are most easily understood when thought about in terms of the
"Fermi gas” of electrons that occur in the conduction band of metals. However,
they can also be excited in insulators. In a time averaged sense, the energy of
the plasmon is distributed over several atoms. From an instantaneous
viewp(;int that energy ean be. cérrie& by a si.ngle atomic electron. Since the
plasmon energy of most solids is greater than its energy gap, plasmons can be
excited in virtually all materials. Plasmons excitation is most important in
materials that have electrons that behave as free particles however. In a
degenerate gas there is no collective response and hence plasmon excitation is
not possible. Most materials exhibit some measurable plasmon response.
(Schnattschneider,1986)

The majority of plasmons are volume plasmons, or those that are excited
within the bulk of the solid. Surface plasmons can be created that are confined
to travel along the specimen surface and are important in very thin specimens.

Surface plasmons at each surface can couple and complicate dielectric resp.q\l\lse

calculation.
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The distribution of different electron scattering mechanisms are shown in

figure 2-8 as a function of scattering angle and energy-loss from the intefaction.
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Figure 2-8: Angular distribution of various electron scattering phenomena.
(Joy..,1979)

R

2.3 Theory and Models

2.3.1 Cross sections
Various scattering theories can be used to model the probability of a
particular scattering event. In general this probability is a function of
scattering angle, and with inelastic scattering it is also a function of energy lost
: during the interaction. The probability is usually expressed in terms of a cross
: section, o, that Eas ﬁunits“o'f probability per uhit distance traveled through a

Y]
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particular medium. The functions that are of most interest are the differential
cross sections, or ¢ differentiated with respect to one or more of the dependent

variables, for example scattering vector (or angle) and energy loss.

Figure 2-9: Scattering planes with wave vectors of incident beam (ky) and

scattered beam (k). q is the wave vector transferred to the target.
(Schattschneider,1986)

2.3.2 Elastié scattering models

Although inelastic scattering is the primary focus of EELS, elastic
interactions are also of interest. Some electrons are scattered both elas(tically
and 1inelastically. Diffraction redistributes the electron flux within a material
and alters the probability of some types of inelastic scattering. In general,
elastic scattering modifies the angular distribution of inelastic seattering and
this can occasionally be used as the basis of an éjxperiment to reduce surface
plasmon effects. The ratio of elastic scaf\tering (inqluding electrons exhibiting
oniy a phase chahge) to inelastic scattering is important in absolute mass
determination for elemental quantification.

Elastic scattering is often explained using classical mechanics because it

is both easily understood and works suprisingly well. The first sucessful
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attempts at quantifying elastic scattering were by Rutherford involvihg alpha
particles. (Beiser,1987) The Rutherford alpha particle scattering is easily
modified to account for elastic electron scattering by switching the charge and

‘mass of the alpha particle for that of the incident electron.

do  4y*7?
dQ g 24

(2.1)

where 6 1s the cross section, Q is the solid angle of scattering, y is a

radius, and g is the magnitude of the scattering vector.
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Figure 2-10: Rutherford scattering of an electron by the electrostatic field of an
atomic nucleus, viewed from a classical perspective. Each
scattering angle 9 corresponds to a particular impact parameter b;
as b increases, 0 decreases. (Egerton,1986)

The Rutherford equation does not consider charge screening and thus it
usually overestimates elastic scattering at small §. A simple method of
incorporating screening is to use a "Wentzel" expression where the nuclear

potential drops exponentially as a function of distance from the nucleus. An
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examf)le .is shown in equation (2.2). At high atomic nﬁmbers these equations
are no longer accurate and one rhust turn to quantum mechanics. Better cross
sections have been calculated using iterative solutions to Schrodinger’s equation
in the Hartree-Folk and Hartree-Slater methods, and relativistic effects can be
incorporated using the Dirac equation in "Mott" cross sections (Rez..,1984).
Despite the sophistication of the latter methods, theoretically geneﬂrated Cross
sections are rarely more accurate than 10% of what is seen experimentally
tmainly due to bonding effects); sometimes errors exceed 50%. This has limited

the accuracy of traditional EELS quantification techniques.

(2.2)
s _4y? z 4222 1
Q452 q2+,,02 a02k04 (62 +902)2

0

2.3.3 Inelastic Scattering
- The classical equations for elastic cross sections can be modified to explain
trends in inelastic scattering, see the Lenz equation in equation (2.3). The
angular dependence of inelastic scattering is more easily seen when it is
rearranged as in equation (2.4). A plot of “equlations'for elastic and inelastic
scattering is shown in figure 2-11. |
do  4y°Z 1

- = [ 1-
dg2 a Xq* (1+g%r 2)?

] ' (2.3)

where 0 is a constant that is sometimes the cut-off angle for inelastic

s

scattering. /
(2.4)
2 0 .2 '
do _ 4z 1 (142 E 8
dQ a 2q4 _ 602 902
T (0240 )2

where g% = k02 (62+§E2) for small 6, where 6 is the scattering angle,

0 = E/(ym_v?), v is the electron velocity and -O—E is the angle of mean energy- -
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Figure 2-11: Angular dependence of differential cross sections for elastic and
inelastic scattering of 100 keV electrons from a carbon atom,

calculated using the Lenz model. (Langmore.., 1973)
(Egerton,1986) '

Better theoretical cross sections cah be calculated using quantum
mechanics; the following treatment is often refered.to as Bethe theory. Use of
the first Born approximation gives a differential cross section in terms of the
before and after transition states of each atomic electron in response to an

inelastic scattering from an incident electron.

ac, m,

= |
dil 21h?

k ) |
& '/}l IJV(r)‘I’O‘{’n exp(q-P)dt|? o @25)

~ where V(7) is the potential causing the transition, k; is the wave vector of
the incidént electron after scattering, ¥, and ¥, are the wave functions of the

initial and final states, m, is the electron mass, 7 1s the coordinate vector, and drt
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~ 1s the volume element.
N

The incident electron’s potential can be written for non-relativistic

electrons as

- : (2.6)
Ze? 1 Z 2
=]

dre r 4n80j If')_F)j|

V(r) =

where T is the radius of the j** atomic electron, and e, 1s the dielectric
permittivity of a vacuum. '

The cross section can be rewritten in terms of an inelastic form factor,
analogous to the more familar elastic form factor used in diffraction. This form

factor is a property of the target atom (independent of the beam electron energy)

and modifies the Rutherford scattering factor in equation (2.7).

don 4'}’2 kl | '
— = €, ()] 2.7)
7AQ) 002q4 ko n
where £, is the inelastic form factor.
e, = <¥, 1) exp@P)| ¥, > (2.8)
J

‘Often the absorption of energy waves in a medium is discussed in terms of
a generalized oscillator strength (GOS). The resonance frequency of | the
oscillator is where it absorbé the greatest amount of energy and a:ppears a.s a
"Gaussian-like” peak in the imaginary portion of a permittivity versus frequency
plot as in figure 2:12. The GOS can be related to the inelastic form factor and

differential cross section as shown in equation (2.9).

E [e()
2

LW(q) = (2.9)

R qa,

where f,(q) is the GOS, E_ is the energy-loss of the transition, and R is the
Rydberg energy (13.6 eV).

More useful in EELS is the double-differential ci‘dss section in equation

19




Figure 2-12: Real and imaginary parts of the relative permittivity and the
energy-loss function /M{-1/e(w)}, calculated using a free- electron

(Jelllum) model with Ep-_-15 eV and 7/t = 4 eV (Raether,1980)
(2.10). The increased complexity of a Bethe generated cross section is shown in

figure 2-13.

d*c  4y*R %1 dfiq.E)
dQdE g4t k, dE

(2.10)

2.3.4 Quantification using EELS

Quantitative analysis using EELS is normally performed using
theoretically generated cross sections from programs such as SIGMAK and
SIGMAL by (Egerton,1981). The background underneath an EELS edge (from a
- plasmon or an edge of lower energy loss) is estimated to fall off as an
exponential power of the energy loss (see figure 2-14). The absolute mass of an
element in the sample is determined from a ratio of the éage intensity to the

‘total intensity divided by the total cross section.
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Figure 2-13: Bethe surface for K-shell ionization, calculated using a hydrogenic

model. The horizontal coordinate is related to scattering angle.
(Egerton,1979)

N = edge(P-AE) N " (2.11)
Itotal : G(B’AE) - o

where N is number of atoms of element Z, Lo if the intensity of the edge '

[
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corresponding to element Z collected through scattering semi-angle B and

. integrated from energy loss E, to AE, and E 4 is the energy loss of edge A.
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Figure 2-14: Regions in an EELS spectrum useful for quantification of more
than one edge. (Williams, 1987)

‘-_'

Quantification of the mass of two or more elements relative to each other

can be found according:

O

2 | (2.12)
Gx

]2
1
anl BV

where N; is the number of atoms of element i, /. is the intensity of edge i

(without background), and o, is the inelastic ionization cross section of edge i.

Theoretically generated cross sections are usually based upon free atoms

and are inaccurate mainly because they fail to consider bonding effects. Errors

in the theoretically generated cross sections are typically as large as 30%,

dramatically reducing the accuracy of this type of quantification. Recently

L
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multiple least-squares fitting (MLS) techniques have been used -to bypass the
use of cross sections through fitting of reference ‘spectra to an unknown
spectrum. Expressed differéntly, the relative cross sections for elements in the
unknown are calculated by fitting reference spectra to the unknown spectra.
This technique can dramafically increase the sensitivity and accuracy of EELS.

(Leapman..,1988).

2.3.5 Correlation of dielectric response to cross sections
" Bethe theory 1s useful for describing inelastic scattering with inner-shell
electrons, but chemical bonding significantly modifies the wave functions of the
outer-shell electrons resulting in inaccurate theoretically generated croés
sections. A better method of describing the interaction of a sample with an
incident energy wave is through the use of the dielectric response function.
A "jellium” type model can be used to calculate the displacement of the
electron cloud center from the nucleus in electronic polarization, and the
displacement of the nucleus from its equilibrium position in ionic polarization.

This displacement x gives rise to a polarization:
P=-—-enx=¢yE | | (2.13)
where P is the polarization vector, E is the electric field induced on the
I;OIarized atom, ¢ is the elementary charge, n is the volume density of electrons
within the atomic radius, y is the electronic susceptibility, x is the shift vector of

the electron charge center from the nucleus center in the jellium model.

The dielectric function is then given by: |

where &(®) is the fi'equency dependent complex dielectric response, ® is

the angular frequency of the excitation source (the incident electron).
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The energy loss function is what is measured in EELS and is defined as:

_ £ ol o 2
L2 . ? (2.18)
e@,9)  g2+e,? (coz——(op)2+(mr)2

IM]

where g =0 for an electromagnetic wave, and g =0 for an electron wave.
- See (Kittel, 1986) for detalils.
When an electron passes through a sample it essentially represents a step
function of all frequencies. Thus an incident electron excites the loss
‘mechanism for the entire frequency spectrum. The outer-shell electrons do this
through a GOJ peaked at the frequency o(p), which is equivalent to the
excitation of a plasmon of energy E(p) = 7 - o(p). From this simple analysis, the
electronic polarization oscillator frequency can be determined by merely
measuring the energy-loss position of a plasmon peak.
The dielectric | response function i‘{cavn be correlatéa to the partialn

differential cross section by combining equations (2.9), (2.10), and (2.18):

’c  IM[-1/E(gw)] 1

~ (2.19)
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Chapter 3
Parallel EELS

The commercial introduction of parallel electron energy loss spectrometers
(PEELS) is a revolutionary advance for the EELS researcher. PEELS offers
several hundred-fold increases in signal collection efficiency over serial EELS

(SEELS) and allows routine solutions to experiments that were previously

exceedingly difficult or even im

3.1 PEELS advantages

3.1.1 Core-loss collection efficiency

Core-loss (CL) edges on the threshold of detectability with SEELS may be
obtained with much less noise per collection time and thus may be more
accurately analyzed with PEELS. Such edges include those from high- energy
loss K-shell excitations and those from véry low concentration elements.

The PEELS collects a typical spectrum with 100 - 500 times more counts
and thus 10 - 23 times less noise per channel per electron dose than a SEELS.
Therefore peaks that fall below the noise threshold with SEELS may be
considerably above this level in PEELS. '

A major disadvantage of EELS in the past has been its insensitivity to
high atogic number (Z) elements. Because ‘high energy-loss edges can be
obtéined with better counting statistics, PEELS quantitation of high Z elements
1s far more accurate and sensitive. .

Many laboratories now perform quantitative core-loss imaging where
pixels represent an absolute amount or a concentration of an element or
compound. An entire spectrum is acquired and quantﬁatively analyied at each

pixel. Accuracy for rapidly acquired images with SEELS is compromised by
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Véry low signal-to-noise ratios, often well below unity. This situation is vastly

improved with PEELS.

3.1.2 Minimizing electron dose
Beam sensitive specimens require that their electron dose be minimized to
minimize rapid alteration of bonding and elemental re-distribution from the

electron probe. Materials systems exhibit such changes' as crystallization of

_'_‘_polymers and glasses, graphitization of amorphous carbon, and mass loss of low-

S

7 and volatile elements. Biological systems exhibit destruction of typically
fragile bonds and substantial mass loss.

The accuracy of beam sensitive materials is highly dependent on the
electron dose per area. The substantial increase in collection efficiency of
PEELS over SEELS allows spectra to be taken in fractions of the time necessary
for a SEELS spectrum. Since PEELS acquisition times may be very short,
successive spectra can be taken and analyzed separately to determine rates of
mass loss or bonding changes. Spectra can then be summed for more accurate

quantification.

3.2 PEELS disadvantages

PEELS allows the researcher to collect EELS spectra faster and with
better statistics than was possﬂole with SEELS. However, current PEELS
spectrometer technology is not without d1fﬁcultles — problems such as ar‘tlfacts
detector limitations, and poor low-dosage sensitivities must be compensated or

corrected before its full promise is realized.
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3.2.1 Artifacts

Detector artifacts in SEELS are limited to a detector persistence that
becomes important when the signal intensity of a recently scanned feature
greatly exceeds the currently monitored signal. PEELS is not immune to
detector pe‘rsistence, but it can be safely ignored provided a steady-state signal
1s fixed on the array for at least one integration perio‘d prior to the collection of

that signal. In any case, it is usually a trivial matter to collect a spectra such

that persistence is not a problem in-either SEELS or PEELS. Other PEELS

artifacts, the time and temperature variant array channel-to-channel gain
véﬁations and dark current are not so mundane and require processing to
minimize their effect. Removal of these artifacts has inspired new ways of
quantifying very small signals and it is clear that considerably more work must

be done before quantification of PEELS spectra becomes routine.

3.2.2 Detector limitations

Concurrent or successive aéquisition of core-loss (CL) and low-loss (LL)
spectra 1s difficult. A PEELS spectrum is actually the sum of one or more
readouts (integrations) of the parallel detector to measure signals in excess of
the dynamic range of the detector'. The minimum integration time of the Gatan
PEELS is 12.3 ms. A one nanoamp zero-loss (ZL) from a one electron-volt (eV)
“wide (energy spread at FWHM) probe and a 0.5 eV per channel dispersion will
saturate the array in under 150 us. If the intensity of the CL signal is obtifnized
so that it uses a significant fraction of the array’s dynamic range then the
accompanying LL, taken even with the smallest integration time, will most
likely saturate the array. N ewer models of the Gatan PEELS include an
attenuator WhiCh- steers the dispersion off the detector array quickly to

minimize array exposure. Although this is a step in the correct direction,




asymmetries in successively collected spectra with the attenuator suggest that
hysteresis with the attenuator’s dipole lens compromises signal quality. In

addition, the speed of the attenuator is not fast enough for some experiments.

3.2.3 Low dosage insensitivity

Some ultra-low dose experiments can not be performed using the Gatan
PEELS in a straight-forward manner because of the large minimum integration
time. High resolution experiments with doses of 10% - 10 electrons per square
nanometer may require dwell times of 1 Iﬁs or less. Charge trapping of
electrons in the photo-diode detector array limit the sensitivity of an element
when it contains less than the current genefated by 1000 incident electrons.
Additionally, high readout noise effectively masks small signal differentials of
less than 100 - 300 incident electrons per channel. Use of correctly biased CCD
arrays can correct for the non-linearity of the detective quantum efficiency
(DQE) for small signals. The placement of an image-intensifier between the
scintillator at the detector array could boost the DQE to unity. -

Future versions of commercial PEELS units will incorporate charge-
coupled devices (CCD’s) with higher readout speeds that will eliminate the large
minimum integfation time problem. In the interim, a high-speed pre-specimen

beam blanker seems the most appropriate means for bypassing the large

minimum integration time.

3.3 PEELS artifacts
Processing methods used in SEELS are often not appropriate for PEELS.

These procedures do not account for PEELS artifacts and they are often too
insensitive to small signals that can be obtained with good statistics using
. PEELS.

The term dark current denotes the signal that is read from the array even
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when there is no illumination incident on the array. The author has chosen to
divide this signal into two parts, S,[¢,¢,ch,T] and Sz[ii, ch,T] — where t 1s elapsed
time, ¢, is the integration time, ch is the channel number, and 7' is temperature
of the array. S; is due to the persistence of the array (incomplete charge
readout) and is not an artifact provided that (1) the signal is. steady-state and
remained on the array for at least ¢; prior to signal collection; (2) the signal in
each channel before signal collection did not exceed the signal during collection.
The artifact may be unimportant even if these conditions are not met. S, ié
mainly due to charge leakage from the array aﬁd i.s a strong function of ¢, and T.
Parameterization of S, for constant T provides an adequate model for artifact
removal from large signals, but acquisition of the signal is more accurate. In
addition, large variations of S; and S, as functions of 7' may render such models
useless.

With the Gatan 666 spectrometer, the offset of the dark current can be
adjusted. This i1s optimally set so that the minimum dark current in any
channel 1s about 10 counts. The dark noise profile 1s significantly different
between Gatan spectrometers.: Each count in a spectrum represents about 30
electrons, and the maximum signal per channel per integration is 16383 counts.

Channel-to-channel gain variations in the detector array are caused by
small variations in the efficiency and collection area of each cell of the array.
This artifact can be removed-accurately by dividing the dark current corrected
spectrum by the relative gain function. This function is measured by evenly
dispersing a small portion of the zero-loss peak over the entire array and scaling
the function so that the smallest channel value is unity. Problems arise with
this form of gain function measurement because intensity variations within the
- zero-loss peak prevent even illumination over the array.

Although the gain function is only weakly related to temperature, it does

29




Figure 3-1: Dark current from a Gatan PEELS spectrometer with no incident
electron illumination. Acquisition timeis 1 s

vary slightly over a period of several months due to exposure related changes in
the scintillator material covering the array. In the Gatan 666 spectrometer it is
rare to find a channels efficiency vary in excéss of five percent.

Future versions of commercial PEELS are likely to incorporate CCD’s that
will not exhibit the dark current artifact when biased correctly. However, any
parallel detector is apt to channel-to-channel gain variations. This artifact is
easily corrected provides the gain function of the acﬁve portion of the array is

accurately known.

3.4 Correcting PEELS artifacts

The most obvious method to correct the raw PEELS spectrum is to acquire
- a dark current spectrum before the specimen spectruni using 1identical
integration ﬁmes. The dark current is. next subtracted from the specimen
- 'spectrum and is divided by the gain function. This method doubles the noise in

the processed spectrum, but pi‘eserves edge shape and areas and thus spectra
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Figure 3-2: Channel-to-channel gain variations superimposed upon the uneven
illumination of the dispersed zero-loss.

can be processed as normal SEELS spectra. The noise level can be reduced
asymptotically to the specimen spectrum noise level by increasing the number of

readouts in the dark current spectrum and scaling appropriately.

F o -

3.4.1 Problems in finding the channel-to-ché;lﬁel gain functidn
The channel-to-channel gain function for a particular set of spectrometer

and microscope operating conditions can be known to a very high accuracy.

Hdwever, this is not necessariiy useful particularly for a 1 dimensional detector

| array because small changes in the operating conditions can change the gain of

a single channel by several percent.

This effect occurs because the energy-loss dispersion is not focussed upon

31




the entire height (Y direction) of the détector array. Small changes in the
spectrometer or microscope conditions change the position of the dispersion on
the array in the Y directioh. Inhomogeneities in the detector or scintillator
material can change the efficiency of a portion of a detector cell. Thus
movement of the dispersion over such defects will alter the channel-to-channel
gain function. .

This condition is quite restrictive. Changing operating conditions S}lCh as
beam voltage, collection angle of the spectrometer, focussing conditions \(;f‘_’dhe
microscope, and any of the lens settings within the spectrometer will cause the
dispersion to move along the array. For this reason it is often best to use a
method of spectrum analysis or collection that does not require knowledge of the
channel-to-channel gain function.

If the spectrometer incorporates a two-dimensional array where the
dispersion is focussed over elements in both directions along the array, then this
problem can be minimized. The gain function for each cell can be determined
and it 1s then assumed that the cell dimensions are so vanishingly small and
that the dispersion will never partially illuminate a cell.

There is a method developed by the author that does not require a change
In spectrometer settings between calculation of the gain function and
measurement of the spectrum. It uses the ccmpouter programmable drift tube
voltage Offéet generator to sweep a spectrum across the array without the use of

the spectrometer lenses. The disadvantage of this method is that a dispersion of

0.5 eV per channel or less is required. The procedure is described below.
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3.4.2 Gain averaging .
| This method was first used in EELS by (Shuman,1984). It involvés shift
adding n spectra, each offset in starting energy from the previous spectrum by
the amount of the shift, usually equivalent to the energy width of a single
channel (the energy dispersion). For large n, at least more than 15, channel-to-
channel gain artifacts are effectively eliminated. If dark current effects are
large then the dark current signal should be removed from each spectrum prior
to gain averaging. I

This method was found to be excellent in removing artifacts for large n; its
effectiveness i1s largely dependent on the size of the gain variations. It is the

method of choice for spectra collected with good counting statistics.

3.4.3 Difference spectra

The use of difference spectra can greatly enhance the visibility of very
small edges without curve fitting. Quantification of difference spectra can be |
more successful than conventional techniques because the information
important to analysis may be weighted more heavily when fitting in differential
space. Because the edge shape and area are not preserved, quantitative
analysis must be performed by fitting differentiated reference spectra of
standards to the unknown difference spectrum. Difficulties occur in selecting
the energy window which is dependent on the width of the feature that is to be
enhanced. A properly selected energy Window will remove the background
beneath fhe edge without the inaccuracies associated with curve fitting.
Integration of the differentiated signal with the correct choice of integration
constants can restore the normal edge shape and areas.

More significant advantages bf difference spectra are realized when it is

used‘ to remove PEELS artifacts. A second difference can be used for this
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Figure 3-3: First difference spectrum showing carbon, nitrogen, and oxygen K
edges

purpose when three spectra, A, B, and C, are acquired with an energy shift of
the starting channel from the previous spectrum by an energy window. These
spectra are combined according to the equation D = 2B—A—C to form the second
difference, D. The dark current and the channel-to-channel gain fluctuations
are etfectively removed.

A major disadvantage of the difference spectra approach is that areas and
edge shapes are not preserved and thus new deconvolution and fitting software
1s required to analyze them directly. For second difference spectra it is often
more sensible to save the component spectra so they may be combined either for

a normal or a first or second difference spectrum. Difference spectra can be
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Figure 3-4: Second difference spectra of same specimen in figure 3-3 but using
different energy windows.

integrated to yield normal spectra with the proper integration constants.

Multiple least squares (MLS) or simplex fitting algorithms can
compensate for the difficulties encountered with difference spectra. These
techniques rely on reference spectra taken from standards of known
compositions that are processed in a fashion identical to the specimen spectrum.
The reference spectra are then fitted to the specimen spectrum and the fitting
parameters give the relative concentrations.

Removal of plural scattering is difficult and inaccurate using Fourier
techniques if the thickness of the specimen is not uniform under the electron

probe. An excellent method to deconvolve such spectra bypasses the Fourier
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techniques and uses MLS or other fitting of convolved reference spectra. One or |

more pliasmons in the LL are used to mathematically convolve the single-
scattering reference spectra for an edge, and are then fitted to that edge along
with the unconvolved reference spectrum. Here the parameters from the fit also
give the average thickness of the specimen which is useful in absolut-e
quantification. This technique can be applied to both differentiated and normal
spectra provided the reference spectra and specimen CL spectra undergo
identical processing.

Difficulties in this technique arise when multiple types of bonding occur in
different proportions than in the reference spectra. This situation can occur in
1mages, for instance in a system that contains both amorphous and graphitic
carbon. Reference spectra must then be taken from different standard; each
representing, preferably exclusively, a type of bonding for an element, and each
convolved with the desired plasmons. The relatively large number of reference
spectra that must be fit to the unknown spectra offer many degrees of freedom

and require very well chosen fitting weights to prevent apocryphal results. The

procedure is discussed more fully later.
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C‘/hapte'r 4
Imaging

The term image plane used herein refers to a multidimentional
representation of data with zero or more independeﬁt dimensions and a single
depéndent dimension. An image is composed of one or more equidimensional
image planes. The dimensionality, D, of an image or image plane refers to the
number of independent dimensions. A typical example of both an image (and
also an 1mage plane) is a black-and-white photograph — this is a 2D image
possessing three total-dimeﬁsions, two independent spatial dimensions and one
dependent intensity dimension. A color photograph is composed of three such
image planes with the dependent dimensions represented by the‘intensities of
cyan, magenta, and yellow (the complements of red, green, and blue).

- Images in electron microscopy can become more complicated, such as in
the case of a "spectrum-image" (Jeanguillaume..,1988). A typical spectrum-
image consists of a spectrum collected for each pixel in two spatial dimensions.
Thus there are three independent dimensions, two spatial and one energy, and
one dependent dimension of counts.

Spectrum-images can become still more complicated. An example would
be a 4D spectrum-image with two independent spatial dimensions, one
independent energy-loss dimension, one independent scattering angle
dimension, and a dependent counts dimension.

Spectrum-images are usually processed into 2D images for viewing.. In
the case of an EELS spectrum-image there may be N core-loss edges per pixel
that can be processed yielding N image planes. For three image planes it is
convenient to assign each plane a CRT beam color (ie. red, green, ‘and blue) and

modulate the intensity of each beam as function of space and the value of its
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image plane. Thus three image planes can be simultaneously and
independently observed in a single image. '

The term "quantification imaging" is adopted here to describe images that
djrectly relate quantities such as mass, concentration, bond lengths, dielectric
résponse, etc. These are different from "qualitative imaging" where the
dependent axis does not directly correspond to the quantity of interest, but there
is some relationship to that quantity. An EELS or x-ray spectrum-image can be
processed to generate a quantificational image of elemental concentrations as a
function of spatial coordinates. A bright field image would be considered a
qualitative image because its intensity is not directly related to such quantities.

Data collection for quantificational images can be divided into two types.
The first is "on-the-fly" acquisition where data for a pixel is acquired, processed,
the collected data is discarded, and only the processed data is stored. The stored
data is generally a set of processed 2D or 1D image planes. The second type is
batch collection where a 3D (or larger) spectrum-image is collected and stored

for later processing.

4.1 "On-the-fly" processing techiniques

Until 'Very'recently, compositional image data was only collected using
"on-the-fly" techniques to minimize data storage. In EELS, a typical image
processed this way would involve collecting a spectrum for a single pixel,
processing that spectrum to obtain and record the counts under one or more
core-loss edges, and discarding the collected spectrum. Typically calculations
for pixel N would be performed while a spectrum for pixel N+1 was being
acquired. The process would be c;ontinued for each pixel in the image and the

stored data would be one plane of data for each element. The amount of storage

requiréd for this was substantial up until only a few years ago.
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Storage requirements for processed images (in words)

Image size - ~
(pixels) 1 plane 2 planes 3 planes

64x64 4K 8K 12K
128%x128 16K 32K 4 8K
. 256x256 64K 128K 192K
512x512 | 256K 512K 768K
1024x1024 | 1M 2M 3M
Limitations with "on-the-fly" processing occur because processing times
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