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## ABSTRACT

A method is proposed for the control of nonlinear systems. The method consists in computing and approximating desired trajectories in the state space, and then tracking these trajectories. The method is applied to second order nonlinear systems. A stability analysis is performed, in which the attractive region of the system is computed by the use of a numerical technique. It is proved that if the nonlinearity is bounded and proportional corrective control is applied to the system, the parameters of the controller can be chosen so as to guarantee stability. The case of time optimal control is examined in particular detail, and estimates of the performance deterioration are given. In particular, it is shown that if the system tracks the desired trajectories closely enough, the deterioration of performance is only due to the fact that the available control input is split in two parts: a bang-bang component, and a corrective component. Further, a relationship is developed to approximately compute the increase of total time required to reach a target state. Finally, extensions to higher order systems are discussed.
0.1 MOTIVATION : Industrial manipulators ( robots ) are strongly nonlinear systems. As interest in them has been increasing in the last years, so has the awareness that we do not have a general method for the control of nonlinear systems. The case of time optimal control is of particular interest. In that case we obviously want to drive the manipulator at high speeds that exacerbate the nonlinearities.

In this document we will present a control method for nonlinear systems. The task we want to accomplish is to get from one initial state (i.e. one point of the state space) to another final state. Our main concern will be with gross motion control, that is control of movement over long distances, at high speeds. In gross motion control we are trying to bring the system close to the target state. Once the system is in a neighborhood of the target state, it can be operated at lower speeds, in a linear terminal control mode that can be as accurate as necessary.

The main idea of our method is that we track in the state space the trajectory that describes the desired response. More specifically, our method consists of the following stages:

1. We formulate a model of the physical system under investigation and we obtain a control law that will get us from the initial to the final state. There may be more than one such control and we may be interested in choosing that control that will also ensure additional properties, e.g. time optimality.
2. We simulate the system using the model and the appropriate control law and record the trajectory it follows in the state space.
3. We store the coordinates of the trajectory for future reference. We use some form of function approximation to facilitate this.
4. We operate the actual physical system using the precomputed control of stage 1 and an additional corrective control that depends on the error, i.e. the difference between the recorded simulated trajectory and the actual trajectory of the physical system. This corrective control can be, for example, proportional to the error.

This permits a linearization around the nominal trajectory. We show that for a certain class of systems the error is guaranteed to be bounded. A case of particular interest is time optimal control, where we want to minimize the time required to get from initial to final state without too greatly missing the target final state.

In this document we will deal with second order systems, discrete or continuous in time. The major thrust of our analysis is in setting the foundation for a practical scheme for the control of real, high-order, strongly nonlinear industrial manipulators. We are particularly interested
in time optimality and the usefulness of superimposing additional control methods (namely, tracking control) onto bang-bang control. We also want to keep on-line computations at a minimum so as to permit adequately rapid sampling rate. We will make maximum use of off-line computation, that can demand significant resources, but does not slow down or complicate the actual on-line control process. So we will be interested in this trade-off of on- and off-line computation.

CHAPTER 1: PRELIMINARIES
1.1. THE SYSTEM: We will look at the following type of systems:
1.1 .1
1.1 .2

$$
\dot{x}_{1}=x_{2}
$$

$$
\dot{\mathrm{x}}_{2}=\mathrm{f}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)+\mathrm{u}
$$

This is the equation of motion of a mechanical system of one degree of freedom, where $f$ is a function of $x_{1,2}$, generally nonlinear. In addition we will assume that $|f|<A_{1}$. If we were considering actual industrial manipulators, we would be dealing with at least three degrees of freedom and all the additional coupling terms between these three degrees of freedom. In that case we would have three groups of two equations each, like (1.1.1-.2) , one for each degree of freedom. In all we would have six state variables.

The coupling applied to one degree of freedom can actually be modelled as part of the nonlinear function $f$, except that $f$ will be a function of all six state variables in the general case. In particular, we can visualize an extension of the 2-D method to higher dimensional cases, where the coupling
terms can be considered as disturbances, uncertainties (in the sense of df that we mention in Chapter 2 ) etc. If we can justify a boundedness assumption for these extra terms, our analysis of the 2-D case is highly relevant for higher dimensional systems. However, in this work we will limit ourselves to the one degree of freedom system. A particular example we will use a lot in the following is
1.1.3 $\quad \dot{\mathrm{x}}_{1}=\mathrm{x}_{2}$

$$
\text { 1.1.4 } \quad \dot{\mathrm{x}}_{2}=\mathrm{Asinx}_{1}+\mathrm{Bx}_{2}+\mathrm{u}
$$

These are the equations of a damped nonlinear pendulum with torque applied to control its angular position ( see Fig. [1.1.1]). Of course this can be thought of as an elementary industrial manipulator.


Figure 1.1.1: A driven pendulum

$$
\begin{gathered}
\dot{\mathrm{x}}_{1}=\mathrm{x}_{2} \\
\dot{\mathrm{x}}_{2}=\mathrm{Asin} \mathrm{x}_{1}+\mathrm{Bx}_{2}+\mathrm{u}
\end{gathered}
$$

1.2 BANG-BANG CONTROL: Let us now implement the second step of our method. Assume we want to find a control $u(t)\left(0<t<t_{f}\right)$ with $|u(t)|<U$, so as to get from state $\underline{x}_{i}=\underline{x}(0)$ to state $\underline{x}_{f}=\underline{x}\left(t_{f}\right)$ in such a way that $t_{f}$ is minimum. There is a classical real world problem associated with industrial manipulators and productivity improvement that can be cast in this form : given that the actuators of a manipulator have a bounded force/torque output, find the input schedule that will minimize the time it takes the end effector to get from one rest position to another.

The system is linear in the input and so, using Pontryagin's maximum principle, we can find the control $u(t)$ ( see e.g. [1,2]). It turns out that
1.2 .1

$$
u(\mathrm{t})=\mathrm{Usgn}(\mathrm{~g}(\underline{\mathrm{x}}))
$$

Where $\operatorname{sgn}(x)$ is the signum function:

$$
\operatorname{sgn}(g(x))=+1 \text { if } g(x)>0
$$

1.2 .3

$$
\operatorname{sgn}(g(x))=-1 \text { if } g(x)<0
$$

Obviously, $u$ can take two values only, $U$ and $-U$. In addition ( see for example Athans [3]) for a second order system linear in the control, there
is only one switch ( at time $t_{s}$ ) from one value to the other. In principle, we can solve the problem either analytically or numerically and determine what the switching time $t_{\text {s }}$ will be. Then, when we operate the physical system we can switch the sign of the control at time $t_{s}$. This is an open loop control scheme, since there is no feedback, and is fraught with all the problems of open loop control, in particular sensitivity to parameter variations. It is has been shown (e.g. Dubowsky [4]) that small errors in the timing of the switching can lead to large errors in the final state.

The other traditional way to implement bang-bang control is to compute the value of $g(\underline{x})$ at successive times and when that changes sign to switch the sign of the control as well. However, small variations in the system parameters can lead to limit cycles, an infinite number of switchings and the system's never reaching the target state. See, for example, Fig. [1.2.1]. Such considerations are the subject of several papers [6-11].

Our scheme follows a middle road between the two traditional schemes. We have a totally preprogrammed control component, which in the ideal case ensures time optimality and reachability of the target state. And we also have a corrective control that ensures that the actual system state never drifts too far away from the nominal trajectory. We will deal more extensively with the time optimality question and related topics in Chapter 3.


Figure 1.2.1: Limit cycles due to parameter variation
Note it takes an infinite time for the system to reach the target state.
1.3 SIMULATION AND APPROXIMATION: In this section we deal with the preliminaries necessary to apply the control method proposed. We simulate the system (1.1.3-.4) on a digital computer and record the trajectory. In fact we perform several simulations, differing in the specific control function applied.

1. First we look at the optimal time problem. If the initial and target states ( $\underline{x}_{i}, \underline{x}_{f}$ respectively ) and the control bound ( $U$ in 1.2.1) are given, then the control is completely characterized by the switching time $t_{s}$. We find this by integration of the eqs.(1.1.3-.4) forward in time from initial value $\underline{x}_{i}$ with $u=U$ and backwards from initial value $\underline{x}_{f}$ with $u=-U$. We get the solutions $\underline{y}(t)$ and $\underline{w}(t)$ respectively. We check to see at what times $t_{s}$ and $t_{s b}\left\|\underline{y}\left(t_{s}\right)-\underline{w}\left(t_{s b}\right)\right\|<e$, where $e$ is a small enough positive number. Ideally, $\underline{y}=\underline{w}$, but since this is a numerical method we can only examine distinct points. The two trajectories intersect (or, anyway, are closer than $e$ ) at the point $\underline{y}=\underline{w}$, which however is characterized by a different time variable for each of the two trajectories. So we have to transform $t$ so that $t_{s b}$ transforms to $t_{s}$. The transformation used is $t=t+t_{s}-t_{s b}$. This ensures, as the reader can check, that if at time $t_{s}$ we switch the sign of $u$ the system will move forward in time to the target state $\underline{x}_{f}$. The trajectory is also illustrated in Fig.1.3.1.
2. The second input we use is constant: $u(t)=U$ for $t>0$. With this input we generate a trajectory to test the tracking performance for longer time intervals, where errors and instabilities accumulate. This trajectory is illustrated in Fig.(1.3.2).
3. In the third case the input is a square pulse train. The motivation in the selection of ther input is to test the tracking performance for a trajectory which has lots of transients. This trajectory is illustrated in Figs. (1.3.3a) ( state space plot) and (1.3.3b-d) (as a function of time).

Of course we could go on, testing our method with lots of different inputs, but the three inputs we use are a fairly representative sample.

Obviously the simulations are performed on a digital computer and the time domain is discrete. Now, we have the values of $\mathrm{x}_{1,2}$ at the times $\mathrm{t}_{\mathrm{i}}$, $i=1,2, \ldots$ which we want to use as a reference input for the tracking phase of our method. So we have two options: either (1) store this amount of numerical data, which can be quite significant, especially if we want to apply the method to larger scale systems, or (2) find a suitable approximation scheme which we will use to obtain values of $\mathrm{x}_{1,2}$ at times $\mathrm{t}_{\mathrm{i}}$. We experimented with several sets of approximating functions, such as polynomials, exponentials and splines. The splines gave the best approximation by far, with quite modest parameter storage requirements. Namely, (see, for example, Ahlberg et.al. [12]), a spline of $n$ intervals is completely characterized by $3 n+4$ parameters. A 4 -interval spline is 12
characterized by 16 parameters. If each parameter can be stored in two bytes of computer memory all the data we need can be stored in $2 * 16=32$ bytes. Also the computation necessary for evaluating a spline at a point is modest: we need four additions and three multiplications for one evaluation.

We list these facts to show that the reference input for our control scheme can be computed quickly, with modest demands in computing power. This is crucial, because it shows we can implement a control scheme with little hardware ( e.g. a microprocessor, a few hundred bytes of memory ) and accomodate a fast sampling rate.

There is something else that is nice about splines: they guarantee approximation not only of the function but also of its first and second derivatives. The relevant error equations are
1.3 .1

$$
\left|S_{D_{k}}(p)_{-f}^{(p)}\right|=o\left(| | D_{k}| |^{2-p}\right) \quad p=0,1,2
$$

where $S_{D_{k}}$ is the spline of intervals $D_{k}$ and $f(p)$ are the approximated function, its first and second derivatives, and $D_{k}$ is the length of the $k$-th interval. But actually these bounds are really conservative. The IMSL spline fitting routine that we used provided error estimates which were significantly below the bounds of eqs.(1.3.1-.3). Besides it is easy to check the error during the off-liné computation phase. In Fig.[1.3.4-.7] we
present the approximation of one trajectory of the system of eqs. 1.1.3-.4. We can see the error is virtually negligible. Note, in these figures, that we present 2-, 4- and 8-interval splines. For comparison purposes we also present an approximation by a 12 -th order polynomial. This polynomial is characterized by twelve coefficients, that is fewer than those needed for a spline, but it takes twelve multiplications and thirteen additions to evaluate it. And, visibly, the fit is much worse than that of the 4 - and 8interval splines.


Figure 1.3.1:Time optimal control trajectory
Switching takes place at point A


Figure 1.3.2: Trajectory with constant input
( $u=16.9$ )


Figure 1.3.3a: Trajectory with square pulse input


Figure 1.3.3b: Input $u(t)$ ( plotted vs. time )


Figure 1.3.3c: $\mathrm{x}_{1}$
as a function of time


Figure 1.3.3d: $\mathrm{x}_{2}(\mathrm{t})$
plotted vs. time


Figure 1.3.4a: 2-interval spline
$\left(x_{s 1}(t)\right.$ approximation of $x_{1}(t)$


Figure 1.3.4b: Error of approximation


Figure 1.3.4c: 2-interval spline
$\left(x_{s} 2(t)\right.$ approximation of $\left.x_{2}(t)\right)$


Figure 1.3.4d: Error of approximation


Figure 1.3.5a: 4-interval spline
$\left(x_{s 1}(t)\right.$ approximation of $\left.x_{1}(t)\right)$


Figure 1.3.5b: Error of approximation


Figure 1.3.5c: 4-interval spline $\left(x_{s 2}(t)\right.$ approximation of $\left.x_{2}(t)\right)$


Figure 1.3.5d: Error of approximation


Figure 1.3.6a: $\sim 8$-interval spline
$\left(x_{s 1}(t)\right.$ approximation of $\left.x_{1}(t)\right)$


Figure 1.3.6b: Error of approximation


Figure 1.3.6c: 4-interval spline $\left(x_{s 2}(t)\right.$ approximation of $\left.x_{2}(t)\right)$


Figure 1.3.6d: Error of approximation


Figure 1.3.7a: 12-th order polynomial $\left(x_{p 2}(t)\right.$ approximation of $\left.x_{2}(t)\right)$


Figure 1.3.7b: Error of approximation
1.4 TRACKING: Once we have the approximations of the trajectories, we track them by the use of some form of corrective control. In the selection of the particular control law, we will be guided by several requirements. Foremost, we want good stability properties, that is, we do not want the tracking error to grow too much. If we cannot ensure asymptotic stability for the error, we might be satisfied with boundedness. We examine this question in Chapter 2 in greater detail. Of the many publications on the subject, we mention [13-20]. In Chapter 3 we present an analysis of time optimality deterioration with the decrease of maximum control input. As we point out, when we commit some of the available input for corrective control purposes, less is available for bang-bang control. Also, we want some form of robustness to parameter variations (see [13,16-18]). The robustness question is related to the stability of the system (see e.g.[20]). A special case of robustness is the sensitivity of time optimality to parameter variations [6-10].

Further desirable characteristics of the control law are low computational demand and the ability to accomodate a high sampling rate. These requirements are complementary. We must be able to perform the necessary control computations in the time interval between two measurements. To assure that we can either use a control scheme that can work with few measurements (ideally at the minimum sampling rate determined by the dynamics of the system ), or a control scheme that requires little
computation, or even better, a combination of the two. At the present time, the dynamic control of industrial manipulators involves dedicated mainframes; we are aiming for a microprocessor implementation. To realize this goal, we must maintain a relatively small number of computations between taking two successive measurements. This means low sampling rate and/or few computations are required.

## CHAPTER 2: STABILITY

2.1 NOTATION AND ASSUMPTIONS : Given the system 1.1.1-.2, assume that we have the nominal trajectories, characterized by the state variables as functions of time (in closed or tabulated form): $x_{n 1}(t), x_{n 2}(t)$. Also assume that we have an approximation of $\mathrm{x}_{\mathrm{n} 1}(\mathrm{t}), \mathrm{x}_{\mathrm{n} 2}(\mathrm{t})$ (again in closed or tabulated form $): x_{s 1}(t), x_{s 2}(t)$. In the following we will often drop the time argument, where it is clear from the context. Then we have the following notation:
2.1.1 $\mathrm{x}_{1}, \mathrm{x}_{2} \quad$ actual system state variables
2.1.2 $\mathrm{x}_{\mathrm{n} 1}, \mathrm{x}_{\mathrm{n} 2}$ nominal system state variables
2.1 .3

$$
\mathrm{x}_{\mathrm{s} 1}, \mathrm{x}_{\mathrm{s} 2} \text { approximation to } \mathrm{x}_{\mathrm{n} 1}, \mathrm{x}_{\mathrm{n} 2}
$$

We also define the differences
2.1 .4
$\delta_{\mathrm{s} 1}=\mathrm{x}_{\mathrm{s} 1} \mathrm{x}_{\mathrm{n} 1}$ (approximation error)
2.1 .5
$\delta_{\mathrm{n} 1}=\mathrm{x}_{\mathrm{s} 1} \mathrm{x}_{1} \quad$ (correction signal)
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2.1.6 $\quad \delta_{1}=\mathrm{x}_{1}-\mathrm{x}_{\mathrm{n} 1} \quad$ (tracking error)
2.1 .7
$\delta_{\mathrm{s} 2}=\mathrm{x}_{\mathrm{s} 2} \mathrm{x}_{\mathrm{n} 2}$ (approximation error)
2.1 .8
$\delta_{\mathrm{n} 2}=\mathrm{x}{ }_{\mathrm{s} 2} \mathrm{x}_{2}$ (correction signal)
2.1 .9
$\delta_{2}=x_{2}-\mathrm{x}_{\mathrm{n} 2} \quad$ (tracking error)

Note that
2.1 .10

$$
\delta_{1}=\delta_{s 1}-\delta_{\mathrm{n} 1}
$$

2.1 .11
$\delta_{2}=\delta_{s}{ }^{-\delta}{ }_{n 2}$

We hope ( on the basis of equation (1.3.1) and Figs. 1.3.4-1.3.6, that $\delta_{\mathrm{s} 1, \mathrm{~s} 2}$ are bounded and in fact quite small. We write
2.1 .12

$$
\left|\delta_{s 1}\right|<\epsilon_{s 1}
$$

2.1 .13

$$
\left|\mathrm{d}_{\mathrm{s} 2}\right|<\epsilon_{\mathrm{s} 2}
$$

Now we will write the equations of the simulated system (in nominal operation ) and the equations of the actual system when an additional corrective control is being appiied.
2.1 .14

$$
\dot{\mathrm{x}}_{\mathrm{n} 1}=\mathrm{x}_{\mathrm{n} 2}
$$

$$
\dot{\mathrm{x}}_{\mathrm{n} 2}=\mathrm{f}\left(\mathrm{x}_{\mathrm{n} 1}, \mathrm{x}_{\mathrm{n} 2}\right)+\mathrm{u}
$$

And
2.1 .16

$$
\dot{\mathrm{x}}_{1}=\mathrm{x}_{2}
$$

2.1 .17

$$
\dot{x}_{2}=f^{*}\left(x_{1}, x_{2}\right)+\left(u^{\prime}+u_{c}\right)
$$

(where $u_{c}$ is the corrective control)
Now, $f$ and $f^{*}$ are different functions. The reason we choose two different functions is to represent the possibility of inexact modelling. The difference between $f$ and $f^{*}$ may be small or great. For example, in the context of the pendulum (eqs. (1.1.3-.4)), we could have
2.1 .18

$$
\mathrm{f}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\mathrm{A} \sin \mathrm{x}_{1}+\mathrm{Bx}_{2}+\mathrm{u}
$$

2.1 .19

$$
f^{*}\left(x_{1}, x_{2}\right)=A^{*} \sin x_{1}+B x_{2}+\left(u^{+} u_{c}\right)
$$

And the discrepancy would be just numerical, e.g. $A=20 ., A^{*}=21$. Of course we could have more serious discrepancies, e.g. we could have an $x_{1}^{2}$ term in the second equation, or some totally different function. Practically, we hope that our modelling of the system will be quite accurate. Anyway, we will make the assumption that
2.1 .20

$$
|\delta f|<\epsilon_{0} \quad \text { for all } x_{1,2}
$$

where
2.1.21

$$
\delta \mathrm{f}=\mathrm{f}^{*}-\mathrm{f}
$$

$$
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$$

And
2.1.22

$$
|\mathrm{f}|<\mathrm{A}_{1} \quad \text { for all } \mathrm{x}_{1,2}
$$

Note that this also implies
2.1 .123

$$
\left|\mathrm{f}^{*}\right|<\mathrm{A}_{2}=\mathrm{A}_{1}+\epsilon \epsilon_{0}
$$

Now, we want to choose ${\underset{c}{c}}^{c}$ in eq. (2.1.17) so as to ensure some form of stability. In essence, we want to track the nominal trajectory of the system. To quantify the problem we need to develop the tracking error ( $\delta_{1,2}$ )
equations. We do that in the following fashion. Write the equations of the actual system

$$
\begin{align*}
& \dot{x}_{1}=x_{2} \\
& \dot{x}_{2}=f^{*}\left(x_{1}, x_{2}\right)+u_{c}+u_{c}=f\left(x_{1}, x_{2}\right)+\delta f\left(x_{1}, x_{2}\right)+u+u_{c}
\end{align*}
$$

Let us repeat that $\delta f$ can have any functional form, very different from that of $f$. This means that we can even deal with the case where our modelling function $f^{*}$ is quite "wrong", that is, our model is quite different from the actual system, which is characterized by the function $f$. All we require, is that the difference $\delta f$ between the two functions be bounded. However, what is usually the problem, and what we are particularly interested in, is the case where we know the functional forn of $f$, but we are not quite certain of some parameter's numerical value. To invoke the example of the pendulum, the constant A depends on the mass of the bob. If we make a mistake in the measurement, or estimation, of the mass, the forms of $f$ and $f^{*}$ will still be identical. The first one will be $A \sin x_{1}$ and the second will be $A^{*} \operatorname{sinx}_{1}$.

However, the two numerical constants $A$ and $A^{*}$ might have different values. Now, in eq.(2.1.25) we have separated the "real" function $f^{*}$ in two parts: the modelling function $f$ and the difference function $\delta f$. We would like to develop an error equation, in which $f$ would disappear entirely. A way to achieve this, is to subtract eq.(2.1.14-.15) from eqs.(2.1.24-.25) respectively. In that case, $f$ would appear only in the difference f-f, which will hopefully vanish. Unfortunately, the difference is $f\left(x_{1}, x_{2}\right)$ $f\left(\mathrm{x}_{\mathrm{n} 1}, \mathrm{x}_{\mathrm{n} 2}\right)$. In other words, the arguments are different and the difference does not equal zero.

However, we can always write a Taylor series for the function $f$, around the trajectory $\mathrm{x}_{\mathrm{n} 1}, \underline{\mathrm{x}}_{\mathrm{n}} 2$. To do this, note that from eqs. $(2.1 .6, .9)$ we have $\mathrm{x}_{1}=\mathrm{x}_{\mathrm{n} 1}+\delta_{1}, \mathrm{x}_{2}=\mathrm{x}_{\mathrm{n} 2}+\delta_{2}$, and substitute these values in eqs. (2.1.24-.25)
2.1 .26

$$
\dot{\mathrm{x}}_{1}=\mathrm{x}_{\mathrm{n} 2}+\delta_{2}
$$

2.1 .27

$$
\dot{\mathrm{x}}_{2}=\mathrm{f}\left(\mathrm{x}_{\mathrm{n} 1}+\delta_{1}, \mathrm{x}_{\mathrm{n} 2}+\delta_{2}\right)+\delta \mathrm{f}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)+\mathrm{u}+\mathrm{u}_{\mathrm{c}}
$$

Now, write the Taylor series for $f$, considering $f$ a function of $x_{n 1, n 2}$.

$$
\dot{x}_{1}=\mathrm{x}_{\mathrm{n} 2}+\delta_{2}
$$

2.1 .29

$$
\begin{aligned}
& \dot{x}_{2}=\mathrm{f}\left(\mathrm{x}_{\mathrm{n} 1}, \mathrm{x}_{\mathrm{n} 2}\right)+\frac{\partial \mathrm{f}}{\partial \mathrm{x}_{\mathrm{n} 1}}\left(\mathrm{x}_{\mathrm{n} 1}, \mathrm{x}_{\mathrm{n} 2}\right)\left(\mathrm{x}_{1}-\mathrm{x}_{\mathrm{n} 1}\right) \\
& +\frac{\partial \mathrm{f}}{\partial \mathrm{x}_{\mathrm{n} 2}}\left(\mathrm{x}_{\mathrm{n} 1}, \mathrm{x}_{\mathrm{n} 2}\right)\left(\mathrm{x}_{2}-\mathrm{x}_{\mathrm{n} 2}\right)+\ldots+\delta \mathrm{f}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)+\mathrm{u}+\mathrm{u}_{\mathrm{c}}
\end{aligned}
$$

Where the dots stand for Taylor terms of higher order. Subtracting eq. (2.1.28) from eq. (2.1.24) and eq.(2.1.29) from eq.(2.1.25) and using the tracking error equations (2.1.6-.9) we get
2.1 .30

$$
\dot{\delta}_{1}=\delta_{2}
$$

2.1.31

$$
\dot{\delta}_{2}=\frac{\partial \mathrm{f}}{\partial \bar{x}_{\mathrm{n} 1}}\left(\mathrm{x}_{\mathrm{n} 1}, \mathrm{x}_{\mathrm{n} 2}\right) \delta_{1}+\frac{\partial \mathrm{f}}{\partial \mathrm{x}_{\mathrm{n} 2}}\left(\mathrm{x}_{\mathrm{n} 1}, \mathrm{x}_{\mathrm{n} 2}\right) \delta_{2}+\ldots+\delta \mathrm{f}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)+\mathrm{u}_{\mathrm{c}}
$$

The purpose of all this maneuver is to develop equations for the error $d_{1,2}$ in which only known, or measurable quantities will occur. We had no way of knowing $f^{*}$, so we had to express it in terms of the known model function $f$ (in this case its derivatives) and the known-to-be-bounded function $\delta \mathrm{f}$. Note, that the nominal trajectory, $\mathrm{x}_{\mathrm{n} 1, \mathrm{n} 2}$, is known functions of time and so the partial derivatives in eq. (2.1.31) are, as well, known functions of time.

So far what we have been doing is ordinary linearization around a nominal operating trajectory. We will not use this approach to the end but will now follow an alternative approach in the following section, where we will consider tracking methods and their stability properties.

Before we end this section, let us note that when treating discrete time systems we can proceed in exactly the same way and obtain exactly analogous equations for the tracking error. this section we will assume the control $u_{c}$ is proportional to the tracking error and, using this as an example, we will discuss the stability properties of the system. In this section we will discuss the subject analytically just for the case of continuous time. We will propose and use a numerical method in the next section, which, even though based on the same ideas is more tractable and efficient.

Ideally we would wish that the error system described by eqs.(2.1.30-.31) be globally asymptotically stable, but this turns out that to be too strong a requirement. However, boundedness of the error would be almost as good, especially if we can control the bounds by proper adjustment of the controller's parameters.

Assume then that

$$
\mathrm{u}_{\mathrm{c}}=\mathrm{k}_{1} \delta_{\mathrm{n} 1}+\mathrm{k}_{2} \delta_{\mathrm{n} 2}
$$

Remember that $\delta_{n 1}=x_{s 1}-x_{1}, \delta_{1}=x_{n 1}-\mathrm{x} 1$. It is clear why we use the nominal error $\delta_{\mathrm{n} 1, \mathrm{n} 2}$ instead of the actual $\delta_{1,2}$ : we really have available for comparison only $x_{s 1, s 2}$ and not $x_{n 1, n 2}$. That is why we want a reasonably good approximation to make sure we do not use a totally misleading reference trajectory. Indeed we will perform an analysis that shows the role of the approximation error in the boundedness of the tracking error.

Let us first note that $\mathrm{x}_{\mathrm{n} 1, \mathrm{n} 2}$ are given functions of time. Then we can consider a function $f\left(x_{n 1}, x_{n 2}\right)$ of the nominal state variables as a
function of time, $g(t)=f\left(x_{n 1}(t), x_{n 2}(t)\right)$. Using this fact, equation (2.2.1) and eqs.(2.1.30-.31) we can write
2.2.2

$$
\delta_{1}=\delta_{2}
$$

2.2 .3

$$
\begin{aligned}
& \delta_{2}=\left(\mathrm{g}_{1}(\mathrm{t})-\mathrm{k}_{1}\right) \delta_{1}+\left(\mathrm{g}_{2}(\mathrm{t})-\mathrm{k}_{2}\right) \delta_{2} \\
& +\delta \mathrm{f}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)+\mathrm{k}_{1} \delta_{\mathrm{s} 1}+\mathrm{k}_{2} \delta_{\mathrm{s} 2}+(\text { Taylor terms of order } 2 \text { and } \\
& \text { higher })
\end{aligned}
$$

Here we have considered the first partial derivatives of $f$ as functions of $t$. If we assumed the higher order terms to be negligible, we would end up with a linear time varying system. We could investigate stability of this system, trying for example to find a Lyapunov function, or exploit the boundedness of the time dependent terms (e.g. see Takahashi [22], and also [23] ).

Alternatively, we can follow another path. This is our proposed new method of analysis. Instead of assuming that Taylor terms are negligible, we will instead show they are bounded. In fact we will show boundedness for Taylor terms of order 1 and higher.
2.2 .4

$$
\left|\mathrm{f}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)\right|=\mid \mathrm{f}\left(\mathrm{x}_{\mathrm{n} 1}, \mathrm{x}_{\mathrm{n} 2}\right)+\text { Taylor }|>| \text { Taylor }\left|-\left|\mathrm{f}\left(\mathrm{x}_{\mathrm{n} 1}, \mathrm{x}_{\mathrm{n} 2}\right)\right|+\right.
$$

2.2 .5

$$
\left.\left|f\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)\right|+\left|\mathrm{f}\left(\mathrm{x}_{\mathrm{n} 1}, \mathrm{x}_{\mathrm{n} 2}\right)\right|\right\rangle \mid \text { Taylor } \mid
$$

But now using eq. (2.1.22)
2.2 .6

$$
\mathrm{A}_{1}+\mathrm{A}_{1}=\mathrm{C}>\mid \text { Taylor } \mid
$$

So we see the Taylor terms of order 1 and higher (that includes first order partial derivatives, i.e. $g_{1,2}(t)$ ) are bounded. Let us use matrix notation and write the system of eqs.(2.2.2-.3) as follows:
$2.2 .7 \quad \underline{\delta}=\underline{\mathrm{A}} \underline{\delta}+\underline{\mathrm{b}}$
where
2.2 .8

$$
\underline{A}=\left[\begin{array}{cc}
0 & \\
-k & 1 \\
& 1
\end{array}\right]
$$

2.2 .9

$$
\underline{b}=\left[\begin{array}{c}
0 \\
\text { Taylor }+\delta f+k_{1} \delta_{s 1}+k_{2} \delta_{s 2}
\end{array}\right]\left[\begin{array}{l}
b_{1} \\
b_{2}
\end{array}\right]
$$

Let's take the Euclidean norm $\left(||\underline{b}||=\left(b_{1}^{2}+b_{2}^{2}+\ldots+b_{n}^{2}\right) / 2\right.$ ). In the case of $\underline{b}$ as given by (2.2.9) we have $||\underline{b}||=\left|\mathrm{b}_{2}\right|$, and we can write
2.2 .10

$$
||\underline{\mathrm{b}}||<\left(\mathrm{C}+\epsilon_{0}+\mathrm{k}_{1} \epsilon_{\mathrm{s} 1}+\mathrm{k}_{2} \epsilon_{\mathrm{s}}\right)_{2}
$$

Let us now consider another norm, or better let us investigate when the following form is a norm.

$$
\mathrm{V}=\underline{\delta}^{\mathrm{T}} \underline{\mathrm{~B} \delta}
$$

where $\underline{B}$ is a matrix. Here $V$ is a quadratic form and it is a norm if $B_{-}$is positive definite ( see, e.g. Wiberg, [21] ) . We can always symmetrize $\underline{B}$ if
it is not symmetric, so the positive definiteness condition is equivalent to positivity of the eigenvalues. Furthermore, (see again Wiberg, [21]), we have that
2.2 .12

$$
\left.\lambda_{\max }| | \underline{\delta}\left|\|^{2}\right\rangle \mathrm{V}\right\rangle \lambda_{\min }| | \underline{\delta} \|^{2}
$$

where $\lambda_{\min }, \lambda_{\max }$ are the minimum and maximum eigenvalues of $\underline{B}$, respectively. This means that if we can somehow establish that $V$ is bounded then we are assured that $\|\underline{\delta}\|$ is also bounded. Let us now give the following result, which is easily verified with a little algebra.
2.2 .13

$$
\left[\begin{array}{cc}
\mathrm{p} & \mathrm{q} \\
\mathrm{q} & \mathrm{r}
\end{array}\right] \cdot\left[\begin{array}{cc}
0 & 1 \\
-\mathrm{k}_{1} & -\mathrm{k}_{2}
\end{array}\right]+\left[\begin{array}{cc}
0 & -\mathrm{k}_{1} \\
1 & -\mathrm{k}_{2}
\end{array}\right]\left[\begin{array}{ll}
\mathrm{p} & \mathrm{q} \\
\mathrm{q} & \mathrm{r}
\end{array}\right]=-2\left[\begin{array}{cc}
\mathrm{k} & 0 \\
0 & \mathrm{k}
\end{array}\right]
$$

when this equation is true and $\mathrm{k}_{1} \gg 1$, then
2.2 .14

$$
\mathrm{p}=\mathrm{k}\left(\mathrm{k}_{1} / \mathrm{k}_{2}-\mathrm{k}_{2} / \mathrm{k}_{1}\right)
$$

2.2 .15

$$
\mathrm{q}=\mathrm{k} / \mathrm{k}_{1}
$$

2.2 .16

$$
\mathrm{r}=\mathrm{k} / \mathrm{k}_{2}
$$

As can be verified by solving the equation. Let us write (2.2.13) in matrix notation
2.2 .17

$$
\underline{\mathrm{BA}}+\underline{\mathrm{A}^{\mathrm{T}} \underline{\mathrm{~B}}=-\underline{\mathrm{W}}}
$$

Where it is clear what matrices $\underline{A}, \underline{B}$ and $\underline{W}$ stand for. In fact notice that $\underline{A}$ is the system matrix in eq. (2.2.8)

Now we will calculate V.

$$
\dot{\mathrm{V}}=\underline{\delta}^{\mathrm{T}} \underline{\mathrm{~B}} \underline{\delta}+\underline{\delta \mathrm{B}} \underline{\mathrm{~T}}^{\mathrm{T}}
$$

$$
\dot{\mathrm{V}}=(\underline{\mathrm{A} \delta}+\underline{\mathrm{b}})^{\mathrm{T}} \underline{\mathrm{~B} \delta}+\underline{\delta} \underline{\mathrm{T}} \underline{\mathrm{~B}}(\underline{\mathrm{~A} \delta}+\underline{\mathrm{b}})
$$

2.2 .20

$$
\dot{\mathrm{V}}=\underline{\delta}\left(\underline{\mathrm{BA}}+\underline{\mathrm{A}}^{\mathrm{T}} \underline{B}\right) \underline{\delta}+2 \underline{\delta} \underline{\mathrm{~T}}^{\mathrm{T}} \underline{\mathrm{Bb}}
$$

Now we can use the result of $2.2 .14-.16$ for $\underline{B}$, write $\underline{W}$ as given by (2.2.13, .17) and write $\underline{b}$ as given by (2.2.6)

$$
\dot{\mathrm{V}}=-2\left(\mathrm{k}| | \underline{\delta}| |^{2}-\mathrm{qb}_{2} \delta_{1}-\mathrm{rb} \delta_{2}\right)
$$

$$
\dot{\mathrm{V}}<-2\left(\mathrm{k}| | \underline{\delta}| |^{2}-\left(\mathrm{q}\left|\delta_{1}\right|+\mathrm{r}\left|\delta_{2}\right|\right)\left(\mathrm{k}_{1} \delta_{\mathrm{s} 1}+\mathrm{k}_{2} \delta_{\mathrm{s} 2}+\mathrm{C}+\epsilon_{0}\right)\right)
$$

where q and r are given from eqs.(2.2.15-.16). Now, $\dot{\mathrm{V}}$ is a function of $\delta_{1,2}$. There are sets of values of $\delta_{1,2}$, which is equivalent to saying there are parts of the $\delta_{1}-\delta_{2}$ space, for which $\dot{\mathrm{V}}$ is negative. In these regions, V must be decreasing. However, we can always choose $k, k_{1,2}$ such that $\underline{B}$ is positive definite,i.e. V is always positive and hence a norm. First of all, take $k$ to be positive. Then, from eqs. (2.2.14-.16), for $\underline{B}$ to be positive definite (equivalently for $\underline{B}$ to have positive eigenvalues) we must have $p+r$ positive and $p r-q^{2}$ positive. An easy way to ensure this is to take $\mathrm{k}_{1} \gg \mathrm{k} \mathrm{k}_{2}>1$. (Check this in the eqs. (2.2.14-.16)). Since $V$ is a norm, it is always greater from $\lambda_{\text {min }}| | \underline{\delta} \|^{2}$, and since $\lambda_{\text {min }}$ is a constant, $\|\underline{\delta}\|$ must also be decreasing. In other words, there are regions of the $\delta_{1}-\delta_{2}$ space where $\|\underline{\delta}\|$ tends to decrease. Indeed, from looking at relationship (2.2.22), we can see that, with $k$ positive, when $\|\underline{\delta}\|$ is large the second
order term dominates the first order term and, since k is positive, V is certainly negative and consequently V and $||\underline{\delta}||$ tend to decrease. This seems to imply asymptotic stability, but we also note that as $\|\underline{\delta}\|$ gets small the first order terms $\delta_{1,2}$ dominate, and $V$ takes the sign of $q, r$. But because of the way we selected $k_{1,2}, q$ and $r$ will be positive. So there is a region close to the origin, where $\|\underline{\delta}\|$ tends to increase. However, as soon as the system escapes this region, $|\mid \underline{\delta} \|$ tends to decrease and it returns . Now, the exact shape of this attractive region, is not easy to determine analytically. It depends on several parameters. First it depends on $k_{1,2}$, that is, the gains of the controller. As $k_{1,2}$ tend to infinity, the attractive region shrinks and the system tends to be asymptotically stable. It is also clear that if the approximation error becomes comparable to the tracking error, then essentially we get in relationship (2.2.22) a second quadratic form, the sign of which may be positive or negative. So, the sign of $V$ depends on the modelling error, and this dependenc is expressed by the bounds $\epsilon_{0}$, $C$ on $\delta f$ and the Taylor terms, as well as on the approximation errors $\epsilon_{\mathrm{s} 1, \mathrm{~s} 2}$. Since the bounds on the absolute values of these terms multiply the first order terms in 2.2 .21 , so they tend to increase the size of the attractive region (= tend to increase the size of the instability region). Let's clarify this: the attractive region is the instability region- when the error vector is in there it tends to escape. So, the smallest we can make it, the smaller are the bounds on the error.

Given the parameters $C, k_{1,2}, \epsilon_{0, s 1, s 2}$, we can analytically determine the shape of some attractive region. We say "some", because in the process we increase several inequalities and we get an excessively big, that is excessively conservative, estimate. We do that in the Appendix . However, there is a better and easier way to determine the attractive region; we can numerically compute the value of $\dot{\mathrm{V}}$ for a sufficiently broad range of $\delta_{1}, \delta_{2}$ and for given values $k_{1,2}$. If we want, we can experiment with several different values and choose the most satisfactory configuration. We can also investigate the influence of modelling uncertainty by changing $\epsilon_{0}, \mathrm{C}$, and of approximation accuracy by changing $\epsilon_{\mathrm{s} 1, \mathrm{~s} 2}$. We give the results with several different combinations of parameters in the following sections. What is clear is that there are attractive regions that can be made almost arbitrarily small.

The reason we cannot shrink the attractive region to zero is that every dynamical system is subject to random disturbances and random variations of its parameters. In fact, this is the reason that we introduce feedback. We have in our analysis taken care of the variation in parameters, by introducing the $\delta f$ term. And we have showed that we can ensure the existence of a bounded attractive region for the tracking error. But we should also consider the effect of random disturbances. Sure enough, their effect cannot be too great, especially in the case of an industrial manipulator, which is a quite deterministic device. However, they will be above a certain treshold most of the time. All this is rather bad probability theory, since $\delta_{\mathrm{p} 1, \mathrm{p} 2} \begin{gathered}\text { are random variables and can take, at least } \\ 49\end{gathered}$
theoretically, any value. One way or another, by appealing to common sense, or by introducing some kind of argument with variances, equivalence of time and phase means and so on, we can write the inequalities (2.2.25-.26). We express this by assuming bounds on the probabilistic error $\delta_{p 1, p 2}$. Look at this error as part of $\delta_{1,2}$. (For example the approximation error $\delta_{s 1, \mathrm{~s} 2}$ is a random error which does not go to zero, but is not too big, either.) In other words, assume

$$
\delta_{1}=\delta_{p 1}+\delta_{d 1}
$$

2.2 .24

$$
\delta_{2}=\delta_{\mathrm{p} 2}+\delta_{\mathrm{d} 2}
$$

2.2 .25
2.2 .26

$$
\epsilon_{\mathrm{p} 1}<\delta_{\mathrm{p} 1}<\epsilon^{\mathrm{p} 1}
$$

$$
\epsilon_{\mathrm{p} 2}<\delta_{\mathrm{p} 2}<\epsilon^{\mathrm{p} 2}
$$

Where $\delta_{\mathrm{d} 1, \mathrm{~d} 2}$ stands for deferministic error, that is error due to parameter variation, approximation offor etc. ( Of course, in the final analysis this type of error is as probabilistic as $\delta_{p 1, p 2}$ but, at least, it is given and determined in the course of the control process)

It is useful for future analysis, to recognize the existence of randomness. For example, we might have taken pains to tighten the bounds of our attractive region as much as possible, but we would realize that after a point the deterministic error is bounded to values comparable to what the ubiquitous probabilistic error will be and we cannot do any better than that. This is not only a philosophical argument, either. We can see in the numerical studies of the attractive regions, and also in the analytical considerations of this section, that a way to shrink the attractive region
is to increase the gains $\mathrm{k}_{1,2}$. This would be an ideal solution, since the deterministic error decreases in such a way that the product $\mathrm{k}_{1} \delta_{1}+\mathrm{k}_{2} \delta_{2}=\mathrm{u}{ }_{c}$ would go to zero. See for example Fig.2.2.1. This would be true if we could ensure that the probabilistic error goes to zero as well, but this cannot be done. The only problem then is that we cannot increase the gains more than a certain level, because then the product $\mathrm{k}_{1} \delta_{\mathrm{p} 1}+\mathrm{k}_{2} \delta_{\mathrm{p} 2}$ would be too high. In other words we would have to commit too much control for corrective action, which would leave too little for bang-bang, time optimal control. We will deal with this problem in section 3.1. However, let us note that in accordance to the gross motion control objective we stated in the Introduction, we can delineate a sufficiently small neighborhood around the nominal trajectory, in which the system will always lie.

The reader has certainly noticed the similarity of this method to Lyapunov stability concepts. In fact our V function is a Lyapunov function candidate, but unfortunately does not fulfill all the requirements, at least not in all of the $\delta_{1}-\delta_{2}$ space. However it does quite a lot for us. In fact, as far as we know this is quite an original method of determining stability regions, and even though it does not allow for very fine delineation of the stability region, its simplicity makes it quite attractive. There are several other works on the determination of stability regions, either bya analytic methods (e.g [23-27]), or by numerical methods, e.g. [28-31] ).
2.3 NUMERICAL STABILITY ANALYSIS: Here we propese a numerical method for the determination of stability regions. We start by rewriting eq. (2.2.22).

$$
\dot{\mathrm{V}}<-2\left(\mathrm{k}| | \delta| |^{2}-\left(\mathrm{q}\left|\delta_{1}\right|+\mathrm{r}\left|\delta_{2}\right|\right)\left(\mathrm{k}_{1} \delta_{\mathrm{s} 1}+\mathrm{k}_{2} \delta_{\mathrm{s} 2}+\mathrm{C}+\epsilon_{0}\right)\right)
$$

This inequality determines one stability region of the system. In the Appendix we enhance the inequality and determine a bigger region, which is also a stability region. However, it is clear that we would like to use a method that will place tight bounds on this region. Now, what we can do is actually compute the values of the right-hand part of (2.2.22) and see for what points $\left(\delta_{1}, \delta_{2}\right)$ it is negative. Then $V$ will also be negative. For given values of $k, k_{1,2}$ we can compute $\underline{B}$ and make sure it is positive definite. Then we will have determined a stability region. Comparing with the analytical method of the Appendix, we see that indeed the numerical method provides tighter bounds.
There is one more point to notice: in the right hand of (2.2.22), everything is known, except $\delta_{s 1, s 2}$. Actually, we could compute these too, but since they are quite negligible, except when really close to the origin, we will just use the bounds $\epsilon_{\mathrm{s} 1, \mathrm{~s} 2}$.

In summary then, we construct a grid of points $\left(\delta_{1}^{i}, \delta_{2}^{j}\right)$, and compute the values of the expression $J(\underline{\delta})=-2\left(\mathrm{k}| | \delta| |^{2}-\left(\mathrm{q} \delta_{1}+\mathrm{r} \delta_{2}\right)\left(\mathrm{k}_{1} \epsilon_{\mathrm{s} 1}+\mathrm{k}_{2} \epsilon_{\mathrm{s} 2}+\mathrm{C}+\epsilon_{0}\right)\right.$ ) for these points. We present the results for some sets of parameters. In all the
cases, the starred region is the attractive region. When the system gets outside of this, it returns to it. The estimation is conservative, so in reality the system might stay in a sub-region of the starred (attractive) region.














Fig. 2.3.1a: Guaranteed stability region for $\mathrm{k}_{1,2}=-20$., $\mathrm{C}=40$., $\mathrm{e}_{0}=5$.
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Fig．2．3．1b：Guaranteed stability region for $\mathrm{k}_{1,2}=-50$ ．， $\mathrm{C}=40$ ．， $\mathrm{e}_{0}=5$ ． －
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Fig. 2.3.1c: Guaranteed stability region for $\mathrm{k}_{1,2}=-100$., $\mathrm{C}=40$., $\mathrm{e}_{0}=5$.
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Fig．2．3．1d：Guaranteed stability region for $\mathrm{k}_{1,2}=-200$ ．， $\mathrm{C}=40$ ．， $\mathrm{e}_{0}=5$ ．


Fig. 2.3.1e: Guaranteed stability region for $\mathrm{k}_{1,2}=-100$., $\mathrm{C}=40$., $\mathrm{e}_{0}=20$.

The preceding analysis can be performed for a discrete time system as well. An analytical method would prove quite tedious, because there is an added parameter, the sampling time $h$. However, numerical treatment does not present any particular problems.

The equations for a discrete time system, in matrix form are
2.3.1

$$
\delta_{k+1}=A^{*} \underline{\delta}_{k}+\underline{c}
$$

Where the matrix $\underline{A}^{*}$ is
2.3.2


And $\underline{c}=h \underline{b} . \underline{b}$ is the same as in the continuous time case and $h$ is the time step.

Now, define $\mathrm{V}\left(\underline{\delta}_{\mathrm{k}}\right)$ and $\Delta \mathrm{V}\left(\underline{\delta}_{\mathrm{k}+1}, \underline{\delta}_{\mathrm{k}}\right)$
2.3.3

$$
V\left(\underline{\delta}_{k}\right)=\underline{\delta}_{k}^{T} \underline{B}_{k}
$$

$$
\Delta V=V\left(\underline{\delta}_{k+1}\right)-V\left(\underline{\delta}_{k}\right)
$$

And after some computation, we can write

$$
\Delta \mathrm{V}=\underline{\delta}_{\mathrm{k}}\left(\underline{\mathrm{~A}}^{* \mathrm{~T}} \underline{\mathrm{BA}}^{* \mathrm{~T}}-\underline{\mathrm{B}}\right) \underline{\delta}_{\mathrm{k}}-2 \underline{\mathrm{~B}}^{\mathrm{T}} \underline{\mathrm{~A}}^{*} \underline{\delta}_{\mathrm{k}}+\underline{\mathrm{c}}^{\mathrm{T}} \underline{\underline{\mathrm{c}}}
$$

Now, we can try to determine values of $h, k_{1,2}$, such that the matrix equation
2.3.6

$$
\underline{A}^{* T} \underline{\mathrm{BA}}^{*}-\underline{\mathrm{B}}=-\mathrm{k} \underline{I}
$$

is satisfied, where $\underline{I}$ is the unit matrix, $k$ is a positive constant and $\underline{B}$ is positive definite, hence a norm. Then, the same kind of arguing as for the continuous time case indicates that $V$ is a norm. Write $\underline{d=c} \underline{B}^{T} \underline{A}^{*}$. Then we can again write
2.3 .7

$$
\Delta \mathrm{V}<-\mathrm{k}| | \underline{\delta}| |^{2}+2\left(\left|\mathrm{~d}_{1} \delta_{1}\right|+\left|\mathrm{d}_{2} \delta_{2}\right|\right)+\underline{c}^{\mathrm{T}} \underline{c}_{\mathrm{k}}
$$

And if $\Delta V$ is negative in a region of the $\delta$-space, this implies the norm $V$ of $\underline{\delta}$ is decreasing. So again we have defined an attractive region. In the following figures we present the shape of attractive regions for some combinations of parameters $\mathrm{h}, \mathrm{k}_{1,2}$.


Fig. 2.3.1f: Guaranteed stability region for $k_{1,2}=-100$., $C=40$., $e_{0}=5$. $h=.001$


Fig. 2.3.1g:Guaranteed stability region for $\mathrm{k}_{1,2}=-100$., $\mathrm{C}=40$. $\mathrm{e}_{0}=20$. $\mathrm{h}=.001$


Fig. 2.3.1h:Guaranteed stability region for $\mathrm{k}_{1,2}=-200 ., \mathrm{C}=40 ., \mathrm{e}_{0}=5 . \mathrm{h}=.001$


Fig. 2.3.1i: Guaranteed stability region for $\mathrm{k}_{1,2}=-50$., $\mathrm{C}=40$., $\mathrm{e}_{0}=5 . \mathrm{h}=.01$

## CHAPTER 3: TINE OPTIMALITY

3.1 THEORY: This chapter is devoted to a study of the time optimality characteristics of our method. Specifically, the problem is as follows:

Suppose that we design a control schedule $u(t)$ so as to minimize the transition time $t_{f}$ from an initial state $\underline{x}_{i}(0)$ to a target state $\underline{x}_{f}\left(t_{f}\right)$. We have already mentioned that for the type of systems we treat in this work ( linear in the control, second order ) the appropriate control is bangbang (See Athans [3], Bellman et. al. [32]) with one switch in the sign of the control function. Now, we have already explained that there are at least three ways to implement the control. The first is switching surface control: a function of the state variables is continuously computed, the sign of which determines the sign of the control. The second method is preprogrammed control: compute the switching time offline and perform the sign switch at that time; this is open loop control. We proposed a third intermediate method. We use the preprogrammed control, but we also add the corrective control that ensures that the actual system trajectory never goes too far away from the nominal trajectory.

We will be interested in the sensitivity of the time optimality in each of the three methods. We will mention some results relevant to the first two, and then we will give the analysis for our own method.

There are several papers ([5-10]) dealing with the closed loop case (first case ). The problem is that variations of the system parameters may render the method inadequate, in the sense that as the system approaches the target state we may have an infinite sequence of switchings. Then the system enters a limit cycle, revolving around the target state but never reaching it ( see Figs.3.1.1). Obviously, in that case, the time $t_{f}$ goes to infinity. Since the system might never get close enough to the target state we can not claim even sub-optimality. The system simply performs inadequately.

In the second method, the control is applied, by definition, exactly for time $t_{f}$. However, there is no guarantee of arrival at the target state. Dubowsky brings this point up in [4]: slight variations in the system parameters can cause sharp variations in the final state. We performed several simulations to investigate this effect. See Fig.(3.1.2), where it is clearly demonstrated that small changes in the control can bring a significant change in the final position.

We ware motivated to introduce our method to remedy this situation. The addition of the corrective control $u_{c} c a n$ guarantee that the tracking error will remain bounded. The bound will be the greater of two quantities: the maximum value of the deterministic error and the maximum value of the random error ( as given in eqs. (2.2.25-.26)). For the following analysis of time optimality, we will only need $\delta_{2}$ to be bounded, so let us write, assuming we have designed the controller so as to get an appropriate attractive region and taking into consideration the existence of a probabilistic error,
3.1 .1
$\delta_{2}<\epsilon_{\mathrm{d}}$
We will also require that the state variable $\mathrm{x}_{2}$ will be greater than a positive number. Let us justify this assumption. First of all, it is clear that since the control is time optimal, the state $\mathrm{x}_{2}$, which is essentially the "speed" of our system, will always be of one sign (for a proof see Athans [3]). So we can take it to be nonnegative without loss of generality. We also assume that it will not be zero. Often, in tiwe optimal problems, we want the system to start from a state of rest ( $x_{2}=0$ ) and end at a state of rest $\left(x_{2}=0\right)$. However, as we have mentioned, we are interested in gross motion control, so we want to start in a neighborhood of the initial state and end in a neighborhood of the target state. As will be clear soon, all we need is that
3.1.2

$$
\epsilon_{\mathrm{x}}<\left|\mathrm{x}_{2}\right| \text { for all } \mathrm{t}, 0<\mathrm{t}<\mathrm{t}_{\mathrm{f}}
$$

3.1 .3

$$
\epsilon_{d}<\epsilon_{\mathrm{x}}
$$

A possible objection is that the system starts exactly from a state of rest ( $\mathrm{x}_{2}(0)=0$ ). Even in that case, as soon as it starts moving away from $\mathrm{x}_{2}=0$, (3.1.2) is satisfied, so our time optimality analysis is valid for the rest of the path.

人a
The fact we want to demonstrate is that if the system moves along a given path at approximately the prescribed speed, it will arrive at its destination at approximately the prescribed time.

Let us start with the observation that the state variables $\mathrm{x}_{1}, \mathrm{x}_{2}$ are functions of the indepedent variable $t$, that is $x_{1}=x_{1}(t), x_{2}=x_{2}(t)$. If we take parts of the trajectory where the state variables are monotone functions of time, we can also invert either one of the two functions and express $t$ as a function of one of the two state variables. So for the description of the actual system we can use as the independent variable either $t$, $x_{1}$, or $x_{2}$. The same holds true for the nominal system. Denote by $t_{n}$ andt the time variables for the nominal and actual systems, respectively. Assume the nominal total time is $t_{n f}$ and the actual total time is $t_{f}$. Finally, $t_{n f}=\int d_{n}, t_{f}=\int d t$. Let us then rewrite eqs. (2.1.14-.16)
3.1 .4

$$
\frac{d x}{d t}=x_{2}
$$

3.1 .5

$$
\frac{d x}{d \bar{t}_{n}}=x_{n 2}
$$

Equivalently ( remember $\mathrm{x}_{2}, \mathrm{x}_{\mathrm{n} 2}$ are greater than zero )
3.1 .6

$$
\frac{\mathrm{dx}}{\mathrm{x}_{2}}=\mathrm{dt}
$$

3.1 .7

$$
\frac{\mathrm{dx}}{\mathrm{x}_{\mathrm{n} 2}}=\mathrm{dt} \mathrm{t}_{\mathrm{n}}
$$

Now, let us take the independent variables to be $\mathrm{x}_{1}, \mathrm{x}_{\mathrm{n} 1}$. Since this is just a dummy variable, we can write $x_{1}=x_{n 1}$. On the other hand, $x_{2}\left(x_{1}\right)$ is a different function from $x_{n 2}\left(x_{1}\right)$ and the same holds for $t\left(x_{1}\right), t_{n}\left(x_{1}\right)$. So, taking $\mathrm{x}_{1}=\mathrm{x}_{\mathrm{n} 1}$, combining eqs.(3.1.6-.7) and writing $\delta \mathrm{t}=\mathrm{t}_{\mathrm{n}}-\mathrm{t}$, which also implies $d(\delta t)=d t_{n}-d t$, we get
3.1 .8

$$
\frac{d x}{x_{2}}\left(1-\frac{x}{x_{n 2}} 2\right)=d(\delta t)
$$

3.1 .9

$$
\frac{\mathrm{dx}}{\mathrm{x}_{2}}\left(\frac{\mathrm{x}_{\mathrm{n} 2}-\delta_{\mathrm{n} 2}}{\mathrm{x}_{\mathrm{n} 2}}\left(1-\frac{\mathrm{d}}{}\right)=\mathrm{d}(\delta \mathrm{t})\right.
$$

3.1 .10

$$
\frac{\mathrm{dx}}{\mathrm{x}_{2}}-\frac{\delta}{\mathrm{x}} \mathrm{n} 2=\mathrm{d}(\delta \mathrm{t})
$$

And taking absolute values we get
3.1.11 $\quad\left|\frac{\mathrm{dx}}{\mathrm{x}_{2}} 1\right|\left|\frac{\mathrm{n}_{2} 2}{\mathrm{x}_{\mathrm{n} 2}}\right|=|\mathrm{d} \delta \mathrm{t}|$

Now, note that $\frac{d x}{x_{2}} 2=d t, t$ is always positive and $\int|d x|>\int d|x|$. Using these
facts and our boundedness assumptions (eqs. (3.1.2-.3)) we get
3.1 .12

$$
\mathrm{dt} \stackrel{\epsilon_{\mathrm{d}}^{\mathrm{E}}}{\mathrm{x}}>\mathrm{d}|\delta \mathrm{t}|
$$

And integrating
3.1 .13

$$
\mathrm{t} \epsilon_{\mathrm{d}} / \epsilon_{\mathrm{s}}>\delta \mathrm{t}
$$

The meaning of this relationship is clear: when the speed error is not great (in particular when it is considerably smaller then the gross motion speed ) then the transition time $t_{f}+\delta t$ cannot differ by much from the optimal time.

- However, this is not totally fair, because we have ignored the fact that we have commited a ${ }^{\circ}$ portion of the control to corrective action. If we used all
the available control for bang-bang control, what would the improvement in time optimality be? We will answer this question analytically just for the case of the pendulum, as described by eqs.(1.1.3-.4), but this will offer insights for a general numerical solution.

Consider then, two systems of the form of eqs. (1.1.3-.4), with inputs $u_{1}, u_{2}$ respectively, both of which are driven in the bang-bang mode, $u_{1}$ being equal to $+U$ for the first one (system 1) and $u_{2}$ being equal to $+(U+\delta U)$ for the second one (system 2). The initial and target states are identical, and there is no parameter variation or probabilistic errors. The appropriate switching times $t_{s 1}, t_{s 2}$ are calculated for each system and the switchings take place exactly at the right times. What is $\delta t=t_{f} 1^{-t_{f}}$ ? Here we choose to treat the state variable $\mathrm{x}_{2}$ as the indepedent variable, and so 3.1.14

$$
t_{f 1}=\int d t_{1}\left(x_{2}\right), t_{f 2}=\int d t_{2}\left(x_{2}\right) .
$$

Note that we can take $\delta U$ positive, so that $\delta \mathrm{t}$ will be positive. Second, write expressions for dt for each system. For system 1
3.1 .15

$$
\mathrm{dt}=\mathrm{dx}_{2} /\left(\mathrm{Asin} \mathrm{x}_{1}+\mathrm{Bx}_{2}+\mathrm{u}_{1}\right)
$$

and for system 2
3.1 .16

$$
\mathrm{dt}=\mathrm{dx}_{2} /\left(\mathrm{Asin} \mathrm{x}_{1}+\mathrm{Bx}_{2}+\mathrm{u}_{2}\right)
$$

Now, use the following shorthand notation
3.1 .17

$$
\mathrm{q}=\mathrm{Asinx}_{1}+\mathrm{Bx} \mathrm{x}_{2}+\mathrm{U}
$$

3.1 .18

$$
\mathrm{R}=-|\mathrm{A}|+\mathrm{Bx}_{2}+\mathrm{U}
$$

$$
\mathrm{S}=\mathrm{A} \sin \mathrm{x}_{1}+\mathrm{Bx} \mathrm{x}_{2}-\mathrm{U}
$$

Obviously, if $U$ is big enough $Q$ and $R$ will be positive and $S$ will be negative. Also, for all $U, R<Q$, so we can write ( for $U$ big enough )
3.1 .17

$$
S<0<R<Q \quad \text { for all } x_{1,2}
$$

Now, $d x_{2} / d t$ is equal to $Q$ for $t\left\langle t_{s 1}\right.$ and is equal to $S$ for $t>t_{s 1}$. We assumed that $U$ is great enough that for $t\left\langle t_{s 1}, d x_{2} / d t\right.$ is always positive and for $t>t_{s 1}, d x_{2} / d t$ is always negative ( This has indeed been the case in all our simulations).

Then for each piece of the trajectory, $x_{2}(t)$ is a one-to-one, monotone function, that can be inverted and written as $t\left(x_{2}\right)$. To find then the total time $t_{f 1}$, all we have to do is to integrate each part of the trajectory individually, find the times and add them. The same holds true of $t_{f 2}$. of course, if we go to all that trouble, we could as well run the simulation of the system with inputs $U$ and $U+\delta U$ and see what the total times $t_{f 1, f 2}$ are. Indeed we will use this technique in what follows. For the time being, however, it is enough to know that there are such times $t_{s 1, s 2}, t_{f 1, f 2}$ that can be computed if necessary.

To show how the method would work, we will only deal with the first part of the trajectory. Things work out exactly the same for the second half.Now,
we will limit the discussion to the time interval $0<t<t_{s 1, s 2}$. In that interval, $Q=\mathrm{dx}_{2} / \mathrm{dt}$. And we can write
3.1 .20

$$
t_{f 1}=\int \mathrm{dx}_{2} / q
$$

We integrate then with respect to $x_{2}$ from 0 to $x_{s 2}\left(t_{s 1}\right)$. Note that for this portion of the path $Q>0$. We will drop the integration limits from now on. Then, in the same spirit as eq. (3.1.20) we can write
3.1 .21

$$
\mathrm{t}_{\mathrm{s} 1}=\int \mathrm{dx}_{2} / \mathrm{q}
$$

3.1 .22

$$
\mathrm{t}_{\mathrm{s} 2}=\int \mathrm{dx}_{2} /(\mathrm{Q}+\delta \mathrm{U})
$$

3.1 .23

$$
\begin{aligned}
& =\int d x_{2} / Q(1+\delta U / Q) \\
& =\int\left(\mathrm{dx}_{2} / Q\right)\left(1-(\delta U / Q)+(\delta U / Q)^{2}-\ldots\right)
\end{aligned}
$$

By developing the term $1 /(1+\delta U / Q)$ in a Taylor series and retaining only the first order term, we strictly decrease the right hand term of (3.1.23) (no approximation in this!). Then we can write
3.1 .24

$$
\mathrm{t}_{\mathrm{s} 2}>\int\left(\mathrm{dx}_{2} / Q\right)(1-\delta \mathrm{U} / \mathrm{q})
$$

$$
\mathrm{t}_{\mathrm{s} 2}>\int\left(\mathrm{dx}_{2} / \mathrm{q}\right)-\int\left(\mathrm{dx}_{2} / \mathrm{q}^{2}\right)
$$

3.1 .25

$$
t_{s 2}>t_{s 1}-\delta U \int \mathrm{dx}_{2} / Q^{2}
$$

3.1 .26

$$
\delta \mathrm{t}_{1}<\delta \mathrm{U} \int \mathrm{dx}_{2} / \mathrm{Q}^{2}
$$

Where we denote $t_{s 1}-t_{s 2}=\delta t_{1}$. Now, we will further increase the inequality by decreasing the denominator of the integrand to $\mathrm{R}^{2}$. Then

$$
\delta \mathrm{t}_{1}<\delta \mathrm{U} \int \mathrm{dx}_{2} / \mathrm{R}^{2}=\delta \mathrm{U} \iint_{72} \mathrm{dx}_{2} /\left(|\mathrm{A}|+\mathrm{Bx}_{2}+\mathrm{U}\right)
$$

$$
\delta \mathrm{t}_{1}\left\langle\delta \mathrm{U}\left(\mathrm{x}_{\mathrm{s} 2} /\left((-|\mathrm{A}|+\mathrm{U})\left(\mathrm{Bx}_{\mathrm{s} 2}-|\mathrm{A}|+\mathrm{U}\right)^{2}\right)\right)\right.
$$

Things work out exactly the same way for the other part of the trajectory. If we add the two times, we get $\delta t=K \delta U$, where $K=2 x_{s 2} /(U-|A|)\left(U-|A|+B x_{s 2}\right)$. This shows that the dependence of decrease in time to increase in input is bounded by a linear function of $\delta \mathrm{U}$. We can easily show that the same will hold true for all systems linear in the control, except it may be harder or impossible to evaluate the integral that yields the factor K. However, we can take, say, two simulations with different controls and interpolate a linear relationship between $\delta \mathrm{t}, \delta \mathrm{U}$.

If we take more than two simulations, we will see that our linear relationship holds for a neighborhood around a nominal control, but far away from this it becomes nonlinear. This is only to be expected, since we have made $a$ hidden assumption. In eq.(3.1.24) the integral $\int \mathrm{dx}_{2} / q$ would be $\mathrm{t}_{\mathrm{s} 1}$ if the upper limit of integration were $x_{2}\left(t_{s 1}\right)$. Instead, it is $x_{2}\left(t_{s 2}\right)$. However, if $\delta \mathrm{U}$ is not very big, then we expect $\mathrm{x}_{2}$ not to change much in maximum value (of course the total $\delta$ t might still be quite significant, if small differences in speed accrue over an interval of time). In particular, in our pendulum example, the $\left(1 /\left(x_{s} 2^{+a}\right)\right)$ function tends to further smooth ${ }^{\text {* }}$ variations in $x_{2}$. So for a fairly wide range of $\delta U$ we get a linear time/control relationship, which is ascertained from the simulations.


Figure 3.1. a: Effect of $t_{s}$ variation
Change in $\mathrm{x}_{1}, \mathrm{t}_{\mathrm{ns}}=.21, \mathrm{t}_{\mathrm{s}}=.24$


Figure 3.1. b: Effect of $t_{s}$ variation
Change in $\mathrm{x}_{2}, \mathrm{t}_{\mathrm{ns}}=.21, \mathrm{t}_{\mathrm{s}}=.24$
3.2 NUMERICAL CONSIDERATIONS; Even though we developed a bound for dt, we could treat the problem numerically right from the beginning. In this section we present some results of this numerical study. What we did was to run the optimal time system (1.1.3-.4) for several different values of the input $U$. Since we have been using the pendulum example for all our simulations in past chapters, we also used it in this case. We summarize our results in the following Table 3.2.1

TABLE 3.2 .1

U
10. . 605
12. . 535
14. . 515
15. . 475
16. . 445
*16.9 . 425
18. . 415
19. . 405
20. . 395
22. . 375

We also exhibit these results in Figs. 3.2.1a, b. Here we have plotted the 11 pairs of dt-dU, equivalently the 11 pairs $t_{f}-U$, which we list in Table 3.2.1. In Fig. 3.2.1a we just plot the discrete points, whereas in Fig. 3.2.1b we interpolate for intermediate points so as to get a smoother curve. We see that around the point $U=16.9$, which is the value used for $U$ in the simulations of Chapter 4 , we have a fairly linear behavior, so we can assume that for intermediate values from these actually computed, we can interpolate linearly.


Fig.3.2.1a: Plot of the total time $t_{f}$ vs. input $U$
Ten points are plotted and joined by straight lines


Figure 3.2.1b: Plot of the total time $t_{f}$ vs. input $U$ Ten points are plotted and linear interploation is used to join more intermediate points.

## CHAPTER 4:SIMULATIONS

4.1 SIMULATIONS: In this Chapter we will present the results of several numerical simulations that we performed and point out several conclusions that can be drawn from them.

There are some particular characteristics of each one of the simulations. The following factors characterize each particular simulation:
(a) The task we want the system to perform.
(b) The differential equation of the model.
(c) The differential equation of the actual system.
(d) The nominal initial position of the system.
(e) The actual initial position of the system.
(f) The actual switching time (if any ) of the system.
(g) The nominal switching time ( if any) of the system.
(h) The sampling rate .
(i) The approximation functions used.

Item (a) is fully characterized by the preprogrammed control u. Item (b) is characterized by the fact we always use the equation

$$
\text { 4.1.1 } \quad \dot{\mathrm{x}}_{1}=\mathrm{x}_{2}
$$

4.1.2

$$
\dot{\mathrm{x}}_{2}=-16.6 \sin \mathrm{x}_{1}-.2 \mathrm{x}_{2}+\mathrm{u}
$$

Item (c) is characterized by df. Items (d), (e), (f), (g), (h) are clearly characterized by one numerical value each. For item (i), we always use splines of eight intervals.

For each of the simulations we list each of these factors, except (b) and (i), which, as we said, are always the same. Then we present plots of the following seven functions of time: $x_{1}(t)$ and $x_{n 1}(t)$, superimposed in the same plot, $x_{2}(t)$ and $x_{n 2}(t)$, again superimposed, $d_{1}(t), d_{2}(t)$ and $u(t)+u_{c}(t)$. The superposition is used to display how well the system performs the required task. In the next section (4.2) we comment on the results.

Figure 4.1.1: Ideal conditions simulation Here we have an "ideal" setup, in which all of the model parameters agree completely with the actual system.

> Input: Bang-bang ( nominal $t_{s}=.21 \mathrm{sec}$ ) $$
d f=0 .
$$

nominal initial position: $x_{n 1}(0)=-.6, x_{n 2}(0)=0$.
actual initial position: $x_{1}(0)=-.6, x_{2}(0)=0$.

$$
\text { actual } t_{s}=.21
$$

sampling interval $\mathrm{h}=.01$


Figure 4.1.1.a


Figure 4.1.1.b


Figure 4.1.1c


Figure 4.1.1d


Figure 4.1.2 Different initial positions simulation Here we experiment with the initial position. Namely, we simulate a system which starts from a different initial position than the nominal

Input: bang-bang ( nominal $\mathrm{t}_{\mathrm{s}}=.21$ )
$d f=0$.
nominal initial position: $x_{n 1}(0)=-.6, x_{n 2}(0)=0$. actual initial position: $x_{1}(0)=-.5, x_{2}(0)=0$.

$$
\text { actual } t_{S}=.21
$$

sampling interval $h=.01$

tIME

Figure 4.1.2a
4.


Figure 4.1.1e

Figure 4.1.2 Different initial positions simulation Here we experiment with the initial position. Namely, we simulate a system which starts from a different initial position than the nominal

$$
\text { Input: bang-bang ( nominal } t_{\mathrm{s}}=.21 \text { ) }
$$ $\mathrm{df}=0$.

$$
\begin{gathered}
\text { nominal initial position: } \mathrm{x}_{\mathrm{n} 1}(0)=-.6, \mathrm{x}_{\mathrm{n} 2}(0)=0 . \\
\text { actual initial position: } \mathrm{x}_{1}(0)=-.5, \mathrm{x}_{2}(0)=0 . \\
\text { actual } \mathrm{t}_{\mathrm{s}}=.21
\end{gathered}
$$

$$
\text { sampling interval } \mathrm{h}=.01
$$



Figure 4.1.2a
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Figure 4.1.2b


Figure 4.1.2c


Figure 4.1.2d


Figure 4.1 .2 e


Figure 4.1.2d


Figure 4.1.2e

Figure 4.1.3 Different switching time simulation Here we experiment with the switching time.

Input: bang-bang ( nominal $\mathrm{t}_{\mathrm{s}}=.21$ ) $\mathrm{df}=0$.
nominal initial position: $\mathrm{x}_{\mathrm{n} 1}(0)=-.6, \mathrm{x}_{\mathrm{n} 2}(0)=0$. actual initial position: $x_{1}(0)=-.6, x_{2}(0)=0$.

$$
\text { actual } t_{s}=.21
$$

sampling interval $\mathrm{h}=.01$


Figure 4.1.3a


Figure 4.1.3b


Figure 4.1.3c


Figure 4.1.3d


Figure 4.1.3e

Figure 4.1.4 Difference in modelling function simulation Here we take df to be nonzero.

Input: bang-bang ( nominal $t_{s}=.21$ )

$$
\mathrm{df}=-3 .
$$

nominal initial position: $x_{n 1}(0)=-.6, x_{n 2}(0)=0$.
actual initial position: $x_{1}(0)=-.6, x_{2}(0)=0$.

$$
\text { actual } t_{s}=.21
$$

sampling interval $\mathrm{h}=.01$


Figure 4.1.4a


Figure 4.1.4b


Figure 4.1.4c


Figure 4.1.4d


Figure 4.1.4e

Figure 4.1.5 "Long term" tracking simulation Here we use constant preprogrammed control and see how well the system tracks nominal trajectories over long times.

## Input: Constant <br> $\mathrm{df}=0$.

```
nominal initial position: \(x_{n 1}(0)=-.6, x_{n 2}(0)=0\).
actual initial position: \(x_{1}(0)=-.5, x_{2}(0)=0\).
sampling interval \(\mathrm{h}=.01\)
```



Figure 4.1.5a


Figure 4.1.5b


Figure 4.1.5c


Figure 4.1.5d


Figure 4.1.5e

Figure 4.1.6 Square pulse input simulation
Here the prerogrammed control is a square pulse train. We use this type of input to test the system in quick changes.

Input: Square pulse train.
$d f=0$.

$$
\begin{aligned}
& \text { nominal initial position: } \mathrm{x}_{\mathrm{n} 1}(0)=-.6, \mathrm{x}_{\mathrm{n} 2}(0)=0 . \\
& \text { actual initial position: } \mathrm{x}_{1}(0)=-.5, \mathrm{x}_{2}(0)=0 . \\
& \text { sampling interval } \mathrm{h}=.01
\end{aligned}
$$



Figure 4.1.6a


Figure 4.1.6b



Figure 4.1.6d


Figure 4.1.6e

```
4.2 CONCLUSIONS : What conclusions can we draw from the simulations
presented ?
```

It is clear that we have good tracking properties. This is certainly true for the ideal case (see Figs.(4.1.1)), but in addition, our method has good robustness properties. It certainly can handle errrors in initial position, as well as in switching time ( this latter is essentially a form of initial position error ). It also gives good results in the case of parameter uncertainty ( $\delta f=0$.). This last case is, also, the most interesting one, since in the case of manipulators, changes in the payload, which are in part unknown , are an essential part of the operation. A method that can handle this kind of problem has a good potential for applications.

Also, we use a sampling rate that is relatively low to the spectral density of the system, especially in consideration of its nonlinearity. The only available results that can be really compared in a meaningful fashion with ours, are these of [16], where a sampling period of . 00001 sec , as opposed to our .01 , is used. In conjunction to the very modest on line computation required, the sampling rate we propose is quite acceptable, indeed.

As a final point, let us consider the applicability to higher order systems. Though this has not been tested yet, there does not seem to be any major obstacle to the use of our method for the control of higher order systems. There are two interesting points. The one is the method to be used for the approximation of trajectories. But if we consider these as functions of 117
time, we are again faced with the problem of approximating functions of one independent variable, and the solution can be provided by splines. The second point concerns the bounded nonlinearity hypothesis. It may be that there are unbounded nonlinear terms coupling the states of a high order system ( a typical example is the industrial manipulator ). Note, however, that the stability analysis of Chapter 2 can still be performed and provide insights on the appropriate selection of a stabilizing control method. A possible solution of the problem would be decoupling of the parts of the system ( e.g. the links of a manipulator ), which would be realized by an input approximately equal to the nonlinearity, and of opposite sign. Then the nonlinear part of the system equation would be close to zero, and we would get back to the boundedness hypothesis.

In conclusion, the simulations give quite encouraging rerults for the application potential of our method and it is not hard to foressee possible generalizations of these results.
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## APPENDIX

In this appendix we will give an analytical estimate of the attractive region of the system discussed in section 2.2

The relevant inequality is is 2.2 .22 , which we rewrite

AP. 1

$$
\dot{\mathrm{V}}<-2\left(\left.\mathrm{k}\left|\underline{\rho^{\delta}}\right|\right|^{2}-\left(\mathrm{q}\left|\delta_{1}\right|+\mathrm{r}\left|\delta_{2}\right|\right)\left(\mathrm{k}_{1} \delta_{\mathrm{s} 1}+\mathrm{k}_{2} \delta_{\mathrm{s} 2}+\mathrm{C}+\epsilon_{0}\right)\right)
$$

However,
AP. 2a

$$
\left|\delta_{1}\right|<||\underline{\delta}||
$$

AP. 2 b

$$
\left|\delta_{2}\right|<||\underline{\delta}||
$$

So we can write the following inequality in $||\underline{\delta}||$
AP. 3

$$
\mathrm{k}\left|\left|\underline{\delta} \|\left.\right|^{2}-\mathrm{h}\right|\right| \underline{\delta}|\mid>0
$$

Where

AP. $4 \quad \mathrm{~h}=(\mathrm{q}+\mathrm{r})\left(\mathrm{k}_{1} \epsilon_{\mathrm{s} 1}+\mathrm{k}_{2} \epsilon_{\mathrm{s} 2}+\mathrm{A}+\epsilon_{0}\right)$
The solution to this inequality is

AP. 5

$$
0<||\underline{\delta}||<h / \mathrm{k}
$$

And this defines one attractive region of the system, i.e. a region of the $\delta_{1}-\delta_{2}$ plane, such that, when the system is otside of it, it tends to go back into it. $0 f$ course, a more sophisticated analysis, would shrink the bounds of this region and hence find another, "better" attractive region.

Underlined capital letters indicate matrices, e.g. A.

Underlined lowercase letters indicate vectors, e.g. a.

Subscripted lowercase letters indicate elements of either matrices (two subscripts ) or vectors (one subscript). E.g. $a_{i j}$ is an element of the matrix $\underset{A}{ }$, but $a_{i}$ is an element of the vector $\underline{a}$. If two or more subscripts are separated by a comma, this indicates two or more elements of a vector. E.g., $a_{i, j}$ indicates $a_{i}, a_{j}$.
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