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1. 0 ABSTRACT 

This thesis proposes a pr act i cal approach for f nit i at i ng capacity planning for large computer systems. A complete capac;ty planning effort should include planning for all hard­ware, applications software, systems software, physical facil­ities, data, personnel and budgets. This thesis only addresses capacity planning for the processors. 

A major concern of information systems management is how to accomplish the computer hardware capacity planning required to determine and cost-effectively sustain service levels with grow.ing demands upon computing resources and the performance levels of the resources. There have been many articles written supporting the need to do this kind of planning and the conse­quences of not doing this planning well. Several authors have proposed general methodologies for performing capacity plan-n i ng. Software vendors and information systems consulting firms have software packages available to support a capacity planning effort. However, a detailed methodology, setting forth a step by step approach for doing capacity planning is needed. 
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Because the author's experience has been with large IBM sys­

tems, all examples wi 11 refer to these systems. 
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2.0 INTRODUCTION 

2.1 WHAT IS CAPACITY PLANNING? 

Co~puter hardware capacity plannnin9 ls the set of func­

tions and procedures which ensure that an organization has suf­

ficient computer resources to cost effectively provide a 

desired amount of service to clients. Planning and controlling 

workloads, services, equipment and cost are the heart of·capac­

ity planning in a complex data center. The computer services 

provided should support business objectives and corporate 

goals. Capacity planning is a commitment to service, both for 

current and future needs. 

The most important of all the capacity planning objectives 

is providing service to clients. This service is measured in 

quantitative levels of availability, response time, turnaround 

time and throughput. Timely identification and procurement of 

the system resources needed to satisfy client service levels is 

another objective of capacity planning. Another objective is 

to improve capacity projection techniques through on-going 

analysis of the projected versus the actual resource require-

3 



ments. Controlling and projecting costs and guiding system 

tuning efforts are other capacity planning activi.ties which 

are necessary to gather data for good projections. 

2. 2 WHY ·1s CAPACITY PLANNING NEEDE.D?· 

Today, many business organizations are investing a greater 

share of profits in information processing in order to keep 

pace with changing economies. Rapid technological changes in 

the computing industry have contributed to the proliferation 

of computers throughout industry. The business functions sup­

ported by computer systems are becoming more er it i cal in nature 

as management's awareness of computer possibilities increases. 

A~plications are being developed and implemented more rapidly 

due to increased programmer productivity and use of proprie­

tary software packages. The greatly increased capacity of 

computer hardware, complexity of modern application systems 

and operating systems, the e><tensive development of on-line 

applications and remote job entry systems have increased the 

amount and complexity of work processed through a single com­

puter. 
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User acceptance of the computer has never been higher. 

Information Centers, where non-data processing professionals 

have access to computing facilities and education, are becom­

ing more popular and their service requirements are growing at 

explosive rates as users develop and implement their own appli­

cations. Personal computers are being used by executives in 

all businesses. Office automation and distributed data proc­

essing are becoming widespread, as well as, robotics. and 

Computer Aided Design/Computer Aided Manufacturing (CAD/CAM> 

in manufacturing industries. 

When one couples the tremendous growth in computer usage 

with the fact that lead time for new hardware is often measured 

in years and expenditures in millions of dollars, the need for 

effective capacity planning becomes vital to an organization. 

There was a time when capacity planning was viewed rather sim­

ply, When there was too much work for an existing computer 

configuration, the vendor was called to upgrade or replace it. 

It may not be prudent to depend upon vendors to do the capacity 

planning for an organization or to wait until an existing sys­

tem can no longer process the workload. As the information 

systems budget becomes a larger share of the corporate budget, 

more attention is being given to information systems, their 

management and their costs. Management Information Systems 
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CMIS) managers must come to grips with capacity planning to 

provide acceptable, consistent and cost conscious service. 

2. 3 CONSEQUENCES OF NOT DOING CAPACITY PLANNING 

The risks in not planning resource growth accurately can be 

monumental, especially if resource need is underestimated. 

The MIS department's credibility among its users may be lost 

and take years to rebuild. On-line productivity can suffer in 

many areas, affecting clerical personnel, programmers, engi­

neers and all other on-line users. User dissatisfac.tion 

because of poor service can result in excessive overtime to 

complete a job. Customer service may be impaired. Orders may 

be lost or delayed, slowing down the cash flow. New business 

opportunities may have to be postponed or even lost. Govern­

ment-mandated financial reporting deadlines may be missed, 

resulting in legal action. Through capacity planning; 

however, these risks may be avoided if sufficient computer 

resources are available to provide the services needed 

(Lipner, 1982). 
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3.0 THE CAPACITY PLANNING METHODOLOGY 

th~ methodology described in this thesis is for initiating 

computer hardware capacity planning for processors. The steps 

should initially be performed rapidly to gain a somewhat accu­

~ate assessment of the overall capacity of existing computer 

systems. By going too deeply the first time, the capacity 

planners may get hung up on details of a particul~r technique 

and will take much longer to have useful results. Overall 

accuracy is limited by the least accurate component. Multiple 

passes through the methodology wi 11 permit comparison of fore­

casts with actual usage, Attention can then be focused on 

those areas where the forecasts were either too high or too 

low. 

To establish standard procedures, document tasks as they 

are completed. Place routine portions of the functions into 

daily production to provide some continuity to the planning 

process. 

The capacity planning methodology is basically a three 

step, iterative process: 1) account for current usage; 2) 

forecast future usage; and 3) match resource requirements to a 
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future configuration. Each of these steps will be described in 

this chapter. 

I 
I START 

'---I 
______ v _____ _ 

I 

ACCOUNT FOR CURRENT USAGE !<-----

-----------~' I 
I 

_____ v ____ _ 

I 
I FORECAST FUTURE USAGE 

'-----------
I 

________ v ______ _ 

I 
I 
I 
I 
I 
I 
I 

I 
I I 

I DETERMINE FUTURE CONFIGURATIONS 1--> 

I 
I 

Figure 1. The Capacity Planning Methodology 
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3.1 ACCOUNT FOR CURRENT USAGE 

3.1.1 .UNDERSTAND EXISTING CAPACITY PLANNING-EFFORTS 

Just a·s each organization's computer systems grew ,from 

unique needs and circumstances, so will their capacity plan­

ning effort grow, especially if capacity planning builds upon 

r::,lanning and evaluation efforts that are already in place. 

Existing performance evaluation and resource planning 

efforts within the MIS department should be understood and per­

haps built upon. There may be some concepts, guidelines, 

reports, and people that may aid and possibly make i~plementa­

tion of capacity planning easier if known during the develop­

ment process. Keep in mind that capacity planning should 

support the MIS strategic plan and feed the capital appropri-

at ion process. A capacity planning system structured 

separately from existing planning activities may not survive 

the pressures and politics of the organization. 
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Software packages and education available from proprietary 
software vendors and MIS consultants should be investigated by 
the capacity planners before developing their own elaborate 
systems for performing capacity planning, Performance evalu­
ation packages may be of special interest due to the variety of 
statistical information which they can provide, 

3 • 1 • 2 0 RD ERL Y VI E W OF CURRENT S VS TE M 

The capacity planners need to know the existing computer 
configurations. Specifically, this means developing an inven­
tory of the hardware, software and business applications cur­
rently available to users, The inventory should provide a 
consolidated list of the capabilities within the organization 
and the demands being placed on the organization. 

Suggested hardware resources to be included in the capacity 
plan include: processors, terminals, storage devices, control 
units, communication lines, power and cooling systems, to name 
a few. A complete capacity planning program will eventually 
include all hardware resources; however, the initiation of a 
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capacity planning effort should be kept as simple as possible. 

Focusing on the processors will simplify this process. There-

fore, this thesis only concentrates on planning for 

processors. 

Suggested data elements for the hardware inventory include: 

• Location (especially for multiple data centers) 

• Model numbers 

• System ID' s 

• Rated capacity 

• Operational capacity 

• Operating system CMVS/XA, VM, etc.) 

• Major applications CIMS, BATCH, TSO, CICS, etc.) 

• Configuration relationships 

• Backup possibilities 

• Memory 

• Channels 

• Cost 

Relationships between the hardware, software and business 

applications should be documented. Figure 2 gives an example 

which identifies several processors and the major workloads 

11 
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processed on each. A chart similar to this is very useful to 

the capacity planners. 

·SYSTEM ID SYSA SYSB SYSC 
LOCATION BETHLEHEM CLEVELAND NEW YORK 

PROCESSOR IBM 3081-K IBM 3081-D IBM 3033-AP 

MEMORY 32 meg 24 meg 16 meg 

CHANNELS 24 24 16 

=========== ----------- ----------- ============ -·---------- -----------
D~VL.BATCH X 
PROD.BATCH X 
PROF.BATCH X 

DEVL. TSO X 

PROF. TSO X 

DEVL. IMS X 

PROD. IMS X 
DEVL. CICS X 
PROD. CICS X 
CAI X 

Note: X = Service is available 

Figure 2, Services Available by Processor 

Ali capacity analysis should be performed using the most 

current system configuration. Discrepancies in measurement 

tool output may be directly traced to configuration changes. 

For example, if an IBM 3081-D is upgraded to an IBM 3081-K, the 

cap~city planner should see an immediate decrease in the per­

centage of utilization on the upgraded system. The 3081-K has 

been rated SOX faster than the 3081-D when looking at the num­

ber of instructions it is capable of processing per second. 

Without knowing that the upgrade had taken place, the decrease 
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in utilization could be misinterpreted as a decrease in demand 

for the processing resources. 

To keep the capacity planning inventories timely, an inter­

face should be developed between capacity planning and change 

management so that capacity planning will be notified whenever 

changes are made to the system configuration that affect capac­

ity. Please see Figure 3 for a list of some hardware and soft­

ware changes which the capacity planners should know about. 

13 

. . - . . . . { - ·. . . ·. .. ~ ~ . ..-



HARDWARE CHANGES 
--.-------====== 
• Install New Processor 

• Upgrade Processor 

• Add/Upgrade DASD 

• Add Channels 

• Add Devices to Paging Subsystem 

• Increase Memory 

SOFTWARE CHANGES 
--------------------------------
• Install New Operating System 

• Change Control Parameters 

• Install New Version of Major Software 
CIMS, TSO, CICS, etc.) 

• Change Virtual Storage Definition 

• Move/Reschedule Workloads 

Figure 3, Changes That Can Affect Capacity 

When defining capacity available for use, take into consid-

eration workload mix, user service objectives and resource 

u t i 1 i z at i on s • User s er v i c e obj e ct i v es are an i mp or tan t factor 

in understanding a system's capacity. If the user service 

objectives cannot be reached on a particular system, regard­

less of how much potential capacity is utilized, that system 
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has reached its operational capacity. The capacity that is 
a.vailable for use while allowing all service levels to be 
achieved is known as the operational capacity. 

Operational capacity is usually about 10~ less than the 
potential capacity of a system. Exceptions are heavy interac­
tive systems, such as dedicated TSO or IMS systems, which have 
operational capacities about 20~ less than the potential 
capacity of the system. System bottlenecks, such as insuffi­
cient memory or insufficient channels, cause the operational 
capacity to be lower yet. 

3 .1. 3 CHARACTERIZE CURRENT WORKLOAD 

The capacity planners must have a clearly defined workload 
before attempting to measure or forecast anything about an 
existing system. There are several ways by which workload can 
be defined (Yen, 1983). 

Workload can be described as batch, on-line or 
time-sharing. These descriptions imply the hardware require-

15 



ments involved and service levels to be expected. For example, 

IMS is IBM's Information Management System which allows users 

to access a computer-maintained data base through remote ter­

minals. It is an on-line, transaction oriented environment. 

TSO is IBM's Time Sharing Option which provides conversational 

time sharing from remote stations allowing a number of users to 

execute programs concurrently and to interact with the pro­

grams during execution (Vocabulary, 1981). A data center 

should have service objectives which include response time 

goals for transactions of varying difficulty executed in these 

services. For example, response time for trivial TSO trans­

actions may average less than one second; medium TSO 

transactions may average less than three seconds; and long TSO 

transactions may average less than ten seconds. The capacity 

planners need to know the se~vice objectives for all services 

offered in order to determine hardware resources required to 

support these services. 

Workloads can also be described according to thejr major 

resource consumption. A workload can be described as: 

• CPU bound or I/0 bound 

• Large or small memory occupancy 

• I/0 activities and secondary memory requirements 

16 



A workload which contains simulations would be considered CPU 

bound. Simulations contain many calculations which consume 

more of the processor resource than a job that simply prints a 

report without performing calculations. A payroll check 

printing program would be considered I/0 bound since it could 

tie up a printer for quite some time while printing large quan­

tities of checks. 

Workload can also be described according to the timing 

requirements of the job, 

• Scheduled or non-scheduled 

• Priority or non-priority 

• Long or short elapsed times 

• Time dependent or independent jobs 

Workload can be categorized by its general nature or 

purpose: application development, professional computing, 

commercial services, on-line production, production batch and 

research, to name a few. Each has activity generated by a user 

community, Research and professional computing, whether engi­

neering, business or systems development, has an ever growing 

workload. To determine the impact of these workloads, requires 

17 
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bounding them by constraints such as terminal availability, 
historical trends, staffing or budgeting constraints. 

Service level agreements CSLA's) are being used by some com­
puter operations departments to quantitatively define service 
objectives offered to clients. The SLA is a binding contract 
between the c 1 i ent and the data center which may contain any of 
the elements listed in Figure 4. If SLA's are used by an organ­
ization, they may provide much of the information needed by the 
capacity planners to characterize the current workload. If 
SLA's are not used by an organization, the capacity planners 
will have to develop service objectives for the various work­
loads or find out what objectives are being used by the group 
responsible for performance evaluation and systems tuning. 
Once the service objectives are known, the capacity planners 
can begin to develop profiles of the resources required to pro­
vide a particular level of service for each workload. 

18 



• Identification of the contracting parties 

• Description of work to be processed, including 
type, volume, mix and time of arrival 

• Service levels to be provided, including 
response time, turnaround time, deadlines, 
accuracy, and availability (for both normal 
periods and contingencies) 

• Performance reporting procedure specifying 
frequency and types of reports to be provided to 
users and data center management 

• Descriptions of support services, such as 
problem determination or consulting 

• Rates for services provided, if a chargeback 
system is used 

• Penalties for non-compliance with agreement 

• Provisions for modifying the agreement 

• Expiration date 

Figure 4. Service Level Agreement Elements (Witzel, 
1983) 

3.-1.4 MEASURE PERFORMANCE & RESOURCE CONSUMPTION 

The performance of the system must be analyzed to attempt to 

und~rstand how the workloads and the system components inter-
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act. Service levels provided should be compared against ser­

vice level commitments. Just as there were several ways to 

define workload, there are many ways to quantify workload (Yen, 

1983). 

The simplest and easiest workload measurement is the number 

count: Number of jobs or steps, number of transactions, number 

of users logged on, number of terminals used, etc. Hardware 

monitoring tools and system accounting packages can provide 

this data. Tracking these workload counts gives a good indi­

cation of increasing or decreasing workload volumes. 

System accounting packages can also provide usage measure­

ments for specific resources, such as memory or CPU seconds 

used. External resources used by a job, such as tape drives, 

disk drives, special print forms, etc. can also be reported. 

Some external measurements can also be obtained simply from job 

descriptions on a job card. 

What to measure and what unit of measure to use are impor­

tant and basic questions which the capacity planners must 

answer. Unfortunately, a unit of measure that can be used for 

processors is not as straight forward as using megabytes when 

mec1suring storage capacity. Some vendors have compared the 

20 



capacities of their machines using a relative performance rat­

ing which assumes that the cap~city of a particular machine is 

rated as one and the capacity of all other processors are com­

pared to it. For example, the IBM 370/158-3 is commonly used as 

the base ~ode!. On this scale, the following processors are 

rated thus: 

• 

• 

• 

• 

• 

IBM 370/158-3 

IBM 3033-U 

IBM 3081-D 

IBM 3081-K 

IBM 3084-Q 

1 

5.6 

10 

14 

28 

Some other v e n do rs use t he I BM 3 0 3 3-U as. a b a s e , s i n c. e 1 a r g e 

mainframes have much greater capacity than the IBM 370/158-3, 

as can be seen in the example above. 

Some installations have developed computer resource units 

which are calculated from very complicated formulas combining 

financial information and several components of utilization 

information (such as memory occupancy, service units consumed, 

storage devices accessed, tape drives utilized, time of day, 

and transactions). This method is too complicated for an ini­

tial capacity planning effort because it requires years of 
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historical information and a financial model to determine and 

maintain the coefficients used in the calculations. 

An initial capacity management effort should rely upon per­

centage of CPU utilization and CPU minutes consumed or service 

units consumed by various workloads. Comparisons of the work­

load characteristics with the utilization information and 

response time information can be used to establish basic guide­

lines which can be used later in the methodology for 

fo re c a s t i n g p r o c es s o r demand • 

To gain a better understanding of system performance and 

resource consumption, the capacity planner5 may want to per­

form studies similar to the following for each workload: 

• Evaluate response time and its effect on user groups 

• Correlate transaction rate with number of active users 

• ,:rack transaction rate versus time of day 

• E v a 1. u a t e q u e u e t i me v e r s u s r e s p o n s e t i me 

The ratio of active users to total users can be used for cal­

culating expected values and for making projections about the 

future number of active users ·.and the resources they will need. 

This wi 11 be covered later in the methodology, 

22 



There are many hardware and software mon;tors available to 

aid the capac;ty planners in gather;ng system informat;on. The 

capacity plan~ers must become fam;1;ar w;th these tools and 

dec;de how and when they can be used most effectively. Amount 

of overhead ;nvolved in using these tools needs to be deter­

m;ned and cons;dered dur;ng select;on. The following are 

examples of the types of information ava;lable from system per­

formance monitors CMVS, 1983): 

• Processor activity 

• Channel path act;v;ty 

• Device act;v;ty 

• Paging activ;ty 

• Workload/transaction activity 

• Address space activity 

• Page/swap data set act;v;ty 

• Enqueue & reserve activity 

• Domain activ;ty 

• Real storage/processor activity 

System monitors can only partially account for the CPU time 

u.sed by an application or workload. For this reason it hc1s 

become important to distribute the remaining unaccounted CPU 

time among the active workloads. The capture rat;o analysis is 
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a method that enables us to break down the overall CPU utiliza­

tion into the utilization attributable to each individual 

workload. It also enable us to estimate the total service time 

from the measured service time, reported in the RMF statistics. 

The capture ratio is th~ .ratio of measured service time to 

total service time. Regression analysis can be used when 

deterfflining capture ratios. IBM suggests some Rule of Thumb 

capture ratios, but recommends that each lnstallation verify 

these numbers or adjust them according to their own data 

CA r ms t r on g , 1 9 8 2 ) • 

• TSO 
0.6Q 

• TEST BATCH 0.80 

• PRODUCTION BATCH 0,90 

• IMS 
0,80 

• CICS 
0.95 

Capture ratios, regardless of how they are determined, 

should be tracked to develop consistent, reasonable numbers. 

Peak hour data should be used when determining capture ratios. 

Changes to the capture ratios wi 11 occur whenever the workload 

m i x ch an g es ·or i f the system u t i l i z at i on ch an g es by about 1 0 ~ , 

Because measurement facilities are not currently available to 
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validate the estimates derived from these techniques, a stand­

ard method has not been adopted by the industry. The 

concentration has been ~ri consistency within an installation 

and repeatability of the estimated CPU times (Felix-Simpson, 

1984). 

Performance standards should be defined. Heavy users, sys­

tem bottlenecks and any observed utilization trends should be 

identified and investigated. :The capacity planners may want to 

recommend that some jobs which consume many resources be 

studied and perhaps tuned. Tuning individual jobs that have 

high resource usage can increase overall system performance. A 

realistically tuned system is basic to the capacity planning 

effort since tuning can affect the operational capacity of a 

system. 

The capacity planners must understand the relationships 

between workload, resource utilization and service, as they 

relate to overall system capacity. Capacity is a function of 

the time of day, week or month. Scheduling of workload bears 

heavily upon understanding a system's capacity. The system 

utilization of on-line workloads fluctuates throughout the day 

causing peaks and valleys in utilization levels. The capacity 

planners should identify these peak periods and valleys. 
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Scheduling low priority batch work in the valleys can optimize 

the peaks. Indicators should be determined which can measure 

the peak and valley curve, such as number of concurrent active 

TSO users or the percentage of processor utili'zation, 

The capacity planners need a schedule of peak utilization 

periods, identifying which workloads (batch, time-sharing, 

on-1 i ne data base/data commun i cat i ens systems> and er it i cal 

applications run on which computer systems and when they are 

active. Expected values for utilizations can be calculated and 

compared to actual utilizations. The capacity planners should 

identify the job mi>< by shift for each computer system (i.e., 

first shift: Batch 5", Production IMS 45", Development IMS 

30~, TSO 15~, etc.), Also, any priority system used for exe­

cuting jobs should be defined. 

The capacity planners must decide how the raw measurement 

data can be reduced, sorted and managed to provide input to the 

next step of the methodology which is forecasting future usage, 

It may be useful to prepare a capacity review report on a 

monthly or quarterly basis, similar to that shown in Figure 5. 

A report of this nature identifies each processor and readily 

shows how busy each processor is and what its workload mix con-
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sists of. Shifts in workload mix are also apparent. The capac­

ity planner may want to include information about capture 

ratios, average number of batch jobs p·er day, average TSO users 

per hour, or average IMS transactions per day which will also 

indicate shifts in the workload. 

CONFIGURATION 
CPUl 
CPU2 
CPU3 

1Q84 

3081-K32 
3081-D24 
3033-U16 

OPERATIONAL 
CPUl 

CAPACITY C ~ 
80 

CPU2 90 
CPU3 75 

AVG UTILIZATION °' BUSY) 
CPUl 72 
CPU2 75 
CPU3 65 

2Q84 

3081-K32 
3081-K32 
3033-U16 

BUSY> 
80 
90 
75 

CDAV 
75 
60 
68 

SHIFT 

WORKLOAD DISTRIBUTION 00 
CPUl 

devl tso 60 61 
test ims 15 17 
test batch 25 22 

CPU2 
live ims 75 71 
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3.1.5 SHOW CURRENT UTILIZATION 

Charts should. be plotted showjng peak utilization over 

time, as in Figure 6. Additional lines can be added to the 

charts in each step of the methodology to she~ future demand 

and proposed configuration capacity. 
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Figure 6. Graphical Presentation of Current Util)zation 
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3. 2 FORECAST FUTURE USAGE 

3.2.1 PROJECT FUTURE WORJ<LOAD 

The main sources of future workload information are the 

end-users. Users usually know what they will be doing in the 

next few months and are usually quite willing to help the data 

center plan. The capacity planners should ask questions that 

identify and quantify expected business growth. The users may 

be able to prgvide actual data reflecting anticipated volumes 

and frequencies of production work (jobs or transactions), CPU 

processing, data storage and output volumes (reports or mes­

sages). 

User forecasts can be made in either computer t•rms (i.e. 

number of terminals, CPU hours, transactions/second) or in 

natural forecast units (i.e. items sold, number of new 

accounts, number of customers served>. It is practical to get 

natural forecast units from users because those are units of 

work which the user understands. However, the capacity plan­

ners must then convert the natural forecasts into computer 
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terms, then spread the demand over the ava i !able resources. 

This may not be easy to do unless historical records which cor-

relate the natural forecasts with computer resource 

consumption are available. 

Some growth areas that can be included in the planning proc-

ess are: 

• Existing systems growth 

• New development impact 

• Testing/development usage 

• Changes to service levels 

• Variances to planned figures 

• Expected technology changes 

One of the most difficult problems in capacity planning is 

predicting requirements for new applications.' The most readi­

ly used means is comparing the proposed application to an 

existing application where certain performance parameters are 

known. The capacity planners try to interpolate between other 

workloads that are similar. Common sense and judgement must be 

exercised when doing this. If a workload will consume a sig­

nificant percentage of the system resources, both an upper and 

lower bound should be estimated. 
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The capacity planners can assist the users in making better 

proj~ctioni by providing them with feedback reports comparing 

what was estimated versus what was actually used so that the 

users may improve their predictions. Feedback should be pro­

vided on a regular basis, perhaps quarterly. 

MIS management should be familiar with company goals and 

should provide direction to the capacity planners so that MIS 

can best support the corporate goals, Vendors, familiar with 

national growth trends and other data centers or computing 

o~ganizations that have already experienced growth in planned 

areas, may be able to provide valuable insights about workload 

growth. 

Contingency allowances should be included in all forecasts, 

especially when initiating a capacity planning effort. In a 

steady predictable business, the contingency allowance is 

probably a small number. In a business with highly varying 

business opportunity, a large contingency allowance.may result 

in a better return on investment. It depends on how the bus i -

ness is to be run. When initiating a capacity planning effort, 

use at least 1or. contingency on all workload estimates. 
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3. 2. 2 PREDICT EXPECTED PERFORMANCE 

With credible forecasts of demand for service and new hard­

ware/software technologies, the capacity planners can lay out 

a number of planning scenarios and attempt to determine whether 

system performance will be acceptable to clients, Performance 

criteria for major resources should take into consideration 

processing power, storage, communications requirements and 

user performance. 

Several techniques for predicting performance of future 

processor configurations will be presented in this section. 

Figure 7 contains a diagram which shows how the various tech­

niques compare when looking at complexity, cost, and time com­

mitments required to use each technique successfully, All 

techniques should use peak hour data when making projections. 

If a configuration can provide desired service during a peak 

hour, there should be no problem in providing that same service 

during non-peak hours. 
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Figure 7, Spectrum of Performance Analysis Techniques 

(Bronner, 1979) 

With simple approaches to capacity planning, a wealth of 

understanding and insight is possible concerning the complex 

operation of a computer installation. Wheri the current envi­

ronment is sufficiently understood and confidence is estab­

lished in critical modeling parameters, then an installation 

may want to use queueing analysis or certain automated predic­

tive tools which will enhance projections, However,· ;t is 

possible to do meaningful analysis and forecasting without 

referencing a queueing relationship or discrete simulator 

CBronner, 1977). If a system is not understood, complexity of 

a modeling technique cannot compensate. It is i111possible to 

model what is not understood. 
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When ;n;tiating a capac;ty planning effort, the methods at 

the lower end of the spectrum in Figure 5 should be used. As 

experience, understanding, and confidence are gained with 

these methods, some of the more complex methods may be tried. 

3.2.2.1 RULESOF.THUMB 

"Rules of Thumb" planning is the least complex and least 

expensive of the techniques. Rules of thumb are guidelines 

which relate utilizat;on levels of components to overall sys­

tem capacity, "Rules of Thumb" ;s a good entry level approach 

that can be followed by more sophisticated methods when analy­

sis of an organizat;on's resource performance yields better 

information about its resources. 

Before using rules of thumb, an organ;zat;on must define 

utilization limits based upon the level needed to satisfy com­

mitted service objectives. Ut;uzation levels can be measured 

versus response t;me and correlations can be made. Ut;Iization 

levels and known arr;val rates can be used to calculate proc-
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ess i ng ti mes, Then these ti mes can be used to set ut i 1 i zat ion 

Ii m .i t s t h a t w i 1 1 g u a r a n t e e a c c e p ta b 1 e s e r v i c e 1 e v e 1 s , 

The advantages of using "Rules of Thumb" are low cost and 

ease of use, Large amounts of capacity are not needed to pre­

di ct capacity, Nor is a large commitment of staff required. 

A disadvantage is that one cannot predict how growth will 

affect any individual component. Network and direct access 

stor.age device performance cannot be predicted well with this 

method. 

3.2 •. 2.2 LINEAR PROJECTION_S <TREND ANALYSIS) 

T.his technique assumes that future resource requirements 

can be forecasted using a linear projection based upon past 

resource consumption. The principle advantages of this tech­

nique are that it doesn't require input from users and it is 

easily automated, This technique may not be appropriate for 

volume dependent or cyclic applications based upon time of year 

and for growth rates that are known to be non-linear, Also, 
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there is no assurance that current trends wi 11 continue (Sarna, 

1979). However, very credible capacity planning has been done 

by MIS organizations using simple guidelines, monitoring their 

systems on a continuing basis and using linear projections for 

future requirements (Bronner, 1979). 

Another disadvantage of using this method is that histor­

ical data must be available, If an organization does not have 

historical data, this method cannot be used. 

If another, more complex method is used to project expected 

p e r farm an c e , 1 i near project i on may be used to compare the 

projected results with past growth and performance rates. It 

is also interesting to compare calculated growth projections 

against national growth rates which can be provided by some 

vendors. For example, if your direct access storage growth 

rate for next year shows a 150~ increase over what your data 

center is currently using and the national annual growth rate 

is 60Y., you may want to investigate why your organization's 

projected growth is so much higher. You may also want to check 

your calculations before investigating anything, 
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3.2.2.3 ANALYTIC MODELING 

Analytic modeling is a technique based upon the mathematics 

of queueing theory. fhe use of analytic models can help when 

projecting computer performance to point of saturation, esti­

mating performance of data base systems, estimating trans­

action response for applications or forecasting processor and 

disk storage usage. 

Boole and Babbage's Capacity Management Facility CCMF) 

includes an interactive analytic modeling system for predict­

ing service levels and equipment requirements for a data 

center. A model of an existing computer system can be created 

from system data extracted from a monitor included in the pack­

age. The models can be used in planning scenarios to analyze 

the effects on performance and resource utilization of antic­

ipated workload growth and proposed hardware configuration 

changes. 

Queueing models have some advantages over other techniques. 

With no programming required, the input data obtainable from 

standard measurement reports C IBM's Sys.terns Management Fae i 1 i-
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ty CSMF), IBM's Resource Measurement Facility CRMF), account­

; ng data, hardware monitors, etc,> is used to describe 

workloads and configurations. Models can calculate perform­

ance information. No knowledge of queueing theory is required 

to use a model once it has been developed (Lipner, 1982), Any 

systems engineer, systems programmer or capacity planner could 

analyze various workload scenarios with a developed model. 

The accuracy of predicted performance is as accurate as the 

i~put data, consisting of descriptions of configurations and 

workloads, both current and future. Also, queue·ing models 

process faster than simulations or benchmarks, which makes 

them suitable for interactive use. 

Models can be rough or refined. Specific parts can be 

refined for in-depth analysis. The dedsion to look at some 

areas in greater depth is up to the capacity planners, 

Analytic models can look at the performance capabilities of 

a wide variety of equipment and are not confined to any vendor. 

Performance of v~rious alternatives can be reported from many 

viewpoints: throughputs, response time, utilizations, queue 

lengths, memory usage, etc,, enabling the capacity planners to 
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investigate potential performance problems and avoid them if 

possible • 

. 3,2.2.4 DISCRETE SIMULATION 

Simulation is a method of imitating how a given workload 

will perform on a particular computer system, using a physical 

representation of the system and keeping statistics on repres­

entations of jobs run through it (Stevens, 1981). 

Performance characteristics of resources such as CPU's, 

terminals, communication-lines and many others ar~ built into 

the simulation programs. This information must be kept up to 

date, which makes simulations difficult and expensive to main­

tain in dynamic environments. 

A good example of a discrete simulator is SNAP/SHOT (System 

Network Analysis Program/Systems Host Overview Technique), a 

proprietary service of IBM. SNAP/SHOT uses simulation pro­

grams to investigate how jobs will consume computer resources. 
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Simulations are awkward to use for a wide range of planning 

scenarios and questions. They usually require data not readily 

available, especially for new applications. Persons request­

ing results from simulations must have some idea of the desired 

answer and use the technique to prove or disprove it. Simu­

lations require specific sets of conditions and much set up 

time. Complexity of the simulation increases with each new 

variable, requiring more data and time for analysis, 

3.2.~.5 BENCHMARKING 

Benchmarking is the most expensive and complex of the tech-

niques. Benchmarking involves testing with actual resources 

under simulated conditions. Success depends upon careful 

planning of the expected results and the simulated 

environment. A very good understanding of a system's operation 

is needed to make benchmarking accurate, 

A drawback of benchmarking is that only programs and hard­

ware already functioning can be studied. Benchmarking can't be 

used for new applications, or where future hardware isn't 
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available. It is awkward to use for a wide range of planning 

scenarios and questions, 

This method should be used sparingly compared to others and 

should not even be considered in an initial capacity planning 

effort. In general, only installations with a very good under­

standing of their MIS operation can adequately use the results 

of benchmarking as their only capacity planning tool (Bronner, 

1979). 

3.2.3 SHOW FUTURE UTILIZATION 

A demand 1 i ne can be added to the chart that was drawn ii:, the 

last step of the methodology. Please see Figure 8. This line 

shows the anticipated growth in resources needed. It should 

look like an extension of the current utilization line. If the 

demand line crosses the operational capacity line, this indi­

cates that additional resources wi 11 be needed at that time. 
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Figure 8. Graphical Presentation of Future Utilization 

3.3 EVALUATE FUTURE CONFIGURATIONS 

After the current environments and work loads have been 

defined and measured, and the future workloads have been 

projected and estimates of their resource needs have been made; 

the capacity planners must recommend future system configura­

tions that will cost-effectively provide the levels of service 

and performance that have been proposed. 
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The same techniques and tools described above in "Predict­

ing Expected Performance" can be used for evaluating future 

configurations. In this part of the methodology, the capacity 

planners try to measure proposed capacity, spot potential 

problem areas, model the problems, assess workload impacts and 

model alternative solutions. Analysis of costs versus bene­

fits, :;availability of solutions and whether or not the 

solutions fit into the installation's plans must also occur. 

The capacity planners base their evaluation on several cri­

teria. Proposed configuration plans must provide specific 

levels of service and support the aims of th• enterprise, as 

well as balancing cost and complexity with benefits gained. 

The capacity planners assign priorities to recommendations 

based upon timing, cost, whether the proposed configuration is 

mandatory by law, regulation or parent organization directive 

and whether the change wi 11 be beneficial to the parent organ­

ization or key user. Throughout the planning process, the 

capacity planners should remember that consistency of service 

is desired. Once service is established, it should be main­

tained at the same leve 1. 

The following are some guidelines for the capacity planners 

in this phase of the methodology. 
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• Do not plan for unannounced vendor products. Include only 

hardware and software currently available in the market 

place. Since capacity planning is an ongoing, iterative 

process, the plan can be updated whenever new products are 

announced which your organization can benefit from. 

• Plan to achieve a few important goals, 

• Avoid over-commitment of resources. Recommend solutions 

which will adequately provide services needed. 

• Present several alternatives to management, with advan­

tages and di sad vantages of each a 1 ternat i ve documented. A 

capacity plan that proposes only the "one best solution" 

and ignores other alternatives may be doomed to failure. 

Let management make the final decision about what will be 

funded. 

Additional lines should be added to previous charts to show 

the proposed increase in operational capacity and the time at 

which the proposed increase is needed for each alternative, as 

in Figure 9. 
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Figure 9. Graphical Presentation of Proposed Upgrade 
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4.0 THE CAPACITY PLAN 

The actu~l, published Capacity Plari should be a s~nsible, 

achievable and coordinated plan for the total MIS function. It 

should contain cortfiguration descriptions, trends and assump­

tions that have been identified and forecasted versus actual 

utilization validations. It should include charts showing the 

I 

capacities of each systems environment, current utilization, 

future demand, and proposed increases. It is good to show at 

least one year's worth of historical data (if available) and at 

least eighteen month's worth of future projections. Advan­

tages and disadvantages of each proposed alternative should be 

documented. The number of reports included in the plan should 

be kept to a minimum. A graphical format will facilitate easy 

review. 

Requests for additional resources should be presented to 

management in terms of business problems arising from the lack 

of sufficient capacity to support the organization's business 

and goals CFinehirsh, 1983). References should be made to the 

strategic MIS plan, showing that the capacity plan complements 

and supports it. 
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The plan should track actual resource attainments over the 

planning period and make adjustments to forecasts and esti­

mates for any variances that occurred. All variances should be 

analyzed, performance improvements should be reported and if 

necessary, replanning should occur. Adjust user forecasts 

based upon prior accuracy. If there is no follow up, it is 

likely that little of the plan will ever be completed. 

To realize the maximum benefits of the tracking effort, the 

installation should do the following CFinehirsh, 1983): 

• Define the measured variables most viable for tracking. 

• Implement and maintain a data file or data base to store 

the tracked information. 

• Define performance objectives to be used when comparing 

actual versus expected performance and workload activity. 

Alternative methods for meeting the forecasted requirements 

should be presented to management. Some alternatives to be 

considered are: increase the number of shifts, change systems 

plans, change workload scheduling or workload mixes and offer 

.J 
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decreased services. Many must be considered so that the most 

appropriate alternative may be chosen. 

The capacity plan should be updated on a regular basis, per­

haps quarterlyJ as well as whenever events require additional 

planning. Feedback reports should be provided on a regular 

basis to all areas affected by the plan, and it should be pub­

lished for all interested managers and operating personnel to 

see. 

Dissemination of the plan to all concerned managers and 

operating personnel becomes an interesting challenge, espe­

cially if it is to be a true working document. A simple 

hardcover notebook that can be easily updated is very useful. 

The plan can also be placed on-line to make it more accessible. 

Communicating the results of a capacity planning effort to 

management can be the most difficult part of the entire endeav­

or. A purely technical presentation may overwhelm management 

and either compel them to accept a solution, or force them into 

a defensive posture, causing them to reject the solution. A 

combined technical and business presentation has the strength 

of showing management both sides of the issue in an 

intelligible manner. An interactive graphics presentation has 
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been used very effectively for capacity presentations to man-

agement (Bell, 1983). All presentations should encourage 

questions, just in case more detail is wanted by management 

than _was anticipated when preparing the presentation. 

The Capacity Plan must be economical to avoid wasting dol­

lars on unnecessary upgrades. It must be prepared without con-

suming undue resources. Most importantly, the plan must 

provide for adequate performance to clients at all times, even 

as workloads grow or shift. 
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5.0 STAFFING CONSIDERATIONS 

The number of persons required to do capacity planning 

depends upon the size and complexity of the MIS department, the 

skill mix of the capacity planners and the risk of being wrong, 

If a shop has two to three processors, ten major applications, 

10-15 user groups and a two-year upgrade cycle, probably two to 

three people should be involved in capacity planning, with at 

least one devoted full time (Allen, 1984). A larger shop would 

require more capacity planners, a smaller shop would require 

fewer. 

Successful initiation of capacity planning requires select­

i n g t he r i g ht persons as we 11 .as po s i t i on i n g the fun ct i on prop-

erly within the MIS organization. The capacity planners 

require analytic and problem solving skills, knowledge of 

processing hardware and software, performance measurement and 

evaluation knowledge, and tuning experience. A working know­

ledge of the operations, systems and application areas would be 

useful since the principle inputs to the capacity planning 

process come from these areas. Knowledge of the accounting and 

budgeting procedures used by the organization and some project 

management experience are also useful, 
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In addition to technical skills, the capacity planner needs 

a combination of business skills, communication skills and 

political skills. Communications skills, both written and 

verbal, are essential. The capacity planners must interface 

with the user community and inform all management levels about 

capacity requirements. The capacity planners must be able to 

make technical data understood in terms which personnel in the 

business areas wi 11 understand and be able to make a recommen­

dation in the form of a business case for the organization 

CFinehirsh, 1983), 

Finally, since initiating capacity planning, a new function 

in the organization, is similar to starting a new business, the 

capacity planner should also have the skills and attitudes of 

an entrepreneur (Allen, 1984). Figure 10 shows eight skills 

associated with entrepreneurs, which could be useful to the 

capacity planners. 
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INNER CONTROL 

INNOVATION 

DECISIONMAKING 

HUMAN RELATIONS 

PLANNING & 
GOAL SETTING 

REALITY 
PERCEPTION 

USING 
FEEDBACK 

RISK TAKING 

Exercising control over life 
situations rather than letting 
them be determined primarily by 
chance, fate or other people, 

Applying ideas, borrowed or 
original, to situations in which 
they have not been used, 

Generating appropriate solutions 
to situations and carrying them 
out. 

Acting in ways that reflect an 
understanding of one's own and 
others' needs, values, and 
goals. 

Designing and carrying out 
courses of action for the 
future. 

Seeing people, things, or situ­
ations as they are rather than 
as distorted by imagination, 
emotions or faulty assumptions. 

Collecting and using information 
for the purpose of confirming or 
changing decisions, perceptions 
plans or goals, 

Taking informed action in 
uncertain situations. 

Figure 10, Entrepreneurial Traits (Allen, 1984) 

Many organizations place the capacity planning function 

under the responsibility of the manager of Technical Support 

where the capacity planners work closely with those responsi-
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ble for performance evaluation and tuning, This seldom works 

well. Technical Support traditionally keeps the systems run­

ning and focuses on short term goals, instead of the much more 

global issues of capacity planning (Thorn, 1983). Ideally, the 

capacity planning function should be independent from daily 

operational problems. 

To be most effective, the capacity planners should report to 

a level of management above the managers of Operations, Appli­

cations Development and Programming, and Technical Systems 

Support. A good location for the capacity planning function is 

as staff to the MIS director, as shown in Figure 11. This is 

especially true when there are multiple data centers under the 

MIS director, each with its own Technical Support, Operations 

and Application Development groups, This enables the capacity 

planners to have insight and access to information concerning 

the overall operation and future growth plans of the MIS 

installc:tion, visibility within the or~anization and isolation 

from daily problems (Bronner, 1979). 
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TECHNICAL 
SUPPORT 

MIS 
DIRECTOR 

OPERATIONS 

CAPACITY 
PLANNING 

APPLICATION 
DEVELOPMENT 

Figure 11, Suggested Organizational Structure 

Functions within the MIS department with which hardware 

capacity planning must interface include (Bronner, 1979): 

• Budget Planning - Converts individual plans into financial 

terms and identifies how funds will be acquired and allo­

cated. The capacity planners must inform the budget plan­

ners of future acquisition plans so that budgetary 

constraints can be identified as soon as possible, 

• Change Management - Concerned with the control and sched­

uling of changes on a regular basis to minimize disruptions 
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to the computing environment. The capacity planners need 

to know when changes are made to the computer configura­

tions and processing software so that their plans and mod­

els are current. 

• Problem Management - Responsible for identifying hardware, 

software and operational problems in the systems and pro­

viding effective means to track these problems and ensure 

their resolution. The capacity planners should know when 

problems are related to resource shortages. 

• Operations - Functions as a service organization, carrying 

out the instructions of various user departments; also 

schedules the user workload. The capacity planners inter­

face with operations whenever rescheduling user workloads 

can improve service to users. 

• Network Management - Responsible for design, testing and 

support of the telecommunications networks. The capacity 

planners must know the current network configuration when 

modeling computer systems. 

• Performance Management - Responsible for defining perform­

ance objectives, requirements or specifications for opera-
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tion and measuring how effectively the requirements are 

met. The capacity planners work with this group whenever 

characterizing workloads and determining service objec­

tives. Capacity planning and this group use much of the 

same data. 

• Data Base Management - Concerned with management of all 

automated data required by the organization. The capacity 

planners must plan for the amount of storage space required 

by the data bases. 

OPERATIONS 

I I 

PROBLEM I I NETWORK 

MANAGEMENT ,, /I MANAGEMENT 

I ' I I / I , , CAPACITY I/ 
I /I PLANNING 1, I 
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MANAGEMENT I/ / ' 
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I / ' I 
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DATA BASE 
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------' 
Figure 12. Capacity Planning Interfaces 
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Finally, to be successful, the capacity planl"ing effort 

needs the blessing, attention and respect of top management, 

and management's active commitment to the est ab 1 i shment and 

implementation of the plan. 
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6.0 SUMMARY 

The capacity planning methodology should be a combination 

of performance management ideas and measurement technology, 

Basically a three step process, the capacity plan involves: 1) 

accounting for current usage; 2) forecasting future usage; and 

3) matching resource requirements to a future configuration. 

Input from the client departments is vi ta 1. The c 1 i ents in i -

tiate the workload. Providing service to clients, cost effec­

tively, is a very important objective of capacity planning. 

To account for current usage, the capacity planners must 

begin with a well-defined view of the current system. This can 

be achieved through the use of inventories of hardware, soft­

ware, applications and people. The current workload must be 

defined and measured, as well as consumption of the computing 

resources. 

The next step is to project the future workload. Input to 

this step comes from the clients, MIS and corporate management 

and vendors. Short and long term workload plans by application 

area must be developed. The capacity planners must identify 
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the workload and determine the resources needed to satisfy the 

service requirements that the clients are projecting for the 

future. Growth and/or retraction of resource usage should also 

be noted in the workload plans. Future service levels antic­

ipated must be defined, When initiating capacity planning, it 

is recommended that the planners use the Rules of Thumb and 

linear projection techniques, instead of attempting simu­

lations or benchmarks, 

Then the capacity planners must forecast performance of the 

projected workload on various computer configurations. There 

a.re many techniques for evaluating the ability of future con­

figurations to provide the required services, Again, when ini­

tiating a capacity planning effort, the capacity planners are 

encouraged to use Rules of Thumb and linear projection more 

heavily than simulations. 

It is not necessary to have an elaborate system to start 

benefitting from capacity planning, Development of a complete 

capacity planning function is an evolution that takes years to 

complete due to both the complexity of the system and the 

learning curve for the planners and the user community. 
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lf management does not recognize the need for capacity plan­

ning, efforts to develop a plan will not be taken seriously by 

the organization and the plan will not be given the attention 

required to produce an effective methodology. 

Capacity planning is an iterative process that requires 

cooperation with and continuous feedback both to and from all 

affected parties, Unless developing the plan is a cooperative 

effort amongst all areas affected by it, success wi 11 be doubt­

ful. 

The scope of the plan should be conservative. An initial 

capacity plan should not try to include all types of resources. 

The planners should concentrate on the processors and storage 

devices. Other resources can be included after expertise in 

capacity planning has been acquired. Processors are the most 

critical system resource to plan for since they are the most 

expensive and have the longest lead times for ordering, Fur­

ther,. the planning horizon should be limited 5Uch that it does 

not exceed two years for the initial plan. 

A capacity planning methodology must be as independent as 

possible of any specific vendor's products. All products 

should be viewed as inputs to the capacity planning process. 
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Careful planning is important when implementing a capacity 

planning process so that disruptions to the planning function 

due to product changes or vendor changes can be mini mi zed. 

Capacity planning must be an on-going activity. The comput­

er industry is a dynamic environment where things may not go 

exactly as planned, requiring constant monitoring. Once the 

plan is developed, it will require updating at regular inter­

vals, perhaps quarterly, and as needed as a result of signif­

icant events. Routine monitoring of performance parameters by 

the capacity planners will be beneficial to the planning 

e f .f o r t . Tr a ck i n g per f o rm an c e p a r am e t e r s on a c on t i n u i n g bas i s 

allows one to gain certain system insights not always possible 

from a blitz type of data gathering effort, 

Cost-effective service should always be emphasized, not 

state of the art hardware. 
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