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ABSTRACT
¢

- Within a flow assembly shop a multiple component
item can be identified for specific customer orders at
the start or end of the assembly production process. If
customer orders are identified at the beginning, then
rawv material is dedicated at this point for the manu-
facturing of these orders. An alternative method would
be to move the point of customer order identity to the
end of the assembly process. The assembly shop would
then become a generator of unallocated inventories against
which customer orders could be matched. This .point of
identity, when used to specify specific customer orders,
affects both machine throughput and in-process inventory
levels. To date, there have been no studies made to
determine which approach, if either, affords the most
optimal shop operation;

To study the effect of moving the point of customer
order identity a mathematical model was developed, and
actual shop data from a Western Electric Cable Plant was
used to determine the model's feasibility. An extension
of a mathematical model presented by Kornbluth and

Lepage [23] was used in the formulation of the cable shop

under consideration. The solution of the model was via a

’

restricted entry linear programming computer program.
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The measure of effect on shop performance was machine
throughput,

The results of this initial investigation for a
limited number of cable core types indicated that machine
throughput could, in fact, be increased over planning
horizons of 24 and 36 hours when the point of customer
order identity was moved to a later operation. This
increase in throughput was due, in part, to a reduction
of set-up changes with a slight increase in unallocated
in-process inventories. With a Planning horizon of 48
hours greater machine throughput was realized,with an
iIncrease in machine idle time at the second assembly

operation,by leaving the point of customer order identity

at the beginning of the assembly operation.
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CHAPTER 1

INTRODUCTION

Consider a cable manufacturing plant which is
divided into two areas (see Figure 1), the wire shop
and the assembly shop. Although the areas are physically
under the same roof there i; a distinct difference in
the nature of their operation. The wire shop produces
twisted wire for inventory which is the buffer stock
between the two shops, and the assembly shop generates
customer orders that are due to be delivered within a
one week horizon time. Theoretically, this means the
assembly shop does not create unallocated in-process
or finished goods inventories.

The first operation in the wire shop is the
reduction of copper rod to 12 or 13 gauge wire, This
intermediate size wire is further reduced to a final
size of 19, 22, 24, or 26 gauge, and a plastic insula-
tion is applied at a tandem insulating operation. Finally,
the single conductors are twisted together to form pairs.

In the assembly shop the twisted pairs are again twisted

If larger cable cores are desired the units are again

twisted together at the cabling operation to form large

........



cable cores with up to 900 pairs.

large and small, are then sent to the sheathing

operation where a protective sheath is applied to

form a finished product.

PRODUCT FLOW IN CABLE MANUFACTURING

4

The cable cores,
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The twisted wire inventory must be maintained in
such a manner as to ensure the stranding operation has
the right twisted pairs available. Inventory control
1s accomplished by means of a simple "smoke-stack"
procedure. At the start of each shift a physical in-
ventory report is posted on a board for each twish length,
1f the inventory for a particular twist length is less
than a certain level, then set-up changes are made from
those twisting machines whose inventory is not being
drawn from to increase the reduced inventory. This is a
simple means by which the wire shop can plan its produc-
tion so the assembly shop has the right type of wire for
its operation.

As stated previously, the assembly shop production
is based on customer orders that are identified at the
stranding operation. As shown in Figure 1, an alternative
method would be to move the point of identity to the
sheathing operation. The stranding and cabling operations
would now become generators of inventory against which

specific orders are matched at the sheathing operation.

. In other words, the boundaries of the wire shop would be

extended into the assembly shop, To date, there have
been no studies made to determine which approach, if
either, affords the most optimal sequencing schedule.

Since orders are now sequenced through the three assembly

R




operations, this ensures, at the expense of shop
efficiency, that service is met with a minimum of
in-process and finished goods inventories.

It is worth pointing out that the wire shop main-

tains high throughput and capacity utilization because
their operation does not depend directly on specific
customer orders. Their main concern is generating
buffer inventory which is later applied to orders.

The objective of this investigation is to measure
the effect of moving the point of customer identity from
the stranding to the sheathing operation. A measure of
the effect is the extent the assembly shop increases
throughput and capacity utilization. Multi-unit cables
will be split into sub-units which, in turn, would be
handled as individual jobs. As a tool for analysis, a
mathematical model of the stranding and cabling operation
is formulated. Since “inventory and set-up times have a
direct effect in determining the feasibility of moving
the point of job identity, the article by Kornbluth and
Lepage [23] leads itself, with modification, to such an
investigation. In their multiple stage, multiple parallel

machine continuous flow production model the question the
madel attempted to answer was, can a minimum number of

items be produced in a given schedule horizon? And if.

so, how many more could be produced before the system
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capacity were reached? Set~-up times and in-process in-
ventory were included in their model for determining tﬂe
optimal sequence, The solution to the model was obtained
using a restricted entry technique similar to the one
used in separable programming. This technique overcomes
the size limitations set by zero-one integer programming
formulations in the solution of large realistic problems.
Because actual shop data from a cable manufacturing
plant will be used to evaluate the model, the results
will be scaled to preserve their proprietary nature.
While the absolute meaning of‘the results is destroyed,
the evaluation of the feasibility of the model for the

Particular application remains intact.




CHAPTER II

REVIEW OF THE STATE OF THE ART

Sequencing has been a topic of considerable
research in recent years. Though the basic problem
of optimally sequencing production is generally the
same, the individual research differs significantly
by the ;ssumptions made with respect to the production
system and the nature of the work to be performed with-
in the systen. Usually the system to be studied can
be described by making the appropriate choice from
each of the following five classifications:
l. Type of production environment,
a. Flow shop
b. Job shop
2., Jobs available for processing.,
d@. N-finite deterministic jobs
b. An undetermined number of jobs arriving
continuously, but randomly. This is
often referred to as a stochastic system,
3. Number of compoﬁent parts comprising a job.
‘@, Single-component jobs

b. Multiple-component jobs

et




“v4. Number of stages a componené part passes
through until a desired staté is reached.
a. Single-stage operation
b. Multiple-stage operations
5. Number of machines within a given stage.

a. Single-machine stage

b. Multiple-parallel machine stages
Thus a (la-2a-3a-4a-5a) classification of a system would
- describe one in which N deterministic single-component
jobs are to be sequenced through a one machine, one stage
flow shop. In the literature most of the work that has
been done with regard to the sequencing problem appears
to be of the (la-2a-3a-4a-5a), (la-2a-3a-4a-5b),
(la-2a-3a-4b-5a), and (la-2a-3b-4a-5b) variety. For
representive examples of these systemssee Bowmann [5],
Dantzig [6], Dudek and Ghare [8], Elmaghraby [11],
Gilmore and Gomory [1l4], Glassey [15], Manne [25],
Smith [31], and Young [35].

A stochastic system differs from a deterministic
system in that probabilistic elements enter intd the
formulation in one of the three forms: (1) the set of
N jobs is dynamically varying in a stochastic fashion,
(2) the requirements of each job (concerning route,
processing times, engineering content, etc.) vary

stochastically, (3) the characteristics of the processors

......




(availability, suitability, number of processors, and
so forth) change stochastically [10]. The order in
which the machine numbers appear in the operation of
individual jobs determines whether a shop is a flow
shop or a job shop. A flow shop is one in which all
the jobs follow essentially the same path from one
machine to another. This is contrasted by the job
shop where each job has its own individual route over
the machines in the shop.

Four of the basic approaches to the solution of
the deterministic sequencing problems are: (1) Com-
binatorial analysis, (2) Graphical aﬂalysis, (3) Heuristic
algorithms, (4) Mathematical programming. Combinatorial
approaches are based on the changing of one permutation
to another by "switching around" of jobs that satisfy
a given criterion. The fundamental concept in this
approach can best be expressed by a theorem which was
developed by Smith [31]. Their efficiency depends on
how effectively enumeration is curtailed. To date, the
effort with these approaches has proved the most success-
ful in the search of exact solutions. Literature
references for combinatorial approaches include papers
by Bellman [4], Gapp, Mannkekar, and Mitten [12], Gilmore

and Gomory [1l4], and Smith [31].

10




Graphical épproaches are based upon a geométric

Interpretation of feasible schedules that are repre-

sented by paths in an N-dimensional rectangle. The

algorithm is not limited by the number of machines,

but

1t becomes unwieldy as the problem size increases.

Hardgrave and Nemhauser [18] developed the approach

for

out

for

are

a 2-job M-machine problem but were quick to point
that hand computations appeared to be practical
at most three jobs.
According to Elmaghraby [10] heuristic approaches
based on two principle concepts:
l. The use of controlled enumeration techniques
for considering all potential solutions.
2, The elimination from explicit consideration
of particular potential solutions which

are known to be unacceptable.

Heuristic algorithms have presented the best approaches,

with regard to computational effort, to very large

problems yielding near optimal solutions but with no

guarantee of optimality. If carried to completion, they

do guarantee the discovery of an acceptable solution if

one

exists, or the knowledge that none exist. Their

basic advantage has been the relatively small computation

effort required for any size problem. Tonge [32] suggests

that this approach is at best an art since there is no

11
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underlying analytic framework.

General mathematical programming approaches include
linear, dynamic, convex, quadratic programming, integer
Programming, networks of flow, Lagrangian methods, and
the like. The following are representative of the great
number of articles that have been published on this
subject: Bowman [5], Dantzig [6], Dudek [8], Elmaghraby
[11], Glassey [15], Gorenstein [16], Greenbery [17],

Harris [19], Kornbluth and Lepage [23], Manne [25],

Palmer [27], Rothlsofp [28], Senju and Toyoda [29], Von
Lanzenover [33], and Wagner [34]. Mathematical program-
ming approaches seem to have great potential for the
solutions of the general problem. Linear programming
and zero-one integer programming seem to be the most
commonly used mathematical programming approaches used
in attacking scheduling problems.

A principal characteristic of all algorithms, aimed
at the solution of sequencing problems, is the magnitude
of the computation effort involved. Although this effort
is very small compared to total enumeration, it increases
very rapidly as the size of the problem increases. Ac-
cording to Gere [13] and Sisson [30], to overcome this
dimensionality problem most prior sequencing formulations
which are carried to solution impose in part or in whole

the followingsimplifyingvassumptions:

12




There are no random or uncertain elements.
The time to process each job on each machine
is known.

Th; technological ordering for each job is
given. Once the job routing is given no
alternative routings are permitted.

Each job is an entity, even though it might
be composed of individual parts. This
eliminates "Job Splitting" between machines.
It also eliminates assembly operating.

A machine may not process more than one job
at a time.

Once a machine has begun to process a job,
it must complete that job before starting
on another.

Manpower of uniform ability is always
available and machines never break down.

Due dates are known and fixed.

The;e is only one of each type of machine

in a process.

Research in the one machine deterministic sequen-
cing problems where the above assumptions have been imposed
has been extensive. According to Elmaghraby [7], the
optimal sequence has been found that minimizes the (1)

maximum tardiness, (2) weighted sum of completion times,

13




(3) weighted sum of tardiness, (4) total cost of

tardiness, (5) total penalty if the jobs are "related"

to each other, (6) total setup time or setup cost (when

either is sequence-dependent), (7) total cost of pro-

cessiﬁg when the processor is characterized by a single
state-variable, (8) number of changeovers when the

products are subject to a demand schedule, (9) total ///
cost of production to produce, but independent of

sequence. Undoubtedly the study of the single machine

case has shed light on the more complicated multiple

machine problem.

Jobs can be identified at either the start or end
of a process. This point of job identity, when used to
specify specific customer orders for multi-component
items, will determine machine utilization and in-process
and finished goods inventory costs. To date no one has
specifically examined the problems associated with and
trade offs of job identity within a process,

For an extensive review and bibliography of

sequencing see [7] and [10].
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CHAPTER III

MATHEMATICAL MODEL FORMULATION

Problem Formulation

The material flow between the stranding (Stage I)
and cabling (Stage II) operations can be illustrated

as shown in Figure 2 . Cable units which are produced

STRANDER 1

STRANDER 2 |
STRANDER 3

CABLER 1

CABLER 2

L]

UNIT TRUCK
IN-PROCESS
INVENTORY

CABLER K

Figure 2

MATERIAL FLOW
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at Stage I go into intermediate gstorage bétween the two
stages. Thesé units remain in inventory until there is
sufficient stock to construct a particular cable core.
Output, a standard linear footage based on gauge and pair
size, of the two stages is taken up on unit and core
trucks.

Sequencing through the system is constrained by
the machine capacity at each stage, the amount of
in-process inventory which is allowed to accumulate
between the stages and minimum and maximum number of
cable cores which are required in a given planning
horizon,

In the subsequent formulation of the model, the
notation and definition of terms will be, where
applicable, consistent with the continuous flow model
presented by Kornbluth and Lepage [23]. To handle the
case of a discrete-multiple unit process some of the
continuous flow éonstraint equations in the original
model were modified and a constraint was added for the
removal of twisted wire.

The production capacity of a machine for each
discrete time period is divided into two parts. (1)

a penalized capacity which is equivalent to the maximum

throughput for a period less the throughput lost during

16
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a set-up change, and (2) a changeover capacity which
18 equivalent to the capacity lost during a set-up.

Thus a machine'g throughput is given by the equation:

penalized capacity + changeover capacity =
throughput. (1)
A set-up in a given period. will not be required
f the following two conditions hold: (1) only one
material has been scheduled for production in the
period under consideration, and (2) the machine was
working on the same material at the end of the previous
period. By utilizing a restricted entry into the basis
for the linear programming solution, the modél is able
to consider set-up times (changeover capcaity) in its
attempt at optimization.. The changeover capacity will
be able to enter the basis only if the above two con-
ditions hold. The machines throughput, if a set-up is
not required, is given by equation (1). If a set-up
change is required in the period on the machine specif-
ied, then the changeover capacity is not allbwed to

enter the basis, and the.machine capacity is given by

the equation:

penalized capacity < throughput (2)
In the development and solution of the problem it

was assumed that all units and cable cores could be

17
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produced on all machines in the respective stages. In
the system this model was developed for, the above | :
assumption is realistic. For other applications this

restriction could be relaxed with minor adjustments in

the constraints of the model.

Notation

(1) Let n be the number of equal discrete time
periods in a given make-span of total length
N, =n=1,2,...,N.

(2) A set of L different cable cores are manu-
factured from a combination of J units.
Cable cores are differentiated by number of
units and gauge.

; (3) Cjz is the number of units j required to
assemble a particular cable code 2.

(4) Sj i1s the number of units j which can be
Processed immediately at Stage II at the
beginning of the sequencing run.

(5) Gj is the upper limit on the number of
units j which can be in storage at the
end of each“tim; period n. The maximum
total infermediate storage of all units

,,,,,

J at any time is limited to G.
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(6)

7)

(8)

A

\\(m N

EQMIN and EzMAX are ‘the minimum and maximum

limits placed on the cable cores to be produced

in a given planning horizon. The minimum and

maximum units are denoted by MjMIN and MJMAX.

The relationship of these limits is given by:

MAX - MIN

M > M

] - ]

MJMAX < min {number of unit trucks
available, machine
capacity}

» MAX MIN

B, 2 E

EzMAX X min {demand during make span,

number of core trucks |
available, machine capacity}

)iMMAX+S

j ]

MIN
Cig * (E 3

Let Mij represent a penalized throughput

MAX
2

MIN
2

.czjzz * (E

)X M

capacity for machine i and unit j in Stage I.
Mij 1s equivalent to the maximum output in

one time period less the lost production due
to a set-up change in that period. Qij
fepresents a changeover capacity for machine

i and unit”j in Stage I. Qij is equivalent’to
the lost output during a set-up change.
Similarly Ekz and Zk2 refer to the penalized

and changeover  capacities when processing

19

e — o i e

T T I S S e e 2 Sl e AR e ey e .




cable core 2 on machine k in Stage II. Ekz is
equivalent to the maximum output in one time
period less the lost production due to a set-up
change in that period. Zkz is equivalent to
the lost output during a set-up change.

(9) Let Dgn be the number of twisted reels in
inventory ahead of the stranding operation
of gauge g in period n. Agj is the number of

twisted reels of gauge g required to make one

unit j.

Variables

The variables of the model in Stage I are:
Tijn represents the fraction of machine i's penalized
capacity which is allocated to processing unit j in
period n for Stage I:

O»iTijn <1, for all i,j,n. (3)

Rijn represents the fraction of machine i's changeover
capacity (added throughput) which is allocated to
unit j in period n for Stage I if a set-up is not
required:

0 < Rijn <1, for all i,j,n. (4)

Tijn and‘Rijn are tied by the restricted entry condition:

>0 =]
Rijn [=O] implies Tijn [<1], for all i,j,n.

20
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Constraints

'Thus no changeover capacity can be claimed, a set-up

will be required, unless the program chooses to
schedule unit j on machine i for the entire period n,
The variables of the model in Stage II are:

P represents the fraction of machine k's penalized

k&in

capacity which is allocated to processing cable core 2%

In period n for Stage II:

0 < szn-i l, for all k,%,n.

W represents the fraction of machines k's change-

k&n

over capacity which is allocated to cable core £ in

period n for Stage II if a set-up is not required:
0 i_szn <1, for all k,%,n.

szn and szn are tied by the restricted ?ntry

4

=]
kon [<1], for all k,%,n.

>0
Wkkn [=O] implies P

Thus a changeover capacity (added throughput) cannot

be claimed, a set-up will be required, unless the program

chooses to schedule cable core % on machine ¥ for the

entire period n.

In all equations summation is\over all possible
98
values of the indices unless otherwise noted (e.g.,

The constraint equationsof the model are as follows

21
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1. Machine Availability. The fractions of a

machine's capacity in any period that is allocated to

each product must total up to one or less.

Thus for Stage I,

§ Tijn <1, for all i,n, (7)
and similarly for Stage II,
E Pkln <.1, for all k,n. (8)

These equations allow, due to fractional quantities,

more than one product to be scheduled on a machine 1in

a given time period. 1Ideally of course one would like

as many Tijn's and szn's as possible to be at their

upper limit of 1, so that set-up changes are not required.
2. Changeover Allowance. Added capacity can be

obtained in the time period n if a set-up on machine i

is not required. The changeover equations for Stage I

are:
'Tij(n-l) + Rijn <0, for all i,j,n. (9)
Rijn can only enter the basis if Tijn = 1. The following

two conditions must be considered for equation (9):
] (a) If O igTijn <1, then Rijn = 0. A changeover
capacity cannot be claimed in period n on

machine i because a set-up will be required

3 to process another material j on machine i

in period n.




(b) If Tijn = 1, then R > 0 because a set-up was

ijn
not required in period n on machine 1i. Rijn
can oniy be greater than zero if the material h|
was scheduled on machine i in the previous

period. This is covered by the term:

113 (n-1) .

which can take values between 0 and 1.

If:
T1j(n-1) =0,
then

Rijn =0,

because a set-up will have to be made in
period n before machine i can start to process
material j.
On the other hand, if:

Tij(n-1)= 1,
then

Rijn = 1,
and an added throughput can be claimed because

the model chose to continue processing the

same material for two consecutive time periods.

If:

: < Tij (a-1) < 1s
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then
Rign = Tiy(n-1)°

because the machine had been working on material h |

for part of the previous period, and has scheduled

to process material j for the entire current period.

Since Rijn can claim an amount equal to the pro-

portion of the time spent by machine i on material

J in the previous period, this is at best a con-

servative approximation to the real systenm.

The state of the system at the beginning of the
Planning horizon can be handled by setting the indices
in equation (9) to:

Rij1 £ Tiy0

The optimizing LP mechanism has a choice to continue to
process material j on machine i in period 1 with a

changeover capacity equal to one.
The changeover equations for Stage II are:

-sz(n-l) + szn < 0, for all k,2,n, (10)

which act in the same manner as discussed for Stage I.
3. Units Processed. The total number of units
which can be processed in Stage I is constrained by:

MAX |
g IZI My Tign * Qy Ryyp < M,750, for all j, (11)

and 5
MIN

g E “13 Tign * Qg Rygq 2 My, for all g, Q.
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4. Cable Cores Processed. The total number of
cable cores which can’be processed in Stage II 1is

constrained by:

. MAX
.é.g Eve Prgn t Zxq Wogq < Ep » for all 2, (13)
and
A +2Z2,, W > BN for all 2 (14)
v - k2 “"kin k2 "k&n = "2 ’ ’
. 5. Cable Core Processing. At the end of time period

n the total amount of cable cores that can be processed

through Stage II must be less than or equal to the total
number of units that were processed through Stage I in
the previous time periods plus the starting stock.
Therefore,

C

B)

ji [Ekl Pkﬁn Tz

ke Wignl-

=]

M

Mol 5~
= SO T IR

iy T13(n-1) ¥ QU4 Rij(a-1)] £ Sy» for

all j, and n'

1, 2’...N0 (15)

6. In-Process Inventory Level. The number of

units of each code which are allowed to remain in

f inventory at the end of a time period is‘given by:

!

M

aad B
=yl

131 T13@-1) ¥ R4y (n-1)"

C + Z

ks Mgl 12 645

;7
k 2

B~
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The cumulative amount of in-process inventory can

not be greater than the total available storage space,

Thus:

Mg Tign * Qg Ryyp -

e I
Y
B~

C + Z

B o~—18

71 0 Feaad 1 2.0,

hE [Ekz szn

for n' = 1,2,...,N. (17)

7. Twisted Wire Inventory Removal. The number of

units j which can be made in time period n cannot be

greater than the amount of twisted wire, which is in

inventory at that time. Thus:
?

n' n
Y Y lA M. T . +Q.R,1<}ID , _.,
{3n g] 1j "1ijn ij "1ijn o g(n-1)
for all g and n' = 1,2,...,N. (18)
8. The Common Non-Negativity LP Conditions Must
Hold.
Thus:
Tijn’ Rijn'l 0, for all i,j,n, (19)
and
Pkln’ szn > 0, for all k,%2,n. (20)

Objective Function.

The objective function of the model is to maximize

throughput and is given by

26 .




ka8
n:.’/.i
i
&
13
,%\
i
i
{

hig
5".
P
gf:..‘
g

o
i
[ 2
é!‘f
.
"Av' .
e

;

! “.’v .
18
i
;Q,
g«“
P
Rk
e
5

1,

'§'§'§ Mig Tign * Q4 Rijn'+'£‘£'£ Bre PrantZia¥ign,
It stands to reason, that this objective cannot be
accomplished if set-up changes are excessive. Therefore,
with the given constraints, the model will try to set
machines up with long production runs of the same type
of product. The results obtained with this model will
be discussed in the next chapter.

For the case under investigation the maximization
of throughput is consistent with present operating
conditions. Management is concerned on a daily basis
with output at the various cable operations. The
objective function could be changed to minimize make

span by assigning to each of the processing variables

(T,. , Pkln) and changeover variables (R

ijn szn) a

ijn?
cost term which is proportional to the throughput
generated by each variable and which increases with
time. The°computer program would have to be changed to
minimize total cost which would result in the termina-
tion of production runs at the earliest possible time
with minimum output requirements being met.

Equations (15), (16), and (17) were modified, from
the original model presented by Kornbluth and Lepage

[23], to handle the case of a discrete-multiple unit

process. This was accomplished by changing the time

27




subscript from n to n-l1 for the Stage I variables in
equations (15) and (16), and the component variable
Cjz was added to the Stage II variables in all three
equations. Also the relationship between the maximum
and minimum production limits ERMAX, ERMIN, MjMAx,
MjMIN was established so their interaction was consis-
tent with the technological configurations of a cable
shop. Equation (18) was added to handle the case of
twisted wire inventory removal. All other equations
are the same as presented by Kornbluth and Lepage [23].
|




CHAPTER IV
COMPUTATIONAL PROCEDURES

To evaluate the effect of the two methods of
ldentifying customer orders (hereafter referred to as
STPID for identity at stranding and SHPID for identity
at sheathing) thirteen measures of effectiv;ness were
calculated and summarized in Table 2. These

measurements are as follows:

(1) Stage I results,
l. Set-ups
2. Units output

3. Units output/Processing time

(II) Stage II results
l. Set=ups
2, Cable cores output
3. Unit of equivalent cable core output
4. Million conductor feet (MCF) output
5. Unit output/Processing time
6. MCF output/Processing time
7. Unit in-process inventory after period 1

8. Unit in-process inventory after period 2

29




(III) System results
l. Total units output

2. Total units output/Total processing time

The common measure of output in Western Electric Cable

Shops, million conductor feet (MCF), is given by the

expression:

N
MCF = (2* No. of Pairs * Linear Footage)/lo6
Processing time is the length of the planning horizon
times the number of machines in the stage.
Results for five schedules (nos. 1 thru 5), each
with varying model input parameters, were evaluated.
™~ Scaled processing rates, job configuration, length of
Processing intervals, initial starting stocks, number
of machines in each stage, and the amount of material
(min. and max. limits) required to be produced in each
stage for each schedule are given in Appendix A.
Within each schedule two Passes were made, one
each for SHPID and STPID jobs. Schedules l, 2, 3 and
4 were executed using an objective function designed
to maximize output from both stages. The results of
these schedules led to Schedule 5 ﬁhich used an objective
function designed to maximize output through Stage II

only.
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Although the model has the capability for initial
machine set-ups (see equations 9 and 10) none were used
in the five schedules to avoid any bias in the results.
Also to avoid bias, initial starting stocks was used in
Schedule 2 only. 1In all schedules the minimum 1imit of
material to be processed was set equal to one. Tkg_
maximum limits on materials were varied between schedules:
and were based, in part, on actual weekly loads.

Due to computer core limitations, the number of
intervals were limited to three and the number of
different cable codes sequénced was set at six. The
six codes, from a possible set of 24 codes that have
to be cabled, required over 50% of the cabling effort
in the month under study. To determine which method
(SHPID or STPID) would allow the most material to be
sequenced in the given planning horizon, the length of
;he processing intervals was set relatively short in
comparison to the amount of material that had to be

processed. Even though material produced in the last

time period is not allocated (in the current sequence)

to Stage II, it can be used as initial starting stock 1if

subsequent schedules are dovetailed. Therefore, Stage 1

results are based on all three time periods while Stage II

.results are based on time Periods 2 and 3. 1In this way,

the effectiveness of sequencing at Stage I in the first
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two time periods can be.dete:mined. If the units are
not made in Stage I, they cannot be scheduled at
Stage II.

The initial basic solution to the LP: preblem is
given with the penalized and changeover variables set
at their lower bound of zero. As the model goes to
optimality, changeover variables (Rijn’ szn) are forced
in and out of solution according to the.walues assigned
to ﬁ&i penalized variables (Tijn’ Pkln)'

Since the LP technique used to solve the various
schedules gives fractional answers for amount of product
to be produced, a rounding rule was applied to the
solutions to give integer values. A fractional quantity
(e.g.,cable cores) at Stage II was rounded to the next
highest value if sufficient material for that code was
produced in Stage I during the appropriate time periods;
ifthot, the quantity of material was rounded down.
Fractional units that were at most .5 were rounded up
in Stage I if they could be processed within Periods 1
and 2. Fractional units of .5 or greater were rounded
up in the last time period and allowed to extend past
the planning horizon. The processing times were
adjusted to reflect the rounding. The results of

the different sequences were based on the planning

horizon only. Therefore, those portions of jobs which

.32
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exceeded the last planning period were not included in
the results,

Solution of the schedules was executed on an IBM
370/145 Computer, and the results were analyzed on a
DEC PDP~10 Computer. Program descriptions are given

in Appendix B.
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CHAPTER V N
RESULTS

The results of applying the two methods (SHPID and
STPID), by schedule, are given in Table 2., 1In general,
for the cases considered, it can be concluded that with
a planning horizon of 24 and 36 hours (Schedules 1, 2
and 4) the SHPID Method allowed mofe units to be processed
in the given time frame., With a 48 hour planning horizon
(Schedule 3) greater system output is realized with the
STPID Method. 1In Schedule 5 for a 48 hour planning
horizon and an objective function to maximize throughput
(units) for Stage II only, the system output was the
same for both methods. 1In all schedules the number of -
units output during Periods 1 and 2 for Stage I machines
was greater with the SHPID Methods. An example of this
for Schedule 4 can be seen in the Gantt Charts in
Figure 3. This explains, in part, why the output (number
of uﬁits) in the schedules for Stage I is somewhat less

for STPID jobs. An example of actual and rounded results

is given in Table 1.

PROCESSING LENGTH OF IDLE

PERIOD 1 ~ TIME INTERVAL TIME
Actual M3(.31) 6.39 16.00 .50
Schedule M5(.69 9.14
Rounded M5(1.00) 12.36 16.00 3.64
Schedule -39

TABLE 1. STPID, Schedule 4 Actual And Rounded

Quantities On Strander 1 Of Stage I.
34 ' '
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SHPID SCHEDULES STPID SCHEDULES
STAGE I 1 2 3 4 5 1 2 3 4 D
Set-ups - 15 13 18 15 13 14 11 13 10 6
Units Output 170 152 261 146 137 168 129 265 120 144
Processing |
. Time | 180 180 240 160 144 180 180 240 160 144
Units/Time .94 -84 1.1 .91 .95 .93 72 1.1 e75 1.0
STAGE I1I _ _ _
Set-ups. 8 10 6 5 7 8 10 9 6 7
- Cores Output 13 18 16 7 12 13 20 23 8 11
Units Output 118 178 147 79 104 105 177 181 69 97
MCF 88 144 115 56 71 83 146 114 60 68
W Processing
v Time 48 48 64 32 6 4 48 48 64 32 64
Units/Time 2.5 3.7 2.3 2.5 1.6 2.2 3.7 2.8 2.2 1.5
‘Inventory ' *
After Period 1 7 4 13 5 8 - 2 - - -
Inventory -
After Period 2 5 6 5 3 - 5 - - - -
TOTALS
Units Output 288 330 408 225 241 273 306 446 189 241
Processing -
Time 228 228 304 192 208 228 228 304 192 208
Units/Time 1.3 1.5 1.3 1.2 1.2 1.2 1.3 1.5 1.0 1.2

TABLE 2. Summary Of Results For SHPID And STPID Sequencing Methods
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Because the processing time of some of the Stage I

STPID jobs was greater than the length of the planning

interval when the units were rounded, the length of
processing extended into the next interval. This was

the case in all five schedules for the M6-STPID job.

The only schedule that had to be revised to reflect this

condition is shown in Figure 4., Cable core type E6 could

not be started on Cabler 6 until M6 was completed on
- Strander 1, sometime after 35 hours.

Starting times on Stage II jobs could be "pulled

up” (L.e. to reflect a real feasible sequence) to start

as soon as they were completed on Stage f machines.
This would overcome the delay constraint of the model,
but it would create more idle time between jobs at
Stage II because joﬁ queues would not be allowed to
build up aheadAgf Stage II. The results point out the
fact that the stranding operation was not able to
produce enough units to keep two cablers busy. The
queue ing of jobs for longer production runs more
realistically represents cable shop operation. There-
fore, no attempt was made at "pulling up".

The amount of twisted wire was held constant
(2000 reels/gauge/timeperiod) over all 5 schedules,

as was the amount of in-process inventroy (100 units/

-

period/ code and 100 total units/planning horigon). The
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results of the schedules showed that the in-process
invent;ry constraint values were set so loese that they
were, in fact, not constraining.

Since initial machine set-ups were not used in the
sequences, a set-up had to be made (and was counted as
such) at the start of each schedule. An additional
set-up was not ceunted when M1 and M4 STPID jobs were
sequenced. 1In the actual construction of these jobs a
set-up has to be made when going from 25-pair to 50-pair
units. For example, in Schedule 3 only 13 set-ups were
counted as being made at the Stage I operation. Because
there were 6-M1 and 3-M4 jobs scheduled, there were,
in fact, 22 set-ups made. It is common practice in a
cable shop not to count set-ups as being made when
processing M1 and M4 type of jobs. Thus, the results
tend to penalize SHPID jobs since all set-ups were
counted.

In Schedules 1 thru 4 the optimizing LP mechanism
always sequenced more M1 and M4 STPID jobs hecaugg/of
their shorter processing time in comparision to M2, M3,
M5 and M6 STPID jobs. This accounts for the fact that
while the number of cable cores in these<schedu1es is
~greater for STPID jobs the total MCF is less than or
equal to the MCF for SHPID jobs (see Table 3)., There-

fore, to maximize total unit throughput, the model
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choge Jjobs with shorter processing times and with less
MCF at Staée I to sequence through Stage II. On the
other hand, the SHPID Method allows the flexibility

of splitting cable core unit components on machines in
Stage I so that while the total processing time for
units is equivalent, the model has a greater choice

of cable cores to sequence. The difference in process-
ing times between E4 and E6 jobs is not significant at

Stage II.

SHPID METHOD El E2 E3 B4 E5 E6 Total
[-F:94 — = e no Ra By 6 Total

Cores Output 8 1 2 1 1 3 16
Unit Equivalent

Output 56 12 24 7 12 36 147
MCF 27 10 20 5 8 45 115

~ STPID METHOD | . - ~
2o e -

e e sy P et e P .

ro
i
b
o
'é‘ ‘
i
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a

i
ﬁf,
i
i

’ R

A

Cores Output 15 1 1 4 1 1 23
Unit Equivalent
Output 105 12 12 28 12 12 181
MCF 51 10 10 20 8 15 114

— —_— e e e

TABLE 3. An Example Of The Output At Stage II .

(From Schedule 3 0f Appendix A)

As Table 4 shows, the combination of E1 and Eé4 jobs

was always greater than any other combination of jobs in
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the STPID Model. The SHPID Model tried to sequence as

many cores as possible from those cores which had the
largest maximum value in the set of Ez jobs (2-1,2,...,6),
Thus, the STPID Model gave biased cable core outputs with
respect to El and E4 jobs while the SHPID Model tended

to give a better distribution of putput with respect to‘

weekly load requirements.

Core Weekly SHPID STPID
Week Type Load Cores Output Cores Output

1° El 4 1 A

E2 1 - 1

E3 12 4 o 1

E4 6 2 5

ES5 3 3 1

E6 4 1 1

e e

2 El 2 1 2

E2 2 - 1

E3 1 1 . 1

E4 8 8 7

E5 2 2 1 .

E6 5 1 - 1 |
3 El 8 8 6

E2 4 3 3

E3 6 1 1

E4 2 1 2

E5 1 1 1

| A Y 1 1 | 1 o
—__—__—_—'—_—————-—————-————-——__.__

TABLE 4. An Example Of The Distribution Of
Core OQutput At Stage II (Ffbm

Schedule 1 of Appendix A)

)
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Schedules 1 thru 4 tended to indicate that the
output at Stage I was greater for SHPID jobs while the
output.at Stage II was greater for STPID jobs. Also
there were more units left in in-process inventory at
the end of Period 2 for the SHPID Method. This
indicated that the units were being made in Stage I
but were not being sequenced through Stage II. There-
fore, the objective function for Schedule 5 was changed
to maximize output through Stage II. Although in
Kornbluth and Lepage's [é3] paper greater system output
was obtained when maximizing both stages ("push-pull"’
effort) the results of Schedule 5 indicate that greater
Stage II throughput for the SHPID Method is realized for
the "pull" effort only. With this objective function
thé LP mechanism is not concerned with getting added
throughput (changeover capacity) in Stage I. The effect
in the planning horizon of increased set-ups (547) for
SHPID over STPID jobs can be seen in the reduction of

output in Stage I for this schedule. However, cable

- cores, units equivalent, and MCF was greatér in Stage II.

Also there were no units left in inventgory at the end
of Period 2. An explanation why output (cores, MCF
and units) is greater when the "pull" objective function

is used is that the two stages are not tied together
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by a continuous process in a cable shop as they were

in Kornbluth and Lepage's model [23]..
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CHAPTER VI
CO&CLUSION AND EXTENSIONS

This thesis dealt with the development of “a
procedure for loading machines in an assembly operation
(cable shop) that allowed machine throughput to be
measured when the point of customer order identity was
moved from the first operation (stranding) to a "down-
stream" operation (sheathing). It was hypothesized that
this "downstream" shift would increase machine throughput
because the system would become a generator of unallocated
inventories which would later be matched to specific
orders at the beginning of the sheathing operation. As
a tool for analysis, a mathematical model of the stranding
and cabling operations was formulated.

The mathematical model that was developed for this
analysis was an exten;ion of the model presented by
Kornbluth and Lepage [23] for the case of a continuous
flow production line. Their model was modified to
handle the case of a multiple-discrete item assembly
operation, and a raw material inpﬁt constraint was added.
A restricted entry feature was incorporated into a
standard linear programming package to allow for set-up

times in the solution of the scheduling problém.
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Actual shop data from a cable shop was used to
demonstrate the model's feasibiliéy. The initial
investigation showed that moving the point of customer
order identity from the stranding operation to the ‘
sheathing operation (STPID and SHPID) did, in fact,
increase throughput in most schedules, with a slight

increase in inventory.

The percentage of increased system output (units) 3

of the SHPID versus the STPID Methodologies is given
below. As the percentage of increased outpﬁt indicates,
system throughput in most cases is better when the SHPID
Method is used. This is not the case in Schedules 3 and
— 5 when the length of the‘ﬁienning horizon (48 hours) was

s
longer than in the other th;ge schedules.

TOTAL UNITS OUTPUT £ INCREASE OF
SCHEDULE SHPID STPID SHPID UNIT OUTPUT
1 288 273 5.2
2 330 306 7.2
3 408 446 -9.3
4 225 189 16.0
5 241 241 0.0

A 48 hour planning horizon allows the stranders to
(Puild up more inventory in Period 1, thereby keeping the
Lablers busier in Period 2. If there is a limited amount

\.
of starting stock at the beginning of the planning period,
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the disadvantage to a 48 hour planning horizon as compared
to a 24 or 36 hour horizon is the amount of cabler wait
time increases (50%Z and 25% respectively) while the
inventory builds up.

In.gen;ral, for the cases considered, it can be
concluded that when the planning horizoh is short (24 to
36 hours) the SHPID Method increases system throughput.
The greatest percent increase (16.0%) occurred with a
short planning horizon of 24 hours. As the Gantt Charts
in Appendix A show for this schedule, the lost output due
to rounding is not significant for the STPID Method. It is
worth pointing out that the present sequencing mode in
mosthesteip Electric Cable Plants is over a 3 shift, 24
hour period. ‘

Output was increased, in part, as Table 1 shows, by
having fewer set-up changes at the cabling operation with
an increase in unallocated in-process inventories for the
SHPID Method. Since this inventory can be controlled with
constraint equation 18, an upper limit can be set on its

level so a feasible operating state can be mantained. Other

~advantages of the SHPID Method are as follows:

l. A better distribution of cable cores output with
respect to weekly load requirements. This is
due to the fact that the cablers have the
flexibility to choose a wider variety of cable

cores to make,
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2, In a production environment if units are’
found defective after the stranding operation
(unit testing is in fact performed here), they
could be "swapped" with unallocated units from
inventory. In this way, the cablers do not have
to wait until the defective units are repaired

before they start their operation,

The cable shop under consideration in tﬁis report
was restricted in terms of the number of diff;rent types
of cable codes and time periods in the computational
results. Also in determining the effect of moving the
point of customer identity, the last operation (sheathing)
was not considered in the analysis. Even though the
SHPID Method showed favorable results for this initial
investigation, additional experiments need to be perfofmed,
with the above considerations, before any real conclusion
~to the question of increasing machine throughput in a
cable shop by moving the point of customer order identity
can be drawn.

From a solution standpoint the number of different
jobs and planning intervals is limited in this model,
like most algorithms, to computer core size. For the
system presented the number of constraint equations was

213 while the number of variables was 477. To overcome
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the computer dimensionality problem so additional cable
codes and time periods could be added in the analysis,
Manne's concept of "dominant schedules" [26] might be

of use. He suggests that only a basic subset of "dominant"
or efficient possibilities should be included in the model
since in all likelihood the optimizing routine will choose’
one of these. This procedure can reduce the problem size
quite considerably without seriously reducing its optiw-
mizing potential.

The impact at the sheathing operation of sequencing
jobs based on the SHPID Method should be investigated to
determine system (strand, cable and sheath) feasibility.
For example, at one extreme, the cable core queues could
build up to such an extent at the sheathing operation
that the cabling operation would run out of empty core
trucks for their operation and would be forced to shut
down. This situation, if allowed to continue, would
force all the operations to shut down. On the other hand,
the sheathing machine idle time (waiting for work) could
become excessive and customers orders would not be
completed in a given time frame for a service criterion
to be meet,

The sheathing operation could be included in the

model by simply defining a set of variables that are

IJ&
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similar to the Stage II variables and adding the
appropriate constraint equations. This would 1ncrea§e

the present two stage system to a three stage system

(a .50 increase in problem dimensionality). An alternative
would be to adapt a sequencing rule such as first-come-
first-serve (FCFS) and measure the core truck turn around

time and sheathing machine idle time.

Possible other two stage areas for application of the
model in a cable shop are: (1) the cable test and
sealing operations, (2) strander-cable (this 1is a one
stage operation in some cable plants) and sheathing
operations, (3) stranding and twisting operations, and
(4) insulating and twisting operations., The application
of the mathematical model in this report is not limited
in use to only the presented system. It can be used with
very little re-programming in any two stage multiple-

discrete item and multiple-machine system as an aid in

|
|
|
|

production planning. The model has the flexibility to
allow the user to choose for his specific system the
metholodogy which gives the best operating results
(i.e., identifying jobs at the start of the assembly
operation or at a later "downstream" operation); After

this determination the model can be used as an analytical

guide for sequencing jobs through the production process.
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APPENDIX A

NUMERICAL DATA FOR THE CABLE SHOP

UNDER CONSIDERATION

Material Definition

(1) Standard linear footage (strander load) for

material at each stage. The difference in footage
between the Stage I and Stage II output is due to
the helix when units are twisted together to form

cable cores.

STAGE GAUGE PAIR SIZE LENGTH
I 22 25,50 17000
. 24 25,50 26000
II 22 200,300 16800
600 16700
24 200,300,600 25200

(2) Stage I SHPID Codes (Units).

Symbol Material

M1 25 pair, 22 gauge
M2 5 0 n "
M3 25 pair, 24 gauge
M4 50 " "

(3) Stage II SHPID Codes (Cable cores).

- Symbol Material Constructio
El 200 pair, 22 gauge (6)M1, (1)M2

E2 300 " X (12)M1 f

E3 600 " " (12)M2 o

E4 200 pair, 24 gauge = (6)M3,(1l)M4 o

E5 300 " X (12)M3 .

E6 600 " " (12)M4 E
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(4) Stage I STPID Codes (Units).

Symbol Material Construction
M1 200 pair, 22 gauge (6)25,(1)50 pair, 22 gauge
M2 300 " (12)25 pair, 22 gauge
M3 600 " " (12)50 "
M4 200 pair, 24 gauge (6)25,(1)50 pair, 24 gauge
M5 300 " (12)25 pair, 24 gauge
M6 600 " " (12)50 "

(5) Stage II STPID Codes (Cable Cores).

Symbol Material Construction
E1l 200 pair, 22 gauge (1)M1
E2 300 " (1)M2
E3 600 " " (1)M3
E4 200 pair, 24 gauge (1)M4
E5 300 " " (1)M5
Eb6 600 " " (1)M6
Processing Rates (

(6) SHPID job processing rates (strander loads per

hour) for Stage I machines.

MATERIAL
M1 M2 M3 M4
Machine 1, 4.9 2.7 3.1 2.0

(i=1,...,5)

(7) STPID job processing rates (strander loads per

hour) for Stage I machines.

Machine i, 0.6 0.4 0.2 0.4 0.3 = 0.1

‘a (i=1,ooo,5)
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(8) Processing rates (strander loads per hour) for
Stage II machines. These rates are the same for

both SHPID and STPID jobs.

MATERTAL
EL E2 E3 E& E5 E6

‘Machine k, 2.1 0.9 1.4 1.5 1.2 1.0
(k=1,2)

(9) Changeover time was assumed constant at «5 hours

per set-up change per stage.

Constant values

(10) Initial starting stock. Starting stock was
assumed to be zero in all schedules except
\ Sehedule 2. The amount of material available
is equivalent for both methods.

MATERTAL |
L 82 83 s4 85 56

SHPID Method 24 14 24 14 - -~
STPID Method 2 1 1 2 1 1

(11) The amount of twisted wire available in each
sequence.
MATERIAL \

! Period D1(22 gauge) D2(24 gauge)
1 2000 2000

2 4000 4000
3 | 6000 6000
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(12) Intermediate stock limits (Uaits).

1 2 3 46 5 6

Finished Stock (Gj) 100 100 100 100 100 100

Maximum Stock (Fj) 100 100 100 100 100 100

Maximum allowable stock (G) on all Materials =100

Material Limits

(13) Product requirements (units) Stage I. A minimum

limit of one unit was placed on all material.

SHPID METHOD MAXIMUM LIMITS

Schedule Week M1 M2 M3 M4 Total
1 1 36 148 72 54 310
) 2 36 14 72 68 190
L~ 3 96 80 24 14 214
2 1 12 134 48 40 234

2 12 - 48 54 114

. 3 72 66 - - 138

3,4 4 174 55 48 40 317
5 3 96 80 24 14 214

STPID METHOD MAXIMUM LIMITS

Schedule Week M1 M2 M3 M&4 5 M6 Total

1 1 1 4 1 12 6 3 4 30
| 2 2 2 1 8 2 5 20
; 3 8 4 6 2 1 1 22
] 2 1 2 - 11 4 2 22
1 2 - 1 - 6 1 & 12
] 3 6 3 5 - - - 14
] 3,4 4 19 5 3 4 2 3 36

5 3 8 4 6 2 1 1 25
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(14) Product requirements (cable cores) Stage II. A

minimum limit of one cable core was placed in all

material,

MAXIMUM LIMITS

Schedule Week "E1 E2 E3 E4 ES5 E6
1,2 1 4 1 12 6 3 4

2 2 2 1 8 2 5

3 8 4 6 2 1 1

3,4 4 19 5 3 4 2 3

5 3 8 4 6 2 1 1

Schedule Description

The results of Schedules 1 and 2 are an average of
three separate sequences. Each sequence had a different
maximum amount'of material (weekly load) to be made.
Because Schedule 2 was allowed starting stock, the
maximum limits at the Stage I operation were reduced
accordingly,

The number of Stage II machines (cablers) was the
same for all schedules, 2 machines. Schedules 1 thru 4
had 5 machines (stranders) available for processing units.
The number was reduced to 3 machines for Schedule 5. The

length (hours) of each proceséing intervals is as follows:

T IME

SCHEDULE - INTERVAL
1,2 12
3,5 a 16
4 8
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Material Produced
The Gantt Charts that follow are the rounded

results as discussed in Chapter IV of each schedule

for each method considered. Stage I output is represented
by the quanity under each column headed ST i (i=1,...,5),
and Stage II output is under the columns CB‘k(k=132); The
type of material scheduled is represented by a three
digit number (ABC) with the following noﬁenclature:

(1) A: The stage (1,2) the material is scheduled.

(2) B: Type of material (Mb,Eb) scheduled.

(3) C: Time period (1,2,3) material is scheduled.
The five digit number at the bottom of each material
scheduled represents the quantity made.

The Gantt Charts were executed by a routine which
is part of a heuristic gequencing system [2] that was

developed at the Western Electric Engineering Research

Center,

P O e L R o e N S T e e R
T e T T T L R e e s e S B NS

b
- q
55




)

S\

b

5o -
DR
by

-
Ly
-
)
ki

o
%ﬁ; -
I
i
-
M
.
RIS
A
sy
Py
|
:.

GANTT CWHART OF MACHMINE ACTIVITY

GANTT CHART OF MACHINE ACTIVITY

o 0o On GO @t Gv GO GO G o e G oo oo Uy

’ | I’;.

0300010!";!o

° ) - e ® ) .. e
L 3 oo we we P) o e oo - QO o ol
~N QN rmiIem 1 e
- ] L ) 1t v I 1N 1 e
L & ) N P N I NN IO
o oe e & o>e oo o o B - B
® ) e . ® ™ e
L ) oo & o we oo \§ oe o4 ol o4
N I N I aeanNnN I OoMmMame
e o} N | S E . C .V . w0,
| & ) N P QN 1NNV
oo oo oe oo (s os B [ % 9
) o - * - L [
0n >o G° OO G G0 SO Be G & oo o+ ) - oo of oo e e Be Se e oo e - B Ov 06 &0 O
L 2] reanN | @ r™
- v P& e I n B 3
W - ! & « | & L 3K .
o6 G0 S0 G0 G 60 oo on o o o B) - oo & - oo Gv v Gt GO ee B -e e
® e ® . - L 3 -
L4 oo ®e & ®0 & oe ®e o5 @o o N - oo 08 ®¢ oo 8o oo o ¢f
L 0 N ' Q™ [ - §
I 4 ) v ] o N e
w - ’ 4 ] S ! (3 )
ae ®° &0 &0 G oo oo o o oo o o o oo o 00 Bo ®® o+ B
® ® . ™ [ ® . @ ®
” "o ®e ®0 oo Go & o0 N ®>o B0 ©° &6 O B B® SO B0 & oo G0 O G OO @ &0 Be ®e
-l i J ON -0 M
> ol ' oM ' M
X, s 0 -«
> 0o O° o Ge G° oo [ .~ e GO GO GO G* GO OO OO o & o OGP 00 OO GO 6 ¢ OO oo
o o . * s ®o 'Y
"N os oo oo g oo oo oo oo oo of oo oo @ oo - o oo G0 SO 9O OO $® GO o oo
-l 1 © retNn @ "M
- -t e N IS 6 am
U - LI -~ IR ] ! D [ ] Q e
oo os oo -e 0o oo oo o ) oo oo @ oo [~ e 0 Be ©° $O G0 SO S¢ B &
® o ® ® 'S ® ®
od e @ 0 0o ®o o 00 e s os oo ®e G0 O° S0 S B0 SC G° SO ©® @ &0 G & o
L o P © o I m™m
| ol | I o I8 M
o ot I PO «

® o [ 4 ) S [ 3] S " @
d Yord €~ ~N ” ” <
® ® ® [} ® [ J [ J
"~ oo 9o oo od e oo 0N
mMmILam I M ' .
[ HIGO 1 BN 18
O NISEBN I ON (-~
o ) e . ) . ®
0O oo gf oe oo oo & oo P) oo oo 0\ -t
NTa~N rem rame
@ e an L I g c.mM
| & ] NLON I | NG
o & oo s o oo oo S oe oo <)
L) ) e S ™ o -
0 e e @0 0o ®o e O G o ®e o oo we or ecoeoea . &r @r o0 os oo B
L Al ? -t . N ¢ ¢
- N : sl N M =
v - T It P&
S ®° Be o B ©° o ®o oo e &0 ©o e ®o Go e oo §) e oo e we oo we
. o o e s ® )
-« oo ¢ ®e ®° ®e oo ®e & *e ®¢ o &v @o Bo oo @ oo PF) ®e oo ¢ oo oo oo v oo §)
Al ' N s N ) -8
>~ "M ¢ ™ ¢t 8 rS
N " - ) ' Qe L e
o e ©0 ©0 O G eo oo o® s oo ©° &0 e oo o o ) ®s oo o &0 oo oo ve e B
® - o e * e : ®o
” >e &0 ®° 00 ®o o+ > & i oo oo &0 v o0 oo oo I "o e ) o M)
.ol s vt N tsw|mm ‘'t ML
> 't Qe P 8N e 1 &
) 4 E &« R« Pt et R
oo oo oo oo oo oo oo oo ~e oe or ¢ oo ve ae oo o ) o B
® e o ® - - e
N oo o o oo oo oo oo oo 9@ -t oo oo oo oo oo oa oo D oo oo o oo oo oo oo veo B
RS P oy - , e
- " ¢t O I &N '8
(7 R g ) P B 't (I
oe ©0 oo ®e & o0 o e ) cs e wme o ve voacac G S0 oo oe e oo oo
) . ) - o - - [ ] .
od ®e ®e oo oo e P oo oo ¢ e ®e ®e S0 ®e e B o @0 o0 e oo o0 we oo Y
S s P®« O™ b m ‘N
-0 Pm”m 8N ' o 'S
@ -t t 0V« & ot S «f (X
oe o oo oo oo ) - oo ) ®e oo @° O° ®v oo e e o ve ®o o 6o oo oo §)
- & & & & ® & & & o @ »® ®© ® ® ® ® & o &% ® ® ®© © ® ® & o &
o & w ) L d LB
) o~ ™ ” "

e2op2

Schedule 1, Week 1, SHPID and STPID Output




GANTT CHART OF MACNINE ACTIVITY

GANTT CHART OF MACHINE ACTIVITY

57

e ® ° o ™ - ° o '3 ®
~ ) ®e &0 o o e 00 @
N Q™M ! O
@ ol & v ' 8
o o~ o N 1 8
L~ oo o> @e oo ov os §
° ° - - ' . IS ® e )
‘@ : ol ol o oo (N oo o e of o ot e oo N
NBONON It oN I QNI OMm 1 am I ®
o ot e . e N 1.0 I N St W ¢ 2.
o NSO N I ON I1ON TNt BN )
B 6 ecocl o2l ool ool ool
o - - e - ] o L e [
0n ®o e o Ge B TGO O Go SO o v o 0+ 0o ©° ©o we B oo oo oo ¢ ®e o+ oo oo o0 od > oo oo oo @* oo oo gd
L o) reN s am ram N
- - 'l » I 8N I & | &
v -4 ¢ ot P 0 | &« -
G OO B GF GO G &° GO &0 Go SO ®6 ©0 9O G0 0 e o oo &e oo - oo oo s oo ) e oo oo oo oo o o+
* [ ] ) ® e ) ® ) ® ®
< oo @6 ®° oo o & oo o o ®e ;e G SO o Op o o0 oo ws Y ®o oo oo &0 o ¢ e o
-4 reon reom (I -~ ]
—. N 1w "D )
Ny - I D o4 1O [~
®e o o @0 ©¢ ®0 o o ) - S0 ®6 &0 ®e & ©s oo e oo ) - 0 & o¢ oo e o+
L 4 L] L] ) L] L ) e - e [ ®
” ®>e e 0. .00 o &0 oo ~N ®>eo oo oo »o o ol ®e Be B SO Be GO G° ©O B0 Be B &0 S0 & oo o
-l o ) a|anN 4 SMm ' 8
- i 0 QN [ S O ' 8
N ’ >~ ’ o 4 't &
. oo oo S0 ®¢ oo ©° oa (o~ - oo oo oo oo .~ o S® &0 S0 00 e G° v So G oo 0o o oo oo )
® ) [ o L - ® L 3 ® e
-t e N Itam -
> M re - '8 o ' &
N I & - (I~ | ' S
6 00 ©0 S0 ®0 ®0 00 & 0 oo v ) ®e oo oo o oo wo s oo we o ) ®e ®0 ®e ©0 G0 S &0 Sv @8 G0 Go ®e as oo )
L) . ® o ® ) o e ‘- L )
"ol ®e G ©F G0 Be OO B0 ©° B S0 S SO B S e o ®¢ @e 00 o0 »o ¢d ®e S0 00 Bo S0 GO ©F ©F BF S B¢ ©6 o o0 o
B Iamn ' O™ ' .
- O 1< ' VO 1 N
v - § & «¢ [ . *r .
®o ®e OO G° O OO GO OO BO e OO = o e oo ) $®o e G o e | <% e G° 0o G° G0 OC ©° GO GO SO e Geo G o
® ® ®© ® ¢ ® & & ® © © © © O ® ¢ @ © ©® © O ©® © © ® & v ©® © 6 & & ¢ ® & o & ¢ & O &
* @ [ )] W 2 ) o L)) L] ) L
ot 1o L) ] N ” ” < < )
. * ® ®o - ) [ [
~ ®e oo o4 *o @0 ®o o e §
” rem '8
@ N ‘Iew ()
O ~N renN (N -]
oe e T oo oo oo o0 oo
[ ] L J [ J [ 3 ] ® o
O oo of ) oo ) od oe o4 o oo \§
NIBNSNI SMEMIem I8
m ¢ IO DR B e\ - | N
O NI SNBNG QNN OWN (I~
- 8 & - %) ] - o o 6
L g o ) ) - [ e
" oo @ ®o o ®s @ o oo N\ oo oo © > e e e N\ & ee ®e oo @e oo @ N
-l ‘ tON ‘I N (I~ ] ' &
> - I & tsm ' K - (-
N - 180 | Ow t 8w -]
oo oo o >e Bo s e oo e o ®s e »o oo >o oo o oo ®o o o
o ® L [ [ L J ®
< oe o e i\ oo oo o0 a0 ¢ ®e oo oo oo oo oo oo >e oo o0 oo or os o0
-4 1O N I N t™m B I
> m IS @ o« (IR~ | '} - 1 8
v - (I I ) (I~ ' - e
o o o - oo oo o ) ->e ®s oo o &) "e oo we oo &0 oo oo ®0 s oo )
- L 4 > [ ] [ ® L
™ ®e e &0 S0 S B0 ®e oo ®o o oo & o0 oo oo oo \} oo o ®o S wo & e o0 N
Lt o~ AN r e
- m '8 M 1w 9 8
-t - - - LA -
GO G® GO SO O G4 GO SP SO BT B0 e e o oo o &) >o *o oo &o vo e oo ve B
. ® [ 4 L J ® - ® ®
N ->e 6 S0 oo B BT &6 oo - St SO ®r 80 &° e 6 B e oo oo e oo of
-l ' o~ ' ™M rm
- M 1 ”» "™ 1 8
"« . e e t @
®¢ B¢ &0 B ®e S0 0 we e e ©9 B S0 Mo GO ®o & "o &0 oo we oo &)
[ [ () . 'Y . : e L ]
] ®eve ®o YW oo vo oc e N Sso wovo o e s s oo ) o @ oe v e es oo D
e ) XX\ * ™ b vl
- N ram I Qn Qe ' O
o - t &« L I . S W et Tt 8
> oo o 5 oo ec oo oe ) oo e es @ o vees oo ] oo es 0o ©s esos oo
& & ® & o © & & ® O ¢ O OO eSS OO OGS e O e e
et ‘ot ] ‘N ” "

Schedule 1, Week 2, SHPID and STPID Output

(4

|
|




das P

> [ o * * ® e e ®
[ ) 1 - & ov oo P ot o o
- N renNn Qam i1 e
> o® ‘wd ‘18BN OamMm IS
-e (& N P ®WN Rt 1| & d
o~ o oo o os ) [ ] e
L &) 'Y ® ® ™ . - ™ ®
« <o ®0 oo B8 Bt @ Go wo e P) o 0N e oe N vl
N tEe@m I am™m t@O"Mme
. s a N st et b A VW MR O
- 4 (& (4] taNI an rtanNnNe
o oe os’ee Be oo oo o 00 B - B o o & o
X ) - o e ] ° - -
L & ) [, - G ot e Go s & S0 Be OO Gv e G S < Gs ®e Ge G GO Er v O Se o @ g
< L o 4 e [ 4 o ™ o &
X - o4 - 8 wd i am L )
. e S I Qe ‘e
[ G Gt OO0 &P e ®e e o Gv ®e e S G S [ .+ @ o @s ®o G S Gs &> v oo oo §)
o o - . . ® ] ) [ )
9 o e O+ ®e >t o @ N e ©0 G0 0 Gs o &e 00 oo oo N e &o os o wo.gf
> -t s @ N taeam ' e
&« > ’ Qe ! O v -0 &
<« O« ! B e L ' e
X e B0 00 GO B9 S oo Q ocvevr crveasostr s an i) eoweosesorl
L ' 3 o - ® o - . ] ®
” o oo o B o o vd e B0 B0 e o GO GO GBS TP GO & o B 00 oo o
"~ -l » s r e K
> > o ’ ® © e e
= - r 0 e U 4
[ C ) - L e e ) s ® - [ w
N o o on oo oo e od - oo oo o e» es e oo oo oo g oo e oo oo e o ) o
. .- o8 ’ o rem ' ®
- o ' o m 'S ‘| 2 —
" - ] 0 e 60 (N ) ™
oo ®¢ B @ Bo @ [.+] &t ®0 @0 ©+ oo o @o 00 o0 o B) oo @0 oo oo o0 oo ) -
® o - - ] ] o [ ) w
od oo eo &t o oo oo of ®e e ®e o s ®e oo vd e ®¢ ©0 e S Be Go ©¢ S0 ©o o o
- P - ’ S M ' & o
~nN ! | ¢ S M "t @ s
o - ' B« 8 0 -t (]
o s s oo o os - ;oo &0 S® G+ ®- o [ Y - o Ge & SO @O Gv e & e oo ) o
g
® ® © & ® @ ¢ ©@ © ¢ O ® O O G & O O O 6 S ® O © © O ® © ® 0 6o« Q.
[ ) " ) ) ® " ) >
(= (= o~ -0 ”. ”» -
[ ]
™ .
=4
‘@
=
> ] ® o L ® L ] [ ] [ J
| o [ 3 oo ®e @0 00 oo ~N ®» oo @s oo ®o o O hd
- ~ ' QM 'S -
> @ . N . | R et ' 8- @
e O ~N ’ SN ' e -
[ ol oo 6o 0o oo oo [~ > oo ow oo oo o ) &
c L [ *® - [ ] [ L J [ d
« <@ oo oo o P) od oo o4 "o @0 @0 @ ve v s PF) . of > am
o~ reoNvONTITBM teMmam [ ]
w o -t PR @G O BOLN Ea e NP Py
-4 . N IrsnNnNggNvIanN t O NB N
) - oe oo oo ¥y ] o ) - oo oo oo o oo oo § S -
: x o e e * - - r e * ®
g .ac [ g e oo o2 oo va D e oo oo oo i\ -t - e we ®o s ®o o S 00 @s Go o N\
; « -t ? it P NEa NV s ™ Bl
: 3 > ot e . R E N Y X
; Ve ' Q- PO NS - ' - I
. [ Y e @ oo ov oo - oo e o+ ) [ - oo oo oo e & o e e oo o oo
. (e ) ° - ® ' ® ® ® -
: < oo oo oo )i\ "o ®o @ oo @ < s & oo »e »o oo O© e oo o0 oo e o+ oe oo )
. - Nl o XX 8™ . -t
& - m I\ w rf 1o m S N *r 8
: « - I P 1 ! © «¢ '
- X o o o oo oo oo oo N N oo @0 @ 20 Gs e ) ©e &0 oo oo oo e o oo &)
[ & ) o. ' ® . ' - o ®
” o o s &0 &0 B >0 B e -e ®e oo B @ we oo o P -e wo oo e N
> -t F o R Yo PR MW
>~ - ! ' ot tem R AR
! - 4 - 7 ¢ I 0t Qi & =
F L ¢ o @O VP S0 ®o B Go SO S - oo 00 oo e oo e we ) o>e oo oo oe g
“_ O ] . - ) - o e -
3 - o ) 1 em )
o - - b Y R ' e
w0 - ' -t e t D s
o ®e ®° o5 0 ® Be B e S0 - ¢ &v 00 &0 oo »o o os e oo ) ®e oo oo :
w? ® ® - > Y ® .- P .
wmﬁ.. ol oo & os o0 o ™~ ®>o @0 ®e e o o e as 5) we mo O =s oo oo o ) ) .
- ’ e S M t @M R )
o ‘= ' 0N I8 8N )
e ® S IVt | Qe Y
i ® & ® ® e & & & ® O & S S GG S eGSO S G S O e e e 00 O o

58




-
9

L S

8 8 8.0 6 .0. 0 06 0 0 6 06 5 008 0.0 0000 00060 0 0.0 00

:mﬁ&"
-

S T
A Y PRI .

4 v g 'y M > '
S )

n

>

o
A
‘.
R
3
v
Ky
i
&
<y
N
1
3
k4
:

- . T M‘ . T - . 1]
4 P e 8 ey o AT
TN A e, TR g e

GANTT CHART OF MACHINE ACTIVITY

ST1 ST 2 ST3 STa4 STS CB6 CB 7

GANTT CHART OF MACHINE ACTIVITY

ST 4 ST 2 ST 3. ST 4 SYSS cB ¢ CB ?

.14t 131 131 141 141 211 22 ¢« 143 16 4 | 1
o ! 't U A ' o ! 1 1! 31 1: 11112 !? 11 czzlp
SR A ! 11 ) feeal facat o ! Y1 1 ] feael fecat
{ ! $.! 'e! !e! !¢922022.29021 - TR $e .' ’.! !.!—--!.20?02.0l901.
' ¢ ! ! ' e ' ! 2a) 251 o ! ! ! ! ¢ 80001 231 241
! ! ! ! ! ' ' ' ! ! feea o ! ! ! ! lee=t! 181 20791 f-e-}
E I B ! ' ' ' ' o ! : ! ! ! | 241
! 'e! !.! !.! L | tel===t, L) I'O" '0 .' !. .' !|t !. [ ]
focs! facal foeel Jeaet taeay . o ! t ! ! ! | {-e-]
142 132 132 09027 200897 99323 o ! ! ! ! 00001 ! ! 22702 oovey
't vy g22 112 252 . e ! 1 -262 1 ! 132 1 1 %1 242
: !'e! e 1! LI tolee=t, . i’. ,’-.!O: ‘0' '0! 1.1 !0".-!.‘ !
O I AT LY e 142 ! Pl LY 1)1 PR7RL feea!
oy U P ! ! 242 o ¢ ! ! 1 ! s eew! 212
L L IR e 0 02
R I 0ot ', Pelomaat ', . 20, ¢ 'e! lelmaet,t 8, . 252 , .
! ' e ! L ! 20912 t~~-y o ! HI ! 22001 ! ! l-w=}
lmeel lees! fteeet ! 122 0 I 1 132 fewet ?20.'24
143 20022 A9022 ===t !-==! 03032 AP2O1 v bt 1L 1 20001 00881 242 pRRe2
! 'e 123 . 123 . 123 . 123 . 243 o 213 . 23, 1 e 1,0 1, 2133, 133 .1 t, 233 .
! (I ' ' b ' ! 1 Y ! o 1 N S B S ! jeeal
' ! ¢ ' ' P 1. 1 taeeed o ! 1 I R | ! 1-e-! BP0O1
! ! ! ' ' ! U ! te==! pR0N2 ¢ loee? ! ! ! ! ¢ | ! 20702
R L N O I RY LR . S8. 22224, 1,1 1,1t 1, 243 , v
ooty oty ot 11 1 253 o 133 ! 1ttt v oty
! 'y oy ! ! 30901 0! ! le=al ! A ! l-oe]
ooty Y 243 o ! ! ooe0oy ! L ! ! ! 79702
lff-!-!'f-!o!"°!y}'- tolocetlotanat, . 39, ! 3o oiv=e!,! {el 1¢ 253 -, .
70221 20012 39010 1--=! DOAB13 09ADI o ! ! 133 ! 1 ! l~e=}
S " 0902) o ! ! ! ¢! t ! P2°Q1
T I ! tees! fenel
a0, ! I . | c100001.0000%, 0 .
R o ! : ! !
p ' ! H .
o : 0 jeeel ! ! |
45, 20001, of $e . ) . ’
. ! !
0 ! !
e ! !
850, . oleeal, ) 0 ° .
- e 982g?2
Schedule 2, Week 1, SHPID and STPID Output S

2

P
‘,‘ v i
e .'; i

Fuaty A
Y




GANTT CHART OF MACHINE ACTIVITY

GANTY CHART OF MACHINE ACTIV]TY

60

L J
™~ ®. ®s oo o0 o o0 oo I\ oo of
L o I ~N ] ” Iram ! o
e < ¢ N Ien I e
Qv N e ~N rte&NI O
L 1 ® [ e ) ° e ® L X ®
<©° o oo N ol -t L | -c of oe oo @0 oo oo ®e we ) o oo N oo o ® oo oo )
L A . Rl K I - E_ NN X NN X, e I & *r ™ 1 &
@ o SO MeE. 9 N\ PO BN ¢ w 8 ‘¥ 0O s N
ON PN E NS Nt N I N ! @ I an ' N '
o e £ | 9 [ - & - K, oo po we oo o v o B ®e oo - oo oo o oo §
e ° e e - ® ) ® - 3 ®
amn B S0 GO B> G0 &0 GO0 BT PSS Ge e e Be gl  ©° G B 0o o B oo o+ ob
L o st &N 't &
- © W r e
v - P W '8
S0 B OF G0 ©o SN GF GF B 06 e ¢ e oo oo B o e oo oo oo oo o0 o= B
® ) - L J ® ) e e ® ® L
L 4 e &0 O Be GO GO 00 GO G° e & e ®e @0 00 00 ©0 o Go oo e P
L g r o (N -~
- - ‘' e 't 8
v - " -0 8
S S0 GO GO S0 GO 0 GO SO O8 O o ®e B0 ©0 B0 o e e @ oo K)
o e ® L) e - e ) o o ®
” ®S ®° S0 ©0 S0 ST SO G° GO OO SO B e e we gf - ®o ©0 oo oo 9o >e oo oo os o
-l ‘P ON -0 VN 8 8
- © 1 & raw 0 8
- & ! B2 ' 8
St 50 S0 B B S° BO ST SO B4 S0 e ae o e ) os oo oo as oo oo oo coea )
. ® - e - e e - - ® e
N e oo 0 60 G O» oo v oo os as Y e Ow 00 & B ST SO GF B0 SO GO OF S o S0 oo G 0o G GO GV SO Or GO oo o oo e o )
od ' ¢ 1™ 'S
N o 4 | © O ¢ © ¢ ®
" - D e )« e
®0 ©0 &0 &0 &0 ®¢ 0o »e oo co e B ®O $F 5O OF S SO RO S0 5O SO GO B SO e S ©° B SO B O O B 00 &0 ©0 oo oo oo oo B
’ e ® (X - ® e e e o o L
od ®o ®¢ ®o ®e oo od ®o &e ©0 B0 B S0 O G0 GO BO SO ©° S SO 0 ©0 ©0 ©° ©0 S0 B G ©0 o G o0 wo e v
- ] a N N ] (-
- - 1 [~ ! © -0 89
@ -t o S « 0«4 s ®
oo o & oo oo [ Y GO0t G0 &0 0 T4 T OF GO 00 GO GO OO SO GBS GO GO OO GO G OO GO OO G° G0 G o & oo &
...............-.......-...-..-..-‘..'......'.
" ] "0 ® [ 3 ) " @ "m ®« o
| o) ‘ot ~N &~ - ”» 9 - ;m [ )
) o [ ] ® [ . ) e
[ e &o ®e oo e §\) -e ) '0'02.“ -l
-4 1 ) am FraMmse
@ v rsmn) & ot oo
O N : 1SN ® v ranNnNs
e oo oo o oo oo B e ld S
o e e - ° ] °
©° oo od oo o €N oo -o ®o ®o @0 & o oo < oo @0 @ @0 oo M) ] e 9d
* I8N 1 QAN ' O™ IeaMmamI 8
mm 3o $ K O P W S ® w PR UMV O BT
NI &N 1t ONt NV ] S N R NN IS
we - oo oo o oo ®o Gs B> oo oo [ ) - as oo oo oo L Y o 8
* - [ ) o ) ®
-t ! @& ¢ NI &
> « N R It EMmII B
v -~ 1 8« O« 8
S @ &o G0 o oo oo oo D ®e oo oo oo oo B o D
e ° [ ] L ° ®
< e ®0 e 00 G ¢o e o P ®e ®o oo e &0 o v i
L g re QN A .
- - rem e
v «t P O 1 8
e ®e o @0 B & v oo ) ®e @0 & o e we oo )
® ® [ o o - *
” o e ®0 o0 B¢ & me we P ®o ®o oo ®o oo ¢ oo e M)
"ot : 1 DN M
- - | O™ ItMmr o
M I« (IR I )
Soocccscomrosmeor ) w0 os e ec o oo e oo U .
® * ] - ® ] L ]
N e oo & oo oo oo ee e N oo oo ®e oo e oo oo of e oo oo oo ®e oo &0 oo
i rsn . 1 =M 1S
- It S™m 180w 'S
v -4 t 8 - It O« (-
®6 ®0 ©0 &0 S oo »s o &) "o o0 o & @ oo oo ) ®e @0 ®o ®o o o0 mo oo )
- ® ® ® . - ) o
) S & ®0 B0 Bo & &0 o ®e 00 ®e Be ®0 ©s @e wo oo i\ oo e o0 oo o0 D e N
-t X' T L XENY
- - tm EXEES
X 1 -t Lt e et TR
- 9o Go ®o G @ G oo -n e Ge s Be e oo e 0 oo e o0 oo oo & o &
....'.'.".........-.........'.
L - " = 3 o 0N
ot ‘ot ~N N ” ”

Schedule 2, Week 2, SHPID and STPID Output




GANTT CHART OF MACHINE ACTIVITY
GANTT CHART OF MACHINE ACTIVITY

ST1 ST 2 ST 3 ST A4 ST S CB. 6 CB 7
SY 4 ST 2 ST 3 ST 4 STS cB e Co Y

121 111 124 111 141 231 221 121 . 111 121 1 131 211 221
S '
'

4

Y

’ eAB332.03321 o
231 261
A223 lee--|

241
1,.*

,---!

! !

! ! ' '
0! !0 .' !.!---'.
! ! ! ' 03321
! !-.., !...! ’ ! 12'
! fo702 o=t |
H |251 o ° P |
! 1 {-e-t | ! )
{===! 00221 20202 o NOAYI Q00002 BBIIL ! 1 93302 9a201
122 112 08218 261 232 132 132 112 tee=! ! 251 212
!. 121 0"@’!.”0201. ‘ oﬂﬂﬂﬂlo!-"'o!“t!o. IS
! 60201 23701 132 02001 2853) ! !

222 { aveat
! ! 00004
! t. 232

! ! lee=t
' ! 239N
! !
elee=t,

A0303

213
ETTY ELLY
30001 . e 3DIA24
233
' !
! t
o!

e
o
® ® & o

-
€} *® 0@ 0@ c0 00 ce e 0o ve

OW® W 0P DU SC OO OB OT o0

H
:
!
!
:.
H
H
!
H

€] *® ¢@ 2@ s@ 0@ 00 00 se s

)
-\

N>

o® oM o® OO *%® o9

€ = 0o o0 o o= oo oo
)
oW o QAWM O OB o9 oW
oaP o@d o@D I 2ED W D S

oW O® 6O oG oW 09 o0

[ _J
-
N 9
L~ M
O

R R
® ® ® & o ®» 5 o

N
n
-0
s
e
o

233 00207
S ]
{ew=

22703

df

€) sw on oo
| adbodi)
NS

) s s se

s 2.

o o®

® ®» o ®
. L J
o P o% S OO 9 oD

odl o@D oW O o o

B} o® o® 0t 00 oo ow oo oo
D 0 OB S I D O

2005 c0012

80302 A0N02

Schedule 2, Week.3, SHPID and STPID Output




GANTT CHART OF MACHINE ACTIVITY

GANTT CHART OF MACHINE ACTIVITY

g
‘h.ﬁ'ﬁ%ﬁ

$Y 4 ST 2 ST 3 ST 4

® ® [ ] [ 2 [ [ J [ J ® ® e
g N - »e oesswoosoc s l] woeccaceel)
N ’ " ' ™M . 8
@ ot 0 ‘ol e ]
o o~ ’ N reN 1 @
o [ ] [ ] [ ] e [ ] - L) [ )
L) o oo e o P ot od oo o oe o oo oo P o of
N fraacNvNaNB NI aOaN Tt am rtOoO™m 1 89
w -l PE MO T AN 8 CLO LTt L0V b0
S ) N NN NI ONI AN N1 &
o s oo ws [ 4 [ LY - o @, o v oe @)
- e L ] e - - - o "
[y &% Gv SO S G° G° Go G0 Ge BE oo o G0 ©° @ B> G G SO Do G Be "o &r o ©0 &s 0 Bo G G0 B e oo O
L o] I s ™M > &
>~ ot '8 o« s -t A
" - $ «¢ o4 ' ®
oo &0 G0 SO G G° ©° GO SO Te o -e G GO b GO GO GO ©° G° GP B ®e e Se S S0 @ e o G oo oo oo
[ ] o ® ) * ® - : - *
®0 ©e B0 S0 G GO TS GO B4 B Vo S0 e B O g e B0 0r 00 PO T B0 S0 s 00 9o ) B2 Be Be B0 00 s B Go B B &
L ] I QN toOm
©° ) Vvt N
L ) 't 8« (K
®e S B0 ©* B0 SO SO SO G0 B¢ SO e we oo oo ) G0 S0 ®0 O ®o Bo ®o ®e oo o as K - GO &6 G° B¢ &0 G0 &6 OO GO Be
o * ) [ ] ® - ® e .
> o0 OO O oo & e & '. - e e B SO &6 OO S° SO DO SO GO O 6 cPe SO o0 B OO SO O S0 &9 e o 2
-l r N N m ™ 0 &
o (K ) s W N ' &
- 9, e " e ' &
e Gv PO & o Oe 6o S OV B Be e B0 $¢ e ©* Ge G0 B oo o e > e &0 0 S* &0 SO o oo e oo oo R
e o - * o e - ' ® .®
-0 SO OO GO SO O GO OO G O oo of oo oe oo s - *¢ oo 0o v oo oo os oo e P) - oo ¢6 oo oo oo e e
ol ! & « t o~ ram ]
” 1S v | - ¢t SN s
! '8 b e . ' B .
S0 &0 ©0 B ©° B 60 &0 oo oo oo > ®e o oo ’0'070!!!-0’0'0'0” oe oo &5 o0 00 o0 oo o0 )
] ® * - - e [ ® ®
- &6 o & S0 ¢ B O 1 >0 &0 & L _J -e 1 o> o e & 1 > ©0 &0 S0 @O O DO GO T SO GO SO ¢ B
Lol ) QN ' N ' ™
0" ' 0 N ' e R
L e | ¢ 't D (IR .
| o oe o Ge o o oo oo [~} o» oo oo o oo o oo oc o 5 o O G GO B> GO G Ge GO SO G O -
® & & & & & & & > S " S 0 6 SO eSS e G O e O OO OO O O ® ® 6 0 o0
‘od ol - 0N N ” ” 3 -
o ‘o ® ° 'S ® ° ® .
o~ e oo of -l
N I ONS
@ NN
O Nt ans
e B ©
) e ) - . e L) ] °
D . ’0-0!-0-0!!./" -4 oseef\] . oo @ a0 oo oo ve P
N ratnvem ram rs . .
48] -t [ - & 8 &~ © R
O N IreEcnvne N | QN '
o we oo oo o0 av ov oe o & [ oo oo oo oo oo e oo oo )
o ® ®o LY - > [ - )
2 ) B S° BT C0 SO Ee PG s v oo o if\ | ‘Go Da G 0w 0o e Go S6 0 oo PN ©e . ©0 ®e e ®o G e Go 00 oo oo W
o s ¢ N S 49 o
- m t & N P& - W
" | = | © - ' e
St B0 O4 ©° O S0 G0 &0 G* oo o e B ®e oo o S0 ©° oo e e oo o K S O® S0 6 SO ©° Go B e e oo B
[ ® [ e ® s ° [ °
< ®e @O & 00 ®° &9 Sv oo Ge oo e e @ e &0 0 e B B0 Be G S [+ 3 ®s ®6 ®¢ S0 SO & G0 S S o e §
i NN s = M 't N
- - e P S e
"« ' ’ S ' 8
S0 ©0 ©° oo B S0 Fo &0 o e o oo ) ®e ®o &0 v o B° e & G L S ®o S° 00 ©0 ©O TS S ©o e oo e B
® ) . @ [ e » L) * °
” ®o ®o ®o o0 ®o oo s vo oo (N oo ®o &0 o O e GO SO SO DE & !'02 ®e oo 00 S ©0 &0 oo S S o §
ted ‘Pl PN O K N o) ‘b N
- o« t O w | & & ! .08
" « t et ra« A 't 8
Se S ©0 00 & o e s oo - o &t e S o GO Be G O oo ve oo D - oo o oo oo oo ¢ se o oo )
e - - s S ° ‘® - - 'S
L ad &K, t O&N . o et NS -
" N I v I SN 1 el r e
N ' 8« 't O« t St v e
oo oo ®e 0o o0 v s oo B oo e oo ) ®¢ ¢ o0 & e o0 o0 os oo [ ) oo oo @ 0 00 e oo B
s I 'S - * o - - o
1 e o O &¢ S0 e S &0 OV PO ﬂ ->e 3 >e 6 &0 e G0 B0 SO S0 G0 &9 g >0 &0 e B0 & e e & -0 ®e @e .
L 4 ) PNt AN ? w4t o
ol tOmMmIow (8 et i
M et o PRl O P 8 LR
e Be 0 Gu BB Gn ©s o se o I o B Sror s G tves s decsws ] Do oo s Gu Gt Ge BT O B B e

62

Output

Schedule 3, Week 4, SHPID and STPID

A ~2




€9

n. v sae
- w Y - "
o ® ® & ® « ® ©  ® ® ®® ® ®» ® o o o o v o

N

fomat teeel

epace 00002 !

T T N U I R L e e e TR ot or e o S . . M .
- IR S o s S fan L —':‘;\4_»""@:_."-—_- T T T e SR e e I Y T T A i e T e e S LN v v o o)
N B R R T e T R T SR i R I MRS CRES IR T PRI v De ey

GANTT CHART OF MACHINE ACTIVITY

ST 4 ST 2 ST 3
1421 111 134

*°® 09 °® oe
o o0 OO o

foee] lood!

00010 C2oe7

'090970 131 , 112

ggee2 !
112 |
te==} 1
«000026,1
142

142
?oQ01
122
|
z

113

oW O® oW oG o

143
!
!
!

o 113 ,!
H H
l-==! 00024

9
HAsl K ]

je==?!,00009,
20085 143

goooy

GANTT CHARY

ST ¢« STS cR 6 CB 7 $Y 1 ST 2 Sv 3 ST
141 111 ' o 3191 141 134 141
H i1 H o | N B O T A |
H ¢! o ! ! ! ] ! !
0! !0”"’0 ° ) ’O ! !0! !.t :.!
! ! eona? o | ! ! !
! ! 134 o ! ! leeel |} ! {oee
leme! leael 2722 282 o ! ! peedy ! ! o000
v 142 . 132 W0 0,0 1, g V0112 0 1, 122
H - f ! ! leaa! ) loe=! ! ! HE |
H HI | ! ! H s POp21 ! ! LI |
H ! 1 ' ! H e 112 le-=l | ! 1
o! !0!."!0' _ ‘. () 1,0 ! HIN .,?Q;!'!
le==! 00012 !-==! 00201 T ! 113 132 {=--
p0Q12 113 €782 243 ¢ o= 11 ! p200
113 !¢ I 232 0Qoret e 113 ¢ ! ! ! 113
O! !0‘ !020?01. 263 ] 2" ' !!! !', !.’
! ! 1 ! 223 je=--! o ! HE- ! HE |
! ! ! | {-==! Q00QY ¢ joe=? ' ! L
{ees! jeoa=! 07701 . o 113 ¢ !
»00212.00812, 243 , ’ 2%, | telwe=l, ! HIR |
2701 o ! ! poeds ! ! {oee
¢ Joa=! ! ! 2020
] 90093 '..-
32, . 020222,
]
'
¢

Schedule 4, Week 4, SHPID and STPID Output

OF MACHINE ACTIVITY

4 ST S cB 6 CB?

164

! ! !
! !
!0{ ,0 ] ]
1 ! !
¢ !
1! 1 242

O' ’.' ,. ]
HE t ! ¢
| ! Jo==t
!t ! 29002
!o' !0 232 . o
! ! ! l-==l .
1! ! ®Pp”R1 213
o ! 2%2 | !
1.1=ee!,?3701,1 1,
! 00201 223 l---!}
! 152 !---! poegs
! ! 22701 263
!O’ . 'O o'--'!.
| ! fo001
2 ! !

! !

Ol ‘O ° °

t 1

|owe]

g L] X




" N
R L}
® ¢ &6 o o 0 5 0 ® 0 6.0 o

-
S

-
W

T
Srn
AN

T ol
. | , .
. , . '
1 DO
. . "

. PRTRI )
e ke ) }
[ K R -~ - -
(SRS R ¥ 1.4 PRy AR T P (S .
ST . -, P

ST2 ST 3 CB 4 CB S

GANTT CHART OF MACHINE

131 11t
! r !
H | lowe?
1 ! eA3NN5
' ' 121
! ! '
! ' 1 '
! ! !
! ' '
leeat '
A2 ! '
141 ! '
) teeat
' ! 200108 252
! ! 142 te=a?
! ! 4! !
lacat ¢ '
AHRBS ! !
112 ¢t
! ! '
! ¢ ! '
! ! teaal
! ! ADNAT
le==ts 112
' I
ABA13 ===t N3NNI
123 A%027T 213
' A 123 0!?"!0
! ! ! 93992
! U ! 223
' ! ! ! lewo!t
! 1e! P oDNB o
! 11t 233
1! ! 23301
AR ! 243
o ! !o! tolomat,
low=l ¢ ! DaAA
an213 ! ! 243

e3AAB13.020A1 o

ACTIVITY

) n
- @ '@ @ @
B em cw» s& @ '® @
®

-
v

N
S
e & o o o
P ol o ¢ @
[ ]

«AN0AVS .

N
wn

w
3

o

e o @ @ @ =
-

- cm @ ‘@ ‘@

(=
(% g
®

&
S

(¥

d

® & 06 6 © 0 06 & ¢ 0 5 0 5 0 0 & 0 0 0 v o o
]
’
'
s d

S

Schedule 5, Week 3, SHPID and STPID Output

b~

GANTT CHART OF MACHINE ACTIVITY

ST 2 ST 3 CB A CB S

131
!
1
!
!
!
!
¢ - 0
! !
K t
¥ !
! ewe
23301
142
! !
! !
! !
! !

«AANA)

152

oud o oD oap @ OB

%2

D oD o @D D o oW
oD oD

1ot

*®

232

!---!

103001 !

262

tee=! 32003

te
X TS |
AAII3
223

ilenatl laaal,

C’MOG 8 ﬁdﬂt"

243

oﬂﬂﬂﬂ‘o

293
AJNN

s

Ay
E ]




i

Sk

APPENDIX B

COMPUTER PROGRAMS

The computer programs used to generate the tableau
and subsequently to solve the restricted entry LP
problem consists of a main program and five subroutines.
The programs are written in a general nature so that any
2-stage production system can be described with a minimum
of re-programming.

The parameters with regard to number of machines and
number of products in each stage and the number of time
periods in the planning horizon are set in the main
program (e.g. I,J,K,L,N). The appropriate subroutines
are then called from the main program. The subroutines
| fo
ares (1) RATE21, (2) LPRM21, (3) TAB22, (4) STAGél,
and (5) SIMPZ.

Penalized (Mij’ Ekz) and Changeover (Qij’ Zkz
parameters are specified in Subroutine RATE21, along
with the length of the planning interval and the time
required to make a set-up change at each stage. The

multiple~component matrix (Cjz) is defined in Subroutine

LPRM21. With the appropriate values Subroutine TAB22

- generates the initial non-basic matrix shown in Figure 5.

The size of each individual matrix with the corresponding

constraint equation numbers from Chapter III is shown.
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If a sub-matrix does not have a dashed line through 1it,
then it is a null matrix. The cost coefficient vector
agssociated with the objective function is also generated
in this subroutine. This matrix is then passed to
Subroutine STAG21 which adds the initial basic matrix

to the left side of the initial non~basic matrix, and
adds the right-hand side to the LP tableau. Solution to
the tgbleau is performed in Subroutine SIMZ. Results of
the LP solution are punched into data cards which are

later read into a PDP-10 Computer for analysis.

T R P W
ijn ijn ken — KN
——— T R——
(7)) ke e e e = = = i*n
(9) b == = 4 W f*j%*p
(1) : .
| L . 2%
(12) f====|===== bk e J
(8) | N R *n
(10) | N T T K*2%n
(3) | -
(]4) ---------- s - e - b e aw o 2*2
#
(15) » : i "
() [~~~ ~ aiaibadi s Bl i, B SR U N DR 12*.)n
G 1)} T A e SRR P DR S R dg*n
G V) SN e P I D - = -
: n
™j*(n-1)=| (i*j*n)-b [(i*j*n)-b b k*e*(n-1)={ (k*¢*n)-a {(k*2*n)-a a
b a
Figure 5

Initial Non-Basic Tableau
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The CPU execution times of each of the five multiple

pass schedules is given below.

Execution
" Schedule " Week | '
1 1 28.20
2 24,46
3 25,58
2 1 28.59
2 24,20
3 26.24
3 4 25.57
4 4 27.23

5 3 22,36

To relax the assumption that all products can be
made on all machines in the appropriate stages, the
corresponding columns which represent the variables in
the tableau could be set to zero or removed. If those
columns were removed, then the dimensi&nality of the
tableau would be reduced. To describe other two stage
systems the values associated with the constant variables
(Mij’ Qij’ Egs Zigs Cjz ) would have to be changed in

the appropriate subroutines.
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