Lehigh University
Lehigh Preserve

Theses and Dissertations

The logic theory machine as a theory of human
problem-solving

John P. Coyne
Lehigh University

Follow this and additional works at: https://preservelehigh.edu/etd

b Part of the Computer Sciences Commons

Recommended Citation

Coyne, John P,, "The logic theory machine as a theory of human problem-solving" (1968). Theses and Dissertations. 3649.
https://preservelehigh.edu/etd /3649

This Thesis is brought to you for free and open access by Lehigh Preserve. It has been accepted for inclusion in Theses and Dissertations by an

authorized administrator of Lehigh Preserve. For more information, please contact preserve@lehigh.edu.


https://preserve.lehigh.edu?utm_source=preserve.lehigh.edu%2Fetd%2F3649&utm_medium=PDF&utm_campaign=PDFCoverPages
https://preserve.lehigh.edu/etd?utm_source=preserve.lehigh.edu%2Fetd%2F3649&utm_medium=PDF&utm_campaign=PDFCoverPages
https://preserve.lehigh.edu/etd?utm_source=preserve.lehigh.edu%2Fetd%2F3649&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/142?utm_source=preserve.lehigh.edu%2Fetd%2F3649&utm_medium=PDF&utm_campaign=PDFCoverPages
https://preserve.lehigh.edu/etd/3649?utm_source=preserve.lehigh.edu%2Fetd%2F3649&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:preserve@lehigh.edu

kS
-

\ . . . . : , . .
it . N - ¢ s
¥ . - v N . ' v .
b ’ ' A . ' . - ' ' - .
. ' . ' .., e . . ] . y
! o . ' W . A
' . ¢ ' - . . . : TN
. B i . RS - v ‘ : <
v X . . . [ : ‘ .
0 i . . 4, i . . ~
Y f ! E ' ¥ hd ' ! N ) i ! 1t ' ' . i ! L,
' ' ) N ) i ) R . . s B} . . L
- . s . ' B 1 e s - . .
R J I , . ; , ‘ e ra;tt‘ " ; o . 4 , . . . .
- ' A [ Y < . O , . ~ ! T B ' '
. B e * . . . ° . . L | ) .
' ‘ ’ . R A E ‘ N !
. - L ! ‘ .
\ . ' , . B B ! ' . o
! ; ¢ ! R N ) o
B . . - - N
[ . . s . . ;
L“ . ' # Ve ™ - i ~ ol . . . K - oy
, N . : . ' A « ; " , ! . o ;
' . 1 . . ‘ . Wt W d .
. - . Y i
Voos . ' - X
) . . . . [ | : , : ! it e Lo . B . - ;
o hy ' ' " ' . [ R : vg
4 . e, 4 . . K
v, ¢ i . s . . ‘ .
+ - ' . . K . . \ PS
- * v | ' ' o - . ' " 3 .
‘ i . I -y : byt L . I . . ' N
. hoN . . o . . ) , ) o ‘
s . K . R . ) St . 0N
o, R ) ' N , R vy : . N AR | ’
- - " v - - - : — > > PRI S
. . . ' . ' .
. R " . . A [ -
' . M ’ N - ¥ . - .
. - L) 5 o . 1
) o . . . . -
: : y . - -, . .
] . . , R . , - -
. : ; : ‘
L4 * e e T e e - . D T e TR Fodm e e e e R e e e e e i - - [ il : i e e ey
A . - s . R j v X . Loe
¢ . - . v - .
. . J ‘ . . .o . ES o 4 vl e - . PURECE] C i - e e . . IR e . Moy
A - ‘ - - - - LS - » N . - B
. ‘o - " - » . 1 . . E B . !
‘ ! * . ' ' ‘. ! f N ! ty . ’ N : . [ -
- . . : >
. ] R * N -
v . " ) e . .
v e e e e e rac o B -
= 1 . N . . o
- . . N -
. w - . .- © ,
- R . it . °
. . e - - - - -
- - . .
AR ST T - o TR I T T T R A p P ~ P T T N PR T B T ) i ” 3 T N FARR T T . o oo N = EREana AT T
‘ B . A N R - N TR LR D S N S L : - - ) Ceme e N Do
oo o ) . - T oo
Y k ) N r - ’ .
. o e - - ‘ . . . . . L A [,
) . ’ ’ .
: o . N -
e e et i vt i o e} - - - e JE Y S o

© """~ AS A THEORY OF HUMAN PROBLEM-

- ’ N 7; ) ’ : ’ “ - ’ ‘ :
: » . _ ‘- . o N * - — - - - —— - . - . )
- [pervligteimasm oyt S TZ LT Tt s —_— e = : - o - : I 'i - . ' < irse -
- ST - - T e E - : . - o ' by . . ' s - -, . - - . - .. . « -
. - - o : i A . . ” .
Al ) ' . ) . . . X . : '
e . R . ‘l ‘ 3 ) - . : . N e e e e L. - ' *
, .« , - _ -John P, Coyne o o

o e  ~'.' ST . 1 A Thesis -: "-, o ' “
i" . ‘f | "~ Presented to the Graduate_Faculty o | ; o |
R of Lehighﬁniversity '''' ’ -JHM-1.V—”MM7f;‘t
m"*'in“Candidacy for the Degtee-ef, | o . ‘b;?' e o
| MaStef of Science | e

_ Information Science o . -

. . . . . . ‘.’ o - - L . e N . .:7:‘- *y o

’ffftit'ﬁiif“f““‘ 1968 T -{;jw~5 m» f_?;¢ 3;.f1;g_QJ; ;




} ' wod - ' i
i \ - --» ‘
!{ a. - ) . . . - ' .
| o R | | ,
| B - S
. ‘ B ' P » - .- .
. o "' . , ( “ * ., ‘ ] ~" ! i ’ ) ’\‘ : e ‘ : . . :‘
' ’ " L 3 i N ' ‘ ' . S A 4 N
l ‘ ’ ‘\ ' ) : ‘ ) Y
v . i ii ' v ! . ) N ! R Loy, . ' ,
. . ‘ . ) s e
o : : - | R
;‘ : T .n‘ﬂ ' ' B
‘ : o 1‘ . * . K : | - : ‘ : ) Tl ._ LT . - . " P .. ‘,._'. U e e ’ " g u-»..\..,v,.u PV | : _
| - This thesis is accepted and approved in partial fulfillment = -~
] e L _ , . . T T ) : c = -
% ' . - ) e x . N '
L P . } : S
{ L ] . . : . - - j——-‘»—!u—————-r‘—-u— e ‘ - !
R " . 'a‘ ’ - - s , N
: I B e S
_ 2 o ) . B ’ ) - - - - -
i ' . . . . - ) )
- ‘ 7' } o
. * % - -
s e )
I , o P N
| |
I - - - - i ".- . —
3 L ; .
4 ‘ i - L % ‘
3 & [ ] . v
: . | | Professor in Charge ,
i""- — T B _ « ,
e ~ -, * . . A ) L
2 - -
' ‘ O
8 .~ Head of klle Department _ ~
. | » . , % ’ ) ' "
X
: » < ' . ,
- v e . :
: e el N S T
Ty T o . , 3 (‘ . -
.- . I T —:" o - .,
. \ | )
N i » -
‘ ’ - ) e " ’ - - .
1) .
i o . ) i _ .
- - ot - . , -
N . . e :»_‘_ LN . . Ve -
. ' . . . . ) N ’ ) . ! i \
". } N ) . ‘ - . ‘ _E" . . . N ‘ “ X
.‘ . . « \ - . N ! .j ' v ’ "
- - S e S S : ] i _ e i
N Y . ! J ' . . .
‘ B N ' ’ w o’ ' I ‘ ¢ l '
o ‘ o - " oY .
, .:'.,A...u‘.:.:.‘:.‘.’_‘:c\} .
N o ‘ , ' . . ' ) (IR , . ‘.' ‘ . ‘ ’ !
f . .Q' . . H‘v




NE B [ - . . . i v - N ) .
v . v ' [ | - . B
" X o s . . o
K . g o . . )
o : . N ., g . < . p
i | . . . . . - P T T
, [REERPR . ; . - w' X - PR . N b
PRI | . . . 4 B
. ' n oo . .
» ' .
. o . w .
T - R M . . o .
! - . . kS .
. M - ‘. e B - .
\ . 3 B

Acknowledgments = . R}
| \\ o | . . o R e e SO S

" Twould like to express ny gratitude to Dr. Haynes for his  ©

Cxli
1

[

_ many helpful suggestions concerning this work. Also I would like .

to thank Darien Gardner for making available a copy of his recent

work on heuristics and problem-solving which was Sérfiéularlgwnwf- T —

————————useful in organizing the material for the first section of this -
S " .'.v;-X_li', | ' ' _ :

~w;~“—+5_ '—1'quk on this thesis-was“supportéd,_in‘part; by aNétionai

Defense Graduate Fellowship. = =

i W ) - : . : “ w i

AL A a1 R A N U TR S S R LA ST
pisimasity .
oinast . 3 - ;

AT A A SR A

.

N I‘s L
: - I g = - e e i e i —— - = - .
: ,‘_ ° - - v. T - . ) B
——— .y ° . e » : ‘
- » N . ! e
' . . s
/ - ‘ - R by
: | “a
o .
) _ i - A s . ; _ — e




R . . FRA i ! o B i s
.. . . ' » . )
) - ) . . . . .
: “n__"‘ . it ' - . o,k N .
T, T ) L . . - '{
v s . . . e e
. oy . B %t .
. - 1 . *
= ' . [ .
- . . \ . . . A :

- © . TABLE OF CONTENTS o oo
Certificate of Pproval e o o o o ;J;.o QQOI‘ZO>"O ; o oh ii . |

B

 Acknowledgments + s o o o o o o o o 6 o 0 o 6 6 o o o o o  iii.

-

| —T__—‘—#Jfabl"e*’O‘f‘CdntEHtS e e o o o o_n_-o e o o o o oo o o o o. e e .‘-*_iv__ f—~~A

AbStraCt e o ¢ o o 0..0'#0' . o o o o * a<e '._~ * o o .o o_-o_"‘o‘" 7 1 o

of

The Logic Theory Machine'As A - |
Theory of Human Problem-Solving . . . 5:.\f%3_, o e o ?,_’ 2ﬁ“~

—_— —

I Heuristicsg Pfobiem-Solving and L.T.. & ¢ ¢ o o & 2

- - | '_QMVII,ﬂAngnctiona@wAccount.of L.T. . .;v.w@w.w,w,m,w,w_7.Af,__%“_mmigww,#
"III L.T. and A Theory of Human Problem-Solving .. . 17 | :

IV Problems . o o v o o o o o o o o o o s o o o oo+ 22

V L.’To in PerSPGCtive *® o e o o o o o o. s e o @ o o 49
VI COHClUSion ‘0 e & e o o o 0o o .'0.0 e o o o o o . 0 ' 67

“,FOOtnOteS e o e o o o .‘:.'. e o 0--0.0 0 0*0 ® o o o o "’ 69

a . - o Bibliography 7 Wo 0 . 0 ; ° o o o o o o o o o o o o o o 7 ° o K 73 | o
S I Vita . . o ' o. e o o o o o o o e o o 0 ‘e e o o | Q. ° o ° i o . - 76‘ o ) T o
L . , .

- RIS L r T
bl B8 e vy - — —— — __,.1 FE T B _ _
E ’ . . 1l
B S, ‘ ~ :
- S Ll B . - T e—— .
- o - it e I L. . s hd
T T . L ;




A3, ' ‘- ' :
L
! N . r

e S ~ ABSTRACT

. In 1956 A. Newell and H. A. Simon (with the aid of J. C. Shaw)

===~ published the first paper on the Logic Theory Machine (L.T.). In

'mffmya,Lfm;f . _.effect, L.T, was a computer program that_prandmthaqxams“in_prgpg:gw;,

sitionglw}ggicimwBg}ieVing that L.T., in solving problems, exhibited . |
_ pes g that Leles solving problems, exuibited -

many charapteris;ics of human problem-solving, Newell, Simon and

B ~ Shaw (N.S.S.)/began to develop a theory of human problém-solﬁing

»  based on L.T. This paper purports to provide an exposition,

| S | ,
~critique and evaluation of N.S.S.' womk in this area. e

Since L.T.'s ability to pfove theorems in propositional logic

is high1y dependent upon the use of heuristics, ;he first sectionvm»_'

of this paper provides a definition of'"heuristic"7ané‘a discussion

é of the various types of heuristics and their\relationship to

§ pfbbiemésolving. The second sectionvié devotéd to a functional M
% e deSc:iptién of L.T. Inthe,third géétion a presentation is.given'

i pf N.S.S.' aétempt to deveLOp a thedry of human problémasolving

% based’on L;T. ~ The fouréh section provides an enumeration of the

? e VN mlagical,mpsycholqgidal.andmethodological,problemsconnected witth

% :this work of N.S.S. By comparingthis work of'N.S.S. with certain

i o e currentfworks in the’psychology of human tﬁgughtand examining.

z N.S;S.:géneralaapproachxwith the mbst commbn oﬁes»in the philoSoPhy
gA R of the social sciences, thé fifth“séction provides a framew@fk:fof‘

evéluating thenoVelty and worth of their approach_to human

'préblemesolving}ﬁwA brief general CharaCte;izatioﬁfo thefCOntfif 7“"1

!

PO S VY

S _bution‘of°N.$;S¢ conbihdes the paper.
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o ) " AN . ' : .\ ~ - ,‘. B - " . . ‘ '}“. B
I Heuristics, Problem-Solviggand L;T. C S

E R I The first step in an attempt to clarify the relatlonship o

N

ILLM;QMU*theurlstlcs to problem-solving is to prOV1de some comprenen51on of . -

% e yhat i a heur13t1c.~ A..Newell~proVides“the following'definition?5:;'

(I)UA process that may solve a glven problem_but offers no guaranteenwmwm;_;fé;wsa

e — i

o -‘ ~of doing. so is called a heurlstlc for that problem'.'_' Although there

;%?'-—_ . ex1st3‘many other def1n1t10ns (2) this one will suffice for the

.,present purposes. A heuristic, then, prov1des one- with a hunch, ———
It is a kind of guessing. It is{intended to berhelpful in the - I
solution.ofaa problem;although its fallibility may produce much

effort with no success. The mostgobvious question now is why in

. | the solution of a problem one would want to employ a heuristic which

]

is fallible to an algorithmic process which alwaysﬁproduces the right

answer,'i.et, the problem\solution, " There are many good reasons, )
gl‘ . ~ S 'two~ofewhich are as follows;>~First;”in“manyproblemesolvihgfareas
h‘ no algorithms have yet been found. 1In fact, in certain areas, we W
15  know that"no algorithm will ever he found: A familiar example ofﬁ S
t?;~ T | the latter is the first order predlcate C&lCUlUS'Wthh is undec1dab1e (3)
? ‘ that is, no algorlthm exist by which for any first order well formed Q ‘
fi 5\ S formula (wff) one can decide whether_ox_not ______ that*wffals,awtheorem.
. b A second reason for the‘selection of heuristics-over algorithms is .

O SR the fact that there exist problem areas whereln an algorithm w111

always give one a solution but very often the solution is obtalned

at the cost of a great expendlture of effort. An example of this 1“jf,"'**fj‘

j“'ls the algorlthm deve10ped by Newell Slmon and Shaw (N.s. s. ) to “f:“i’r_fl-

prove theorems 1n pr0pos1t10nal loglc.(4) They estlmate that of ‘the

— e T . o o
. . o T
. N o . Yy .
R 4 . l S L
' ' v . . I‘ -‘vl .‘ . i !
B - " e : .
- ' ’ * : - S
. . - S . . P e
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o ; sixty-odd theorems that abpeér in chapter two of Principia

:”mﬁhthematica(S) about sSix woﬁld be included in the first 1,000

‘_ J“ proofs generatgd,by-thevalgorithm,,but thatvaboutvé hundred . -

— million more proofs would have to be generated to obtain all the - . .. .

s ° ‘theorems in the chapter;.'By e@BEQying heurigt@?wdevices L.T.'s o
: . M'pgffo?mancébf ﬁheéame task is'mﬁch more efficienﬁ,um_j;” R
e A Although the above exmmples'are provided'to'illhstrate .Lf““
- ‘“m'“*¥Eértain advantages of heuristics over algorithms zﬁproblem=solving, -
it is ﬁot intended to-generatetheAimpressionlthat in constructing
problem-solving prdgréms one seiects eiﬁherheuristics, or algorithms,
but hot>both._ Indeed,thé movement today seems to Séitoward thé.
déﬁélbpment of problem-solving programs that inéorporateboth -
| ‘heuristigs and algofithms in a complementary fashion.(G)(j) o —
: J#*Having provided at least an intuitive defini;ion'of
"heuristic", it is now possible to be more specificandwidentify,“_ﬂ-
. foar_generaltypesof:héuristics~qsed*inproblem-solving.
It is common knowledge that just about every well-defined -
H problem can be viewed as a problem of deterﬁining ; sequendeHOf
" transformations leading from a given situation to a desired situation.
R All possible sequenéegwéfmgpplying trégsfo;maﬁionsgtqthe initial

situation (8) in an attémpt to reach the desired situation (Sd) can

~be represented in a tree diagram,

S

Armims,

| \ . ® 5
t £ { "
. e s b J‘ {.....A ’ ‘
| L P i IR
i N i | : .
w ™ ' » '/ ' o .
/ =
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. In most problem-solving situations, the number of "permissible"~”

Vo transformatlons is. usually finite, and moreover, for any given node, it

Coe R e is usually not the case that all transformatlons are defined on ite *vfrfir

! 1

,Q_tm;;l However, the -above dlagram is an attempt tO ShOW the problem tree for “WWW“wa“W

the most general 81tuatlon. R — -

AT R L S s SR

£ tpi Cn i N

Il | | . N ’ | ‘ - e — :
. S Calling each transformation a method, and calling the
r T N ~ - | -

initial'prohlempSituation and’ each problem situation that is generated

- - from the initial problem situationbysome’sequenceofmmthodsa;.—“—““““*j
| ""node", the four general types of heuristlc generally used in
: ~ problem-801V1ng are (1) method heuristics, (2) node heuristics,

(3) semantic model heuristics, and (4) analogous model heuristics.

(1) A method heuristic is a device that selects certain

| | methods to be applied to a node already chosen. If one had reached

~the n- th stép in an attempted proof that a certain wff in loglc is

] | e a theorem, then in this context, a heuristic method would_be_anyj

device that would specify that only certain rules of inference should . E

be tried in attempting to prove the desired theorem from the wff of

— e | the n-th step.

(2) A node heuristic is any deV1ce that selects from all

» PR — ,._I o — . Ce N e

. : the -generated 80 far a- partieular node t0‘work on next.
SR _Juuhﬂi

Agai“ﬁ‘;? —

consider the case of trylng to prove a theorem in logic. 1f one has

e e e e e e s o m o s ————

taken a particular axiom and has applled n rules of 1nference to the e

PR o ‘given axiom, the result would be n logic expressrons each Wlth the

.l——

I —— property that- it can be derived from the given axiom by one appli-,:*wliﬁifiwfﬁ

e catlon of only one rule of inference. In this context a node ?fﬁi. ffhi\;;'\

heuristic would be any dev1ce that would specify“which of the n r; "V'eWr"?wyﬁf
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logic expression;tO'work on next in an attempt to prove the desired

N theorem. - —_ S e T T P o
N (3) H A Srmon has remarked that (8) "One theory can have'.“" ’w}
. exactly the same log1ca1 context as another but be 1nf1n1tely‘more |

¢

valuable than the other 1f it is stated in such a way as to be

easily manipulated, so that its logical context is actually

_(psychologﬁcally) available to the inquirer.".'When a given formal
: ‘ s&stem.is.prouidedﬁwith a semantic model, the formal system and its
semantic‘model are identical in logical context, that is, what is

o B ‘accessible by the rules of inference in the formal system is equally

(logically) accessible in the semantic model by’the corresponding

T

——

rules. However, an individual may find it psychologlcally easier

to work with the semantic model since it provides "meaning" to the

S _____symbols involued. A good example of the use of a semantic model e

would be in the proof of a wif of a Boolean algebra whlch can be
interpreteduaslthe'propositional calculus.“ﬁIhus,,thepropositional
calculus could serve as a semantic model heurlstlc. Proof.of a wfif

B . in the Boolean algebra could be more eas11y obtained by flrstﬂ,’

TTTTTTTe———

801V1ng the problem in the 1nterpreted system, i €., prOpositlonal

‘logic.' Since there exists a 1-1 correspondence between a. formal n

system.and any semantic interpretation_of it, the use of«a mapping

LI

,*.\ .
<

~is all that is needed to obtain the proof in the formal SYStem.given'~

a proof in the semantic model.

from a semantic model in that there is no l-1 correspondence between

(4) Analogous model heuristic. An analogous model differs

et

 the .elements and operations of the problem situation and the elements




‘and operations of theﬁaﬁalogOUSimodel._ Basically, the usevof>én'.'

; g B i analéQOuégmodel is an attempt to: St h
%. - ”:f:_tji ‘(a)'trahsform the original problem;inféQaprdblamuchat'iSQ-f;;; -
| R ;“ "-easier to solve, \‘ ﬁ .j<‘:%j-“**’ | ‘"*;4'f9'*’E“f.—'
’ o (b) solve the'eésier pfoblem,l
o [ * ::ﬁifjkijifn—(c)musethe sequence.qf steps'in thesolutionofﬁhéeasier | -
- e — ". : problem as a guide' to a solgtion- of f:hehardér p‘roblem;‘-'"}-i* =
: : In the'gge of an»ahalogous model, there is ndgﬁarantee that the o
* _ Ms-t‘éps u"s'e<‘i in thé solution of tﬁe easieriproblem will 'be.uséful in-
T T »Wdétefminingthe steps 6f the”$01U£i6h”6f”tﬁéwfé51”prObIem; ‘ASan’
I exampie'of the ﬁse of an analogous model in prébiém-sblving consider
the following. Supposé.one is trying to éolve a problem involving '”
K: three-dimensional figure. One exaﬁﬁle of an analogous model
heuristic ‘would be the attempt to take a two-dimenéio_nal ;;ro jection
o of that.figure, solve the‘problem in two-dimensions, and then use
T thé steps in this solution as a guide to the steps to be taken in
‘ the soiution_of thethrée-dimensional problem. o g
E— . "MMMpsthheuristic programs will contain some combination of
these four types of heuristics. L.T.“useé two of these four'types -
; "(node selection and method selection heuristics) in §£OVing»theorems DR
} ‘in'proposiﬁional logic. | " ,,~ ,
.Generally, a heuristicPfég;amischaracteriéedbyzeg)
o (1)\division of problém,into subﬁrdblem,
T A @ use of heuristics, o e

(&) fallibilicy. . -




- ‘.IL A Functional.Description of L.T, ;?;‘ . ;f “

)', .

In thlS sectlon, a reasonably thorough funct10nal _ ;_-jg;";fagx) 

‘~h”;fﬁ;j;;;; ~*descript10n of the Logic Theory'Machlne (L T. ) is given. Thigﬂfmﬂmw
.”Tl;eifailéf_ - description is prlmarlly leased on'"The Logic Theory Machlne" by S
N S S. (10) although other descrlptlons ex13t (11)(12) From,the o

; time of its inception in 1956, several variations of this progranl" 'i“”“”ff""

“have existed. The present dlscu331on confines itself to the original

§—~ SR  program de31gn.. In later sections;'variants ofVL.T.‘willbe‘noteqw_m;;_@fﬂ
‘:‘ ﬂ . only when necessary. | o imm”
!r'““**“—”' - - L T isa‘complex information processing system capable -

i "of proving theorems in propositional logic.(13) Basically;'an

| - information processing system conslsts-of a set of memories and a ,

§~ set of information processes. The memories serve as the inputs

§ andoutpnts for the'information,processes. A memory is a place

? ’; that holds infonmation over time in the form of symbols. These

g? "symbols are said to function as 1nformatlon entirely by V1rtuemof

5 their capacity to make the information processes act differentially.

gi Viewing them mathematically, the information processes .are functions'

‘:: e ~from the input memories and}thelr contents to the symbols in the

:' output“memorles.m_Themset~oﬁ-elementary;1n£ormatleneprocesses“rs_

| defined expllcltlg, and through these definitions all relevant‘

{. a.;i,,%;,fjt-l _.characteristics of symbols and memories are spec1f1ed -
i -‘ S | In the above paragraph L T. was described as a complex

{ :'éfifﬂ ﬁf?l»tfinformatlon process1ng system,f Now, by-"complex" rs*meant*4“f1 )

J
oV

a) there is a large number.of different kinds of Proc?%ﬁ?Sé“all_bft~

”iﬂQj;¢ii5.f which arerimportant,"although!not necessarily_essential, to the . ?"if'ighr“

| performance of the total system;




|
i L

R

~

ffﬂ) the uses of‘the,prbcesses are not fixed and invariable, but are

3
\

g

" . information received from the enviromment;. ..

—‘ ';‘ili;-‘?:;;.:‘.;‘“‘ VMWC) "' the same »prot:esses are used' in man-y' .different‘.”{;contexts"'"tg'accom P

~ highly contingent upon the outcomes of previous processes and on_ .

. . i .
B DS g_ ._-\‘_'x_‘ e
d

iiéthﬁ;;:§;;ﬂ ‘

similar functions towards different ends, and this often results in

© .- ... organizations of processes that are hierarchial, iterative, and =

_ « ' recursive in nature.

-9 ’

NS I

o | This preliminary'notioeﬁofhgmggmplgx information processi

~ system Should,become considerably éleare} from the following descri

tion of how the Logic TheofyiMachine functions,

' !
1

S

The function of L,T., that is the task for which it was

e

designed, is to prove that qértain expressions in propositionalm

B R - S P TR i SR s i St s AT T S e S e T e TR e i e o o -
. . R - ;

N R Ty
TSt s Hdb e

logic are theorems - that is, they can be derived by application of

. . - N '
specified rules of inference from a set of primitive sentences or

axioms, The language used is the common one for;pr0positiona1 logi

The variables (atomic sentences) are represénted by p, q, r, A, B,

etc. The connectives used are: -(mnot), v(or), 2 (implies). The

connectives are used to combine the variables into expressions

g

ng |

P .

R i

Ce

(molecular sentences) e.g.,<(-p) g> (Q v -p). The two cohneétives,r

- and v, are taken as primitives. ~The third connective, > 518

defined in ténms of - and v, i.e., p%} q =df - p v q (def, 1.01){

R I B T e
] B }

.+ The five axioms that are postulated to be true are:

1.2 (p v q) 2 p

.....

1.4 (®Pva P (qvp) L e o




L R .
B . Each of these axioms is stored on a list in the theorem -~ .

‘ '»’memory, T, with al_lfits variables marked 'fr'ee',' .lt'.hat is,capable of

‘.-~ substitution., Now, given an expression. to beproven, L.T. attempts

_ —————,

L;A.;-ﬁiii?ii?“fg;fﬂbffprbofbyusefbfathfeemain'methodS-substitutiqn:detachmenf;'~j ;;i;;.@£a;f;;h-§=

- chaining.’, .- . - . < __;;‘NWNAA;;;MQMM,“’

- *'“*f‘jjf“i~[‘l‘-~—,BeforeVexplainiﬁgié;ch ofAtheseméﬁhods,it is‘best~to,"f"~ :j7;f'ﬁTMJ£
) “‘& ~point out that;_for‘aﬁy expression L.T. is able to assign to it a: - e

g » ﬁni‘que triple of numbers (K,J,H). This unique triple is determined - - - ‘' |
_— S - éé'follows. 'ConSider‘the faét that anyéxpreséidﬁ (e;é; -;”;;J -

(@ v -p) can bé written in a tree form:

-y

Copmmy, _ iy,

Now K = the number of levels in’ the expression. The number of

= f

levels corresponds to one plus the maximum number of letters

-j*“”*—~*~“4~~~WM»w;m-in“Plfor any element in the expression.

3

J = the number of distinc; variables in the expreésion, ignoring

negation signs.

H = the_number_Qf_uariéhle_places!in;an_expressign4
Thus, for (-p) > (q v -p) (K, J, H) = (3,2,3)
\ wTZi;;{;Tffiﬁ;.‘  ' ‘Having noted this, attention is now turned to a déscriptidn_h.

. ol A . t.

of how each of the three methods (substitution, detachment, chaining)

sl ig used in proving theorems from the given axioms, T T T

. ] l - N r"A ' ' - . *
s Themethod~o£‘substitution works as follows. Given an

"Jexp:ession to be proven; a search is made of the axiom list for an

. ” axiom that i "similar" (a notion to be soon definmed) to the given G
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'.expression; ‘When one is found, an attempt is made to "match" (to be

ep——m e

defined) 1t w1th the exPre581on to be ‘proven. If the match is success- ;;Jﬁi7e;ﬁ'

ful, the—expreSSionfis proved° if the listmof axioms_is_exhausted_;;f

W1thout produc1ng a match the method has failed

]'The~above notion'of "similarity“ is now defined, It has

B
- . : R N ¢ N - -

already been mentioned how 1t is p0331ble to compute a unique triplew;:,f;.llm,_.

~ -~ of numbers (K,J,H) for any given-eXpreSsion. Now consider thep;pip

‘exPrle’SS.ion-‘(I"J% -_p‘) => =P, It -should be ‘clear that fotr '~this expres»si_on, L

(K J’H) (3 1,3). Now for this eXpre581on (call it expre331on 2 01), 5;w~wf~7'w

the,fact_that.its unique triple is (331,3) is written‘as: D(Z»Ol)
| (3,1,3). In a very similar fashion, one is able to write descriptions
for the various subeXpressions'contained’in'2.01--in particular,the
'snb expression to the right and to the left of thelmain connective.
Clearly, for each such sub-expressions, DL(2. Ol) (2,1 2) and
DR(Z.Ol) (1,1 1)'where DR and DL 1nd1cate the unique trlple (K,J, H)
~for the left and right sub- expressions (i.e. (p;)--p) agd -p
respectively) of the given expression, 2, Ol.

Now, two expression, X and y are defined to he similar
if they have 1dentical left and right descriptlons, that is; 1f

o

'DL(X) DL(y) and DR(x) DR(y) I __— . |

v

So, two expre331on, X and y are defined to be similar

."'pif~théyfhavefidentica1 left and right descriptions, that is, if

' DL(x)=DL(y) and DR(x)=DR(y). The routine for determining whether

o )

 two theorems are similar, consists of two segments: a description .

| segment and a comparison of descriptions. The description segment
. \

1S made up of four descriptions routine, one each to compute DL (x),

DL(y), DR(x), DR(y) The comparison segment xspmade up of two.




compare descrlptlon routlnes, one of which compares DL(x)'W1th DL(y)

and DR(x) with DR(y). So, given an expression to be proved L.T. .r;jtffiﬁ

wlll flrst compute DR and DL of that expre3310n. Then, L. T w111 '7itwgtﬁjf;.

T ~scan the axiom list to flnd ‘an axiom that 1s‘"sun11ar"*to the - -35}§?=€3 |
.expressiontodbe proved. Recalllng expression 2 01, that.is " . o
:r rdIb” '-p) “ let ds assume that thlS expre531on 1s glven to L T;«.“;f'f
R to be proven from L, T 's axiom 118t.:It has already been noted that S
o ~DL’(2_.Ol)e (2,1,2) and DR;-(i ,1,1). The only axiom that is "similar" ~ = -~
to.this expression is _a;:giot_»a____l.}_fZ,Mthat is, (p vp) % p. Now that‘L.T’. -
has found an‘ax1om 51m11ar to the expression to be provedg L.T. ATT”'}:{
" attempts to ‘match the two, that is, L T. carries out a point—by-point y%“—m
: comparison between 2.0l1, the expression to be proved, ahd 1.25 the
axiom that is similar., In matching the;two,.one-beginsewith the main
SR eonnect;ves, and works systematically down the tree of the logic
_ eipressions - always as far as possible to the left; In the p;esent
- case the order in hhich.one would match is: 'maih connective (P=none),
ﬁhd oonnective of left sub-expression (P=L), left variable of sub- .
§ expression (PaLL), right variable of sub-expression (PgLR), and right '
- . 4 ‘ o |
j | B N 'sub—eXptession (P=R). To get a clearer uhderstanding of this let us'
§ considerwthewagtualtsteps.by”which expression 2.0l is matched to
§ /;" ) agioml.Z. The matehing routine is carrled out as follows'
o 2,01 (p3 ) B T
({‘, @ ié;ased instead of p'in~l.2 in order to:indioate that its_vafiékle | |

b, Proceedlng downward to the 1eft the'conneetive iSh%} inf.W

.
A
ool

a. The main connectiVes agree:' both are Jr | ““‘*“f“*f'*““”“jfjf";

2‘01? but vkin.1.2. TO_Change;the,V'toig> it is neoessa:y;w”‘*"
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(by def.l;Ol)“to,héve'a - before the left-hand A in 1.2.

" This can be;obtainEd by making the substitution of -B

for A in 1,2, Having carried out this substitution,

' “and having then replaced (-B V -B) with (B3 -B), one

has the folldwing.

2,00 (% -p)d -p

1.2 (B9 -B)> -B
Prbéeeding again;ngthe;left,_one_finds B in_l.Z but

P in‘2.01..SSubstituting P for B in 1.2, one finds that

after recursion through the remaining two elements that
one has a complete match,

’Thus, a proof has.been discovered of 2,01, Notice that this

3D P YO AR VL 91 et 1T nais i b b st e e

ORI TR T Ty

ST ST E T

7. e

ey

method of substitution may be viewed as information process that is

composed of a considerable number of more eieméntary information

processes arranged to operate in a highlyACOnditiqnal sequence,
Consideration will now be given to the method of detachment -=

the second of three'methods by Which;L:I.;prdves“theqrems. The

princ@ple that underlies this method islsimply this; Suppose &aT}*

1s asked to prove that expression'A'is a_theorem; and assume that

there are in the theorem memory two theorems, B and B%S,A. By

application of the rule of detachment to B and B%} A,-A is derivable

. immediately.

In its actual use of this method, L.T. employs a moré

4

,ggngxalizgd_prgggdurg_hy;Qmeining_matching_LsubstiLutian“ahd;replaceg;_;;_*_f*_,_*

PRI !

ment) with detachment. Assume that the theorem memory contains B"

}

and B'; ‘A'; that A is obtainable from A"' by matching; and that B' -~ . - L

R is obtainable from.B" bygmatcﬁing. Then; it is poésib1e.to'cdnstruét.

'4

ey
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- a proof of A as follows'.; (h;?1t~fp77'hh7fhftﬂ;fj7““

1) By'matching with B",.B' is a theorem°

2) Slnce B -)A' is also a theorem, 1t follows by—-— detachmem:

eh_fijm;Q“thfeffh;eff:A thatAg lS e theorem, it

3) By'matchlng with A' A is a theorem.

| Now m.th thls in mmd the method of proof by detachment can be more .

N fully explained as follows. LeteA be the expression to be proved_”i;:mme;QMLM,t_'
o | {

~First, L.T. searches.thevaxiom list for theorems whose right sides

et I PN P

. . . Y . . - = : : , . : i
are similar to the whole-expression A. If such an axiom is. found,

~ L.T. then tries to match the right side of this axiom (call it T)
.~ to A, If this match is successful, then L.T. attempts to prove  — —— ~ -

‘that the left side of axiom T is a theorem by the method of sub-

stitution. If this is successful, then A has been proven since if

- I ~ the left side of T is a theorem, then the right side o T is a

mﬁﬂh‘ “t | theoreﬁiby'the method of detachment. But A can be obtained from
the right side of T by substitution, thus, A is a theorem. (Noteﬁ
of course, a check is made to make sure\that»T hasle as a connective).
(Itshould be'noted.that'the L.T. also employs, if the
e above'method fails, a different criteria of similarity which enebles

a proof by detachment by use of contraction. However, this routine .

- will not be discussed here since its importance is minor).

Consideratlon‘w111 now be glven to the third method of proof

-:W:that L.T, employs - that of "chainlng." The chainingmethod may be
"brlefly stated as follows. Giveh an eXpreseion'to be proved, that%.
is of the form-Ae‘j>C3 an attempt'is made to prove that two other
"‘expr63510ns A=y B and B£>»C are theorems.‘ Lf B=y C and.A;y B can beV‘{

" "h*79fgfh ,proved,‘then by the tran31t1VLty'of the sylloglsm, A€> c is proved

e |
Lo ey
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To be more specific, g:l.ven an expression (of the form A> C) that is

. to be proven, L.,!I‘ does the following. ) It searches the axiom list

B for a theorem T (wi th- ; for a connective ‘whose- lef t side is simi 1ar' B
e to A. An attempt is- then made to match the left s:.de of T w1th A,
_ '.If thlS is successful then L T, has proven a theorem of the ‘form o )
P _—i___ A=> B“ for T as modified by match:.ng, is of thJ.s form. A check e ——
'. o is then made to see if it is poss:.ble to match B to C. . If this ﬂi's —* -.
successful the theorem is"proved. If this fails', hoWev-er, ‘L.T.
E o W—eonstructsthe expre531on B->C and attempts to prove this expressz.on |
- ‘ “ by substltutlon. If thlS succeeds, thenA,%L T. has establlshed the
“ chain A.-l‘;f B, BsC and it then concludes that A= C has been prove.n ,
A according‘to. the transitivi‘.tv of thesyllogism. Now, this procedure
:Qf just described is known as "chalm.ng forward. " L.T. is also capable
- —of "cha;.nlngbackwards" that is, in order to prove A.>C L.T. w111 -
o # : search for a theorem of the form B:)C and then 1t will try to prove -
“ .)B by substltution. . .
Having described the three Jmethods, bv which L.T. attemp_ﬂts w
o ; ‘to prove theorems in pr0positioa1al logic, '_attention is.now turned"
to an explanation of the sequence by which these methods are used.
Such'a vseqnence' or order is determined by What is known as the ;
- ” "'eXecutive" routine of the compnter program. When a problem is | 2
_~—~ posed to L. T.; that 1s, an express:.on is presented for which a proof
N ok is sought, successive attempts are made to prove the expression by
" 'A"the' methods of substi‘tut:i‘.on, detachment and chaining; respectively; -————_
To explain what happens if the three methods are | unsuccessful , it is
u "'vnecessary to consider the folloWing. It has been noted that both
\ detachment and cha:n.m.ng are two-step methods. Suppose a proof _is i
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- sought for an7exmresSion A

o e | | € . In use of the detachmentrmethod an attempt

“is then made to find a theorem B= A, and 1f this is successful, an

attempt is then made to prove B.

Let us des1gnate the task of proving~»W"

;i __kB a subsz.diabz__g_roblemo Simllar1y5 when an attempt is made to prove
.__ A_-_;§ by cha:mingg a theorem of the form A.) C is sought, If AycC is = i
‘“—_“'_‘successfully proven, an attempt is then made to prove CHB, Thetask~—ft**r:“£
- of orov1ng C= B is also a subsidiary problem. Now, within both the : ‘%
S .-_”V—i detachment and chaining method, only the method of substitution is E
- 'applied to the subsidlary problem, Now if the three main'methods of | 1

:  proof have failed, L.T.‘then selects the "simplest" sub31d1ary ‘
problem ("simplest"‘means having the least number of levels, i.e.,'
- the smallest K value) and attempts to prove it by means of detachment

~ and chaining,

- ~ 1is solved or until the number of ste

T '"StOp" limit, |

Ps involved exceeds a specified

In the latter case, L.T. reports that it,cannot solve

B o "~ b) node selectiQﬂg,;@ .

From the above description, it is clear that L.T., exhibits

the general features of a heuristic problem-solving program.described

Y earlier. Briefly, those general features are: . o A
o 7~ 1) division of problem into subproblems,

2) use of heuristics; viz,: a) method selection,

. e .. c).semantic model,

e - d) analogous model,

T 3) recur31veness, “
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. The first of these four is exhibited in many ways, the most

°_~notable being the”prdduction of what has been-descfibed as subsidiary  ' f SN

‘lrwg:a_wwithwreSpeetmtOJheuristigsgmLTTTsmakéseuseﬁoi;aeméthodf”

_._ -gelection heuristic and a node selection heuristic. .

of "similgrity".is used to limit the methods of=proofs.that will beg, i M'“WMMW“

. 11

applied to that axiom in attempting a proof. .Thus ﬁsimilarityﬁm;

+ .. provides a method heuristic for L.T.

In selecting which subsidiary problem.iS'tO'bequrked on;
.. employs a notion of "simplicity" (the smallest K value). So
- Wgimplicity'" is a node heuristic for L.T.

Recursiveness is evident in L,T. in many ways. Certa1n1y5'

the many iterations of attempting proofs by substitution is a good T T

- .- example.

S I | | -
L.T. is certainly fallible, that is, it does make mistakes. L
Cénsider4the fact that the wff p>> (p V p) can be simplynproven by R
g substitution of p for q in the axiom p> (qvp). .Howéver,'this axiom -
would not be considered for proof by substitution since it fails to d
p{ww 37{;5}}wtii;”Jvsatisfy the notion of “"similarity" since their J-values (number of
distinct variables) are different. -
e _«_W» i _ e ~. _ _* ‘d L L el 5




III L.T. and a Theory of Human Problem-Solving

-L.T.; discussion is now turned toward its capaéity to provide a»'basis
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-~ . Having described in reasonable detail the“operation“ofw'_

for (or elements of) a theory %f human problem-solvmg.

| 'j' a program~ a spec1f1cat10n of what the orgam.sm w:.ll do under |

,var-ying'environmentall circumstances in ‘terms of certain elementary___;

The pr0posed theory of human problem=solvztng i.s based on

:Simon and Shaw state that if one considers‘ the organ‘ism“‘to**c"on’s*i“st

“definite set of rules for combining these processes into whole

 information processes that generates this behavior.

of a predictor of behavior) in two distinct s'enses according to

_____Newell ’ 'Simon and Shaw.(ll’) First, it is able to make many' p"recis_e

‘behaviior it is designed to handle. secondly, it will provide

information processes that it is capable of performing. Newell,

of effectors, receptors and a control system for JOlning these, then
this theory is mostly a theory of the control system._ The theo‘ry
postulates a con'trol system consisting of a number of memories which
contain symbolized information and are interconnected by Avarious
ordering relations, a number of. primitiveinfermat‘iozt,processes

which operate on the information in the memories , and a perfec':tl»y

programs of processing. Thus, an explanation of an observed

behavior of the‘organism is provided by a program of primitive

The program of L.T. can be used as a theory (in the sense

predictions that can be tested in detail regarding the area of

5 . o : , ' . A
S :

-

qualitatrve characteristics of human problem-solvz.ng Which can

be compared with characterlstlcs already descrlbed in psychological I
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literature.
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For L;T;, N6werl, Simon and ‘Shaw limit their‘comments

~~'_‘,to this secohd type of Validation of their'theory sihce Y"all of the‘

. ._thls qualltiatwe klndmo n . e o
- | A.summary'witiwnnwtbe“given“cf?the*resemhiaﬁte*ef“certain“*““*i;;i :
T S S - o g - , . ’? — -
o characteristlcs of L.,To S program'WLth a3pects of the human problem- =~

,lcorrespond'to-quite different underlying processes.

-~
. -
R v
et o e e o e

i each of the,sub«-expresemnse

‘sunmarized under the following headings:

-...sometimes been defined as '"a readiness to make a specified response -
: P P

of peycholegical phenomeha.

in several aspects.,

solving process as it hasAbeen~deecrlbed in peychologlcel,11terature;‘ CoTTe

These resemblances, according to Newell, Simon and ShaW'mey be
set, insight, concept =

formation, and structure of the preblemesubproblem.hierarehy.
RN

wIn addltlon, they think that L.T. illustrates some, though not all"**

- of the forms of hwman learning.(ls)

As Newell, Simon and Shaw,ﬁqint out their term "set" has

to atspecified stimulus,” and it (the term) covers a wide variety-
The behavior of L.T, exhibits "set"
Moreover, these several evidences of set

First, consider-

‘the fact that after the program has been loaded in the hardware

(computer) of L.T. and the akioms stored in its memory, before L.T.

will att@mpt to prove the‘first problem it isgiven9 it will first

b
.

80 through the list of axioms and compute, for each axiom, the unlque,“

triple (K J,H) for the whole expre831on and the unique triples for vd‘“”h'.

"ifthis‘computation‘proceSS“and*the“intervel”Of“tﬁme'rquired”fef‘it;'mf”&mwmm"W

.nwrepfesentg(functienally aﬂd“Phénomé9°1°813311Y) a preparatory set

'As_Newell, Slmon and Shaw p01nt)out,“ww;ﬁ;;;5:gﬁfﬂﬂ

e oA T e o S 1 S e v
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+ 1in the sense it is used in reaction-time experiments., Secohd, consider

'.the-fact'that when L. is attempting a particular subproblem'it'trieS"»”-" -

to solve 1t by the substltution'method and then only if that falls does

«..ff-‘~' it em@loy the detachment method and then chalnlng. -N0w; whenﬂlt
o -rllfﬁllwuwirr Searches for theorems su1table for the substltution method it w1117‘_ ’ :
J ... not takeanyrnotlce:of»theorams:ﬂmat’mIghtwlater“befsultsplglfq;lghgjlfi -

detachment_(different similarity tests beiﬁg-applied.io the two cases).

_LIT;payS~exclusive attention to possible'candidates for substitution

) unt11 ‘the theorem.list has been exhausted - only then'W1ll L.T. employ BT

_the detachment'method Newell Sumon and Shaw belleve that this

behavior represents a directional set, g

T ‘ With respect to the notion of "insight", Newell, Simon and

¥ .
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Shaw first note that in psychological literature "insight"'has'two .

‘_vprincipal connotat10n8° "suddenness" of discovery, and\grasp of the'

o "structure" of the problem as evidenced by absence of overt trial-and-

?1. , " . .errorrlNewell, Simon and Shaw belleve'that L.T.'s program partially
;;!‘ resolves‘the "insight'" vs, "trial-and-error" debate. L.T.'does N fo T
attampttoprovetheorems by trial-andeerror procedures; but trlal-
.Mfl;_r[ and?errOr attempts take place in a limited space of'all possible

e ‘;solutions. wFor example, tﬁe use'of "Sﬁmilarity" tests greatly‘reduces

»»»»»»

;‘3f:; . the number of possible solutions that will be attempted. . Thus, . 'Tﬁ.fffffuf'r'

L trial-and-error is not a totally arbitrary technique. The sequence

a,_;f.fil of p0381ble solutions that L.T. attempts does, in fact depend upon ~.}\¢-,>;'dﬁ

— A L | e A e e e e e R e i L] PRt i e e T

problem "structure."

o 'flﬁ,fffff“7?"r”?' . With respect to concept formation, Newell, Simon and Shaw ""”wt

L - point out that L.T. is primarily a performance program, Nevertheless,
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IL.T.'sxprogran does supply a clear example of concept use‘inhproblem'

T p_rQ?fffThf‘ ~ 'solving. “This is found in the routine for deScribing theorems and

searchlng for theorems “snmllar" to the problem ‘expression or some ‘f;  e

nart ,,,,, oﬁ it in order to attempt substltutlons,rdetachments,.or i R

T ”charnings,7 AsNewell“ Srnon‘and Shaw state, ﬂAll theorems haring” -
;T“*#t”iywkgfhthe same descriptlon exempilfy?a common concept.":*-" B
| Htﬂ C°ncerning,problem-subproblem hierarohy, L.T.hemploys»two -
T ,~atyp38 5thierarchies;"In'attenptingto”solre¥a prohleh; L;T.‘tries

- 7 proofs by SUbStltuthn, then detachment and then chaining. The ~— "
~second more. interesting k1nd of h1erarchy is the generation of new U
-_expressions to be proven. It has been noted earlier‘that both

detachment and chaining method;do not give proofs directly, but, B

instead, provide new alternative expressions to prove. A list of

~such subproblems is kept by L.T andL T. is . able to apply all its

___« problem-solving methods to them., Moreover, these methods yield yet

— other subproblems, and thus a large network of-problems“iS‘developed

. g
s

=~ during the course of proving a given logic ‘expression. The 1nterest1ng R —
ST aspect of such a hier-al‘-Chy is that it is flEXible, it grQWS' in ;n:n_
response to the problem-solving process itself. R

NEWell Simon and Shaw believe that the problemrsubproblem

hierarchy in L T. 's programkls quite comparable with the hlerarchies,

e

E;#W;;_;:QW;;:;;;J;';;hat have been observed in studies of human problemrsolving.

,hi F%¥is=;}—t e With respect to lharning, N.S.S. believe L.T.'possessesfa*'““5“°

= ‘”ﬂhprQE];a’; number of 1mportant 1earn1ng processes that exhibit some forms of

e T human learnlng._mNd,wM“;Wmf,_M__uﬂf;_ﬂ{;mmWw;m;;e_qr”mfunw“_wmmww'.m;w IR
T - ” S R o ﬂ.'f”nfgff
S TR N.5.5. define learning as any more or less lasting change B

.~ - in the response of the system to succéssive presentations of the same =
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stimulus;‘ By,this_defiuiéion, L.T. 1earné in”the'fOIIOWng*ways. :

v e i e

\\%;\\T&_T;;;m‘!(l) When L.T. has proven a theorem, it stores this the;iéﬁ  "
S B iﬁ:its mgmqry. Hencefgrth, thetheoremis.availablefor'the Prodf‘f.‘ilfﬁ
 of subsequent theorems. Therefors, whether L.T. is able to prove .
theorens depends, in general, on what theorems it has previously -~

» (2) L.T. remembers, during the course of its attempt to
proﬁe-a'theorem, what subproblems it has alreédy tried to solve. If  %1'j‘.

the same problem is presented twice in the course of the attempt at

a proof, L.T., will remember and will ﬁot tf§~to solve it a sedbnd |
time if it has failed a first.
- (3) In one variant, L.T. remembers what theorems have

proven useful in the past in conjunction with particular methods
and tries these theorems first when applying the method in question, - -  —
Hence, although its total repertory of methods remains constant, it

Iearns'tb‘apply particular methods in particular ways.

N;S;S;,believe that the several types of”learning”nowffound .
L iﬁ L.T. begin to cast light on the pedagogiéal problems of '''what is
learned" including the problems of transfer of training. For examplé,
] - if L.T. Stmply‘étored proofé of theorems as it found thése,}it would
- be'able' to prové a théorein al seéond. time very rapidly,‘u but its | o
K _MJ_Mlearniﬁgwould not.tiansferat all to new theorems. The storage of —
theofemi/hasmuch‘broader'transferQalue than the storage of ?roofs;,'
_ S  since,\§$a1ready noted,-the%proved theoremsmay be'QSQd‘aS'steppiﬁé-._L;L'
— “iétOnes'to‘thg proofé'oféﬁeﬁ theorem§;':' “” H.UWMUNMUU.HW~M“;MM;;Hi”m

- oL ' . e v LS S [ el e o . . . . oD LW A FC
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IV - Problems T e
~ We now turn to a consideration of certain questions concerning = '

- ]f _;ﬁ‘N.S§S;’ apProééh\to human problem-solving. Before this is done, hqﬁever,‘»

o “;;lét‘us give a reasonably clear summary of what they are attempting to -

-~~~ - do in the way of theory formation. . PR

o e e i e s g e e B e . . L

— — m”__»Theirﬁproposal%isfthaqfw“Q_N*viﬂuaiﬁSnTviﬁgmproblemsebew»f

regarded as an information processing system - a notion explained

~earlier.~Attheir 1evel'of~theor121ng,'"an explanation of an observed'"“~~
;j ) . «LH —_5ehavior‘ofthe organismvis provided by a program of primitive ~uthw
" ' informatipn processes that generate‘ghis behavior."~:View;d.asa,wamﬂ_,fwerwf“l
. theory of behavior, a program is-highly specific in fhaﬁ iﬁ represeﬁféw'

only the behavior of one individual in one set of situatiOﬁs. If
g%f—_“"'-‘ either tbe,iﬁdividual or the class of situations is changed, the
’ program must be changed, 1N.é.S. hope, howev;f, that importaht.
{?." ~ similarities will occwsr among the programs which represent the
E ~beha§ior ofthe same individual in different situations, or aﬁong
! ‘those which represent the behavior of different individuals in the
same situation. Hopefully, a more general theory of the kind of
;*""“'*: " 'behaviOr under stﬁdy may be develOped, Finally, We.nOte that in
: | employiﬁg this approach to problemyéolving, or some other areé,‘ong
beginsbyattempting to identify thé processes dinvolved in»the
vnéarticular kind of thinking under-study, and when some hypotheéés"'
have been formed as'to‘the prbcesses‘inyol;ed, one theh attémpts to

" write a program which employs these processes aﬁd‘which simu1ates

-~ the thinking of the human individual. -The objective in writing the -
-~ program is not only to achieve the results which the human thinker  »;}f3 wffW*
' achieves, but also to employ the same processes in doing so. .




o

-

wa,'with‘thislih,mind; consider again the above definition }fo“

w.

of explanation -- "an exp&enetion of an observed behavior of the

organlsm is prOV1ded by a program.of prlmltive 1nformatlon processes

{:;;_fi ~that generate this behaVLor."

ThlS appears to be a partlcularly bad

R SR

“'conoeptionof‘what oonst%tutes ehrexplanetionfor‘the.following | .M“i?hifi:;
S 3 - Cohs;der a problem-soIV1ng atea*wherein there ate only =
- L finlte number of. individual problems (say n such problems)
e et partlcular-indLVLdual is asked to solve each of the n problems, and";;;;;;m ;;M,MQ
to write on scretch paper (or say aloud) every step he takes. Let
o us ptesume that hesolmes theh problems with no difficulty and we |

" have taken care to collect his scratch paper or recorded his talking‘

- ‘M““_r"while~working. Let us presume further that if we present“himnwith‘“*’:“4”“?
i . these n problems at another time there will be nogsignificant
: —_— differenee (assuming for the moment that the notion of "significant
o difference" is intuitively clear) between his‘originel solution Of‘-u_”j -
5 problem aﬁd;his solution of the ‘same problem et a later time,
Recall that an ;hformationprocessiné program cohsisteo of:
1. _; control system consistihg of a number of memories, w
. . which contain symbolized»infofmation and are inter-*
- o connected by various ordering relations; PR
: - féf'afnomberofprimitfve'informationprocessesqmdnh e
| o o Mﬁi~0perateon the information in the memoties;ﬁ - ~ o
5 | N o | | | :
a "}f : )  3, a perfectly definite set of rules,fo;‘combining these :pt__fh‘
" processes into whole programs of processing. .
. lrisatrivial (thoush possibly tedious) task to write
'gi ’ ,-{enlinfonmation prooeSSimgfprogrami(in‘fact; a "oomplexﬁ‘oﬁehasON}SsSaQ?1
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" use the term) such that when one of the.aboveln probléms is presentéd T

to it, it prints out the steps that our individual under discussion

would yse in the;so1ution}of the problems. - In short, for each problem

ro

~.we simply:store in memory the exact information that we obtained frqmww%»f;;;~;éﬁw

L :» tﬁe indiviAual?S-scrafch paper and/or recording, and simply writeugwum;;mmjr
- - program.to‘érintvout this‘informatidnwhen the samé:pféblem.ié £aput :"**"
""— "~AA;°) to the computer. Now 5uch-a Progfam wbu1d satisfy N.S.S.'s definition, )
of "explanation," Yet, in what sense have we really explained any- -
%hﬁﬁg abOﬁt'thiS individualgs problem-solving ability? This-prograﬁf‘ :
ﬁo more "expléiné" this individual's-problemrsglving ability thépa S

parrot that has been trained to utter certain words (the problem’
solution steps) when he hears other words (statement of the problem).

S S In the discussion above, we mentioned that N.S.S. were

=K
T
R

217 Py e
P
i

i

o

attempting to develop theories of prdblem-solving-for a given indi- =

¥

s

“f”““”"“fffﬁi“ﬂﬂidual in a given area by constructing programs that were able to. . = T
" generate the same behavior as the individual and whose processes

exhibited problem-solving features observed in human problem-solving.

Let me now make a three-fold distinction among: | - R
‘ 1) meghanisms," :
- : . B P ' L
2) processes, - R : | BN
e e ) T T . 3) fea tures. . ' o ‘ ' _ : | ST T T

These three are related as follows. By mechanisms is

'5*W%°*f*¥"¥ﬂ%?ﬁeanf_thg,aggual physical device upon which a given process or = ;";-, e

5 - combination of processes are realized, that is, the processes are = = '
L S e ST
“ ~ implemented on the mechanisms. 1In our case, the combination of N

e;,rj;*_”-'L““ﬁrocesSeS'in a'ceftain\wayismthé'programnwhereas'the'mechanismff"/

- . 1s the computer, Features are certain aspects or notions exhibited by =
NN L




"v o - . . 5 o , |
... a process or combination of processes. With this distinction in mind,
~ let us consider several questions concerning Newell, Simon and Shaw's

. - approach to:a theory of human problem-solving. = %

e

~ . . . The first point we wish to consider is how-one begins to - — =+ "
L R - ) , S | -
~~ . develop a theory for an individual in a given problem-solving area. o b

=" At Eirst, the method seems quite simple and direct. At least the

"“”t;??”%f““f113*vg data gathering is simple and direct: ,Ehe data is obtained from a

R human subjeqt’who is asked to use scratch paper as he works a problem,

i or/to'think aloud. In the_next step, one attempts.to'idengifythew” T
l o *:procesées that the given indiVidualﬂemploys in éolving the problem .
% in the:given area., At this step.certain questions‘afise. The firét
é ~~ question is_how does one; given a certain amount of data, "identifyﬁ B
é _the processes that the individual uses. Now, one cannot directly )
g‘ qbserve a process Or processes, but only the outputs of these h
: m;h—~~~—»fﬁi proce;sés.‘Sonthere seem;to'be either of two alternativeé.First,' e s
" the "identification" of these processes can be an ad hoc affair.‘
Ey this is meant'that the observer somehow intuitively perceivgé

the processes, ‘The lack of control and scientific rigor for such
- an approach is obvious. The other alternative is that the observer

uses a specific technique or measure to decide for a given amount of .

éf3,w; L;'Lj." o data just what processes are being employed by the individual in-‘

problem-solving. Of ecourse, this approach causes one to question

*".:"‘f ~~ just what such a technique or measure would look like. Further,

- the question arises as to whether or not such a measure or technique

I 4

. is unique or if there are other similar measures or techniques. If

o

7ffthe‘former9_then what guarantee do we have of its uniqueness? If the

§ - latter, by what criterion or criteria do we decide which one to employ? -

AAAAA
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-; o "fﬁ_7:;ﬁ*‘h‘f~;“' o In all probability, N.S. S. would assert that in their work

| . as in other areas of sc1ence, one gathers certain data on a given o _,,5 *”h,ff

§ . range of phenomena, and based on,this data one begins to conjecturem;ff***““‘

1hypotheses'and then teétS-these hypOtheses,(lé) In thévafea_of“"wﬂh;;hhhﬁ;fh

~ problem-solving, one would observe the data (scratch work or recording)
"7'gf;_};~“fthe bbserver would speculate as to the processes involved, attempt ;w_ -
7 tohwriteakprogfam'which employs thesepfocesses, athhen;ttempt ﬁ
T :‘" — ”fbtést'the hypotheses. For the moment,!létﬁs not honsider the :

question of verification but instead a~possib1e built-in danger

concerning N.S.S. approach. In order to understand this, let us - ;. —

o A -first hriefly examine some remarks on how viéual experiences beéomé. |
orgahized -- how seeing is possible. -Consider figure one in the S
coﬁtekt of figure two , (17) 4 - ‘_.L 4i

| o ] .{

%

|

|

i o

|

o

_ .z

?ji”\‘-'~-~h?~Some peOple could not visualize figurehh;»hsthé head of an anteiOpe.' |
| . | It is the context that gives one"the'clue. ConSLder figure three. ;
_jthziﬂ’ '§ome peOple‘mlght claim that flghre tﬁo has no 31ndlar1ty to figure R j
i ,three, although figures two and three are congruent.‘ With fespect u::m;_;;h,~§

§ N o }to flgure four, Wlttensteln wrltes (18) ?‘ . g
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;&‘lv ! You could 'imagine this appearing in several S L
L places in a text-book, In the relevant text =~ ., ' .
. v ~something different is in question every time: sl )
| : here a glass cube, there an inverted open box,
there a'wire fv@me of that shape, there three
. boards forming a solid angle. Each time' the . -
| “text supplies the interpretation of the il- T T =
IR lustration, But we can also see the illustra- e
- | N tion now as one thing, now as another.-Sowe . .
) el 1nterpret it, and see it as we 1nterpret it. (Italics mine) |
1 S S S - - ]
- i "'\ '
fig. 4
: | | However, the point is that the context need not be set out explicitly.
1 - |
: Often it is "built into" thinking, imagining and picturing. In a
sense we are set to appreciate the visual aspect of things in certain
ways. Elements in our experience do not cluster at random. Consider
yet another example -- figUre*five.(lg)
Qﬁ

figo 5 B o

When looking at flgure flve, a tralned phy31cist would see an eray

n
A

'tube,viewed_from{the‘taghode; ‘WOu1d~an'Eskimo baby see‘thé'same“*jﬁ}44f_a '

' thing whénjlookingwag aﬁ X-ray tubepgs Sir’LéﬁtencelBragg would see? '

_Yes, in thépsenSe“thatfthey_are'ViSuallxrawaré'of.thefSwme-objegt-.

. L |
i o
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" : e AR
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.
(i.e., identical'photons are reflected from the object; these travel
through the atmosphere. The two people have normal vision; hence

A, ‘

these photons pass through the cornea, aqueous humous, iris lens,

and vitreousﬂbody.of their eyes in the same Way. Finally their

' N
e ,
’
. \ . : . " ~
. C ) ' ! : .
| | | | . | | ' | 28
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. M ’ -

retinas are affected.w;Similar electro~chemical»changes'occur in

theirwseleniumwcelis; The same conflﬂuratlon is etched on Bragg s

retina as on the Eskimo baby 's) . However, although they are both

visually aware of the same object, the ways in which they are

: visually aware are considerably different, (20) a L

sense, an-lmportant sense, in Which'seeing, or observation, is a

| "theory-laden" undertaking. Observation of x is shaped by prior

-

knowledge of x, 1In other words, interpretation of x is not some-

thlng that is done ex post facto of observing x, Interpretationv

| is”often built-in., The trained musician who hears that an oboe is

~out of tune does not hear the tones and interpret them as being

A\

“out of tune, but will simply hear the oboe to be out of tune. (21)

What has all of this to do with N.$.S.? Well, it appears

o that N S. S have a deflnlte bullt 1n 1nterpretation that would affect

'thelr observatlon. Since their whole approach is based on the notion

'of a program, any observation'of problem-solving activity will only
‘involve "seeing" that portion of the data for which a process can be

constructed that will give this and only this datd as output In

’»other words, N.S. S would "see" only that subset of the data for

o ”which a program can be wrltten which W111 produce that and only that

: - . " . e s e e e A o " .
T A R, A D S S R LR T A M S e an e e S eon e i s PR we e Atz =
P

"data.' One may ask for any set of data if a program can be wrltten

: N ‘__nl:--—-—-«w- S . o . . . . . . . .

"fto y1e1d that and onlY that data as °UtPUt Let us CbnSider a more
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. any such set of integers we can construct a program (a finite,

. integers in some order., We now ask the question whether or not for -

|

‘Lét I be the ''set of ‘integers, ‘i.ve., 0, _-_-_1, :2,' .o." Now

let us consider some sequence of integers, that is, some set of

) i
K4 . . .
N " (\

“non-empty ordered list of instructions) that will print out each

member of and no other integers. The ansver is no.(22) Phrased

mathematical_ly, it means. that we know that vthere'are certainh set

 ~--»-.of-.in-tegerS;---tha-t- are not recursively enumerable where a set G

—(of integers) is recursively enumerable if there is a program which-—

o print_s. out each member of M and no other integers. (Note: we have

' not given a rigorous definition of "program' since it would be too

7/

- involved. However, the term is being used the same way throughout

and does mean what we call "computer program"), - . N

Now, to show the possible built-in danger of N.S.S.

~ solving behavior can be quantified, that is, we could talk about

appfoaéi;; wé have only to showrthe relationship of the abové td

~ their wc;rk. ‘The argument will be one from analogy =-- hopefully

a good analogy. Let us assume for the moment that human problem- -

i

-~ mypits" of problem-solving behavior. Let us then consider P to be

the set of all such units.

Now why isn't it possible ‘that a person's ‘pro‘.blem-sc‘)lvi'ng""vf”,.j__-.

behavior not be recursively enumerable - i.e., you can't write a

- program to reproduce it. One might object and say that the argument

_b-ase‘d”" on our mathematical analogy is a bad one for the following

' reason—-a»»»»;}’Th’e-~-on-lsr.;--sets. that ’- »a-.re-»non-recur»s-ively'~enumerabl—e-~ «(»a-n'd—-?-ithere

S ‘_;‘ew,v'en if we: co'ns'ider the problem-solving activity of theindi'v"idual".s.m e

" can be no program to reproduce the sets) are infinite sets whereas

) \

P

«
:




30

l7nhole life it is still finite, This objection is based on.a*miscon-

ception of what a problemusolving theory or any theory purports to do.

| A.problemrsolving theory does not” tell you what the llfetime problem-

#

f}{f; - SOlVlng act1V1ty'W1ll be for an indiv1dua1 rather a problem-solving\k

*conveys the p01nt that N S, Se approach 1s Predlcated on the belief

"”‘5=g*y'that a thoroughaaccount of problem-solV1ng behaV1or can be described.

- : S S . . ) - : P
. L - X : - : : : : . )
- L : ' ! Y ’
. . L : 3 R [ b T 1 I
- . : . o o v . N . ! ) .
. . . . . ; I ' : 3 : : :
: A2 oo e : - AR S S L S A : . -
. . A SR S T I b ; )
. N R T o : i :
E . i o : i . 7 -
N i S - B T .
. “ ane : .. < 1o '
. i i . | : - . <

? — Wtheoryeis of the form- "lf......then..:rzjf whether”or“not “the "1t" :
“ = f4condition ever actually occurs. Thus, a problem=solv1ng theory‘would o
gs "'fl:;#‘;-.not be limited to a finite number of 1nstances. Indeed, a problem-l';‘;**f -
____________ ~ solving theory of propositional logic would purport to be ableﬂtowf —
- describe an ind1VLdua1 s problem-SOIV1ng behaV1or in proving any,of’
the wffs (23) - ) - ‘
‘ s » (pvq) ] k l
s __ PG (va) | o
- - S P (P > (p ? (pvq))) "’ g S -
Clearly, then, a problemFSOIV1ng theory able to describe
problem-soIVLng behavior cannot be limited to a finite number of
'instances. Thus we cannot argue that a problem-solving theory will B
;_;‘_ s —:yonly concern itself uith a f1n1te'amount of problem-solving behav1ori T
S and that our mathematical analogy is not a sound one. Indeed the
- —— aboveianalogy“may not be sound (though not for the reason just T
, N .dlscussed) however, I think its function is still useful It T

j;;and that in their subsequent development of problem-SOIV1ng theory

.,ihy means of a program (which, in actuality, is a. formal closed system)

R ;this premise ls not questioned4(24) S o L -;';,._,t“+ggﬁg;;m;g,_‘\ :

A e . ; -
e o / - :‘.:;‘,_ _\,
I’ P e :‘/M. ./‘. o —




This vis the built-in danger embedded in N.S.S.! approach encompasses.
Moreover, this problem does not only show itself in the area of
"observation of data'" but in others, as we shall see, e

able is that of verification, Recall that N.S.S. (25) believe that |
‘a theory of problem-solving (say, for a given mdi\{idual in a given

class of situations) is capable of verification (or validation) in

2 ¥ I
| e Thus, their observtttion of problem-solving behévior is’ gtmg

| 'to be myopic in the sense that tI;ey will only '"see" problem-nsolving |

behavlor that can be so 'descrlbede Moreover, ‘this becomes a .v:.czoué \‘——'
: ~~~;¥:"':"“¢ycle. Because one beglhs with the :be.llef that problem-st:lV1ng | ;

R ’j-m-:?_'-_'"i*behavior can be- thoroughly described by tx program (or' Sc‘é‘t‘ovf progratls) .
~o_.ne ’on‘ly“"see;" probltm-‘-solvmg behavior that can be so 'destrlbed.
'l(heﬁ- more successful 6ne is in "seeing" this wa}g (.i:./e;,' the more one
T Mforces™ problem-solving data to be described_bysuchmaptogram)inle«M~-.
‘more entrenched this original premise becomes and the less open it is
“to questi@. This a‘gaqindistorts .our subsequ_ént "'seeing" even md);e.‘—m

. . ‘Q\Q | - .
Another area of N.S.S.' investigation that seems question- T o

f - two ways: . . . . e o et
f - (1) We can compare th-e problem;-solving featuresa (or- -
qualitat.ive tharactefistics) that tre exhibited by the processes
,-oif L.T. with qualitative characteristics (or features) of human o
__~Pr°blem4801ving behavior that have been observed in the literature |
of- psychology. o o _v‘ o ‘
(2) For a given problem or'problem (m the above clé\ss of
-0‘Asituati‘ons) we can compgre ‘the computer print-out Vof ~thev steps it
tooltir‘tmpftbl‘ém ;-'sb.]..‘ution (or.v-éttemptedl .stlﬁtian) with "-t‘he‘ s teps qfw
e “the givén‘ individual recorded on ,tépe or on ‘scratch ”"l"aP‘et. \
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'Let us"now consider"the first type. of verification, Earlier,

O we gave an account of the resemblances of certain features of L. T

with aspects of the human problem-SOIV1ng process(es) as it had been {1‘(
T Observed in the pSyChologlca]_ lltera ture.‘ Weogroupedthese;,_jf‘i‘j;_.f‘r%::, TR
m.' L;£Wff“re;emb1an°eS under the-heedings: set, 15818ht ~concept formatlon, :
and‘structure of the problemrsubproblem.hierarchy. In eddltion;iQGM
' mentioned that N.S.S. believe that L T. 111ustrates some, though not;.

L

. all,'of the forms of human learning. With respect to this first form

of.validationmor»verifieation,several qustions arise, First, let
us presume that there exists a list (an accurate one) of the m

characteristics. of human orobl.em-solving; (We ignore for the momen.t‘

~

how this list was compiled). Let us assume that L.T.'exhibitsak such

features (where k is 1é§s than m) ., So, there exists'm-k problem-solving |

features (or qualltatlve’tharacteristlcs) that L. T does not exhiblt.

What 1nterpretetlon d0'we supply to.the absence of these m-k features?

Does it mean that L.T. is not a valid theory, or does it mean that

R L.T, is nevertheless valld because it exhibits k of the m features,

&

is k% valid (whatever that might mean)?
m

or dOES-lt mean that L.T.

In Short$ given that L.T. eXhibitS k of the m features of human o

problemfsolving, how do we then compute the extent to which L.T.

dOes or does not provide a valid theory?

The above are all valid questions. However, there are even

- ‘more fundamental questions that we should ask concerning verlficatlon )

‘of L T in this flrst seofe. ThlS 1lst of features of human

e

- i :
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'problem-solv1ng -~ how ls it °°mPiled7 'N.S.S. are apparently working‘n

PR R e s

QW1th those features c1ted most often in‘the psychological‘llterature

—‘n
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~ on human problem-solving. However, if L.T. (initially at least)' is .
. supposed to represent, or. provide a theory of problem-solving for a

~given individual in a given class of situations, then how do we know S

that all of these n. characterlstlcs are relevant? Certalnly, i -

would be a strong assumptlon to belxeve~that for~a—given class of _*jfj%ff g~*"

‘ mrassumptlon to believe that he w111 always exhibit the same problem-" T

‘“SOIV1ng features no matter what the class of sltuatlons.-

ficulty here. Let us assume that for a given individual in a given

':.'problem-solvfhg characteristics (or features) of this individual at

~all? in_short, will we only "'see" (here‘the‘problem.arises again)

& |

- -

r e mae bt WA A fomioa

Moreover, there is - still an even more fundamental dif- I

‘4

class of situations, we have, by some means, compiled a list of m

problem-solving characteristics (or features) that he exhibits in

~solving or attempting to solve problems in that class of situations.

Let us assume, again, that L.T. exhibits only k such features (where

k is less than m), Do we admit then that L.T. does lack these m-k

features, or do we argue that these m-k features were not “real"

i

‘as true problem-solving features those features that can be exhibited

~_verified! | | | . o | . .

by some process in L.T.?

TWcharacterlstics as being accurate, we must ask that list is or was

Lastly, if we do accept this list of n problem-solving

-

In short N. S S. proposal that L.T.'s theory can be valldated

(or verifled) by comparlng 1ts qualitatlve problem-SOIV1ng character-f

’*istlcs (or features) w1th those observed in the psychologlcal




| : g~h‘1iteratureapoears t3~be very ill-deflned and qaestionable forfhe;.
§ a, ; ?abovereasons. i - o .
| S ! , . | | L
A:: ' Earlier we noted that for L, T., N;S S. attempted at least
f _#_htxi-ﬂs ‘a partial verlflcatlon of thlS First type. Th;smpartlal ver;flcatioh’j"
% wwaﬁ~lss"}consisted of showing howL;T.exhibited cettaiﬁ problem=solviog'; ) -
| featafeswfoand;inwthempsychologicalwliteratore:wiThepartioulat f
! ‘ problemrsolvlngvfeatufes.thatN.S.S.selected for:discussioh weroi’.‘fﬁl.i;
o set, insight, structure of the problem=subprobleﬁ.hierarchy, ahd» k
A ¢anept formation. Inadditioa;theymaintainedthétL-T- exhibits
_“some,_thoogh_not all, aspects of human learnihg. '3efore,we examihe_
- their second-type of verification it might be worthwhile to show
i * * that in addltlon to the above noted fact that they fail to supply
é S - a clear definition of the general aspects of their first type of R
i‘ fverfflcation, they have also failed to present a.convincing argumenth
gf * that LoTe exhibits the problemésolving featares noted above in any ’“
él significant way. In particular their argument that:L.T. exhibits
%. * set, concept formation and aspects of learning appears to be _
o : ‘inegonvincing in certain respeets. . . o
"l.-ff"gf)?*"fﬂ“‘i'  We have noted before-that}N;S.S. ciaim that L.Tsﬁexhibits »
E H "directional set" for thefollowing reasons. When L.T., is attempting
%1»~~?—~-~~**to solve a subproblem it tries to solve it by the substltutlon method

"“"“':' and then only if that fails does it employ the detachment method and |

~¢f!f“