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 ABSTRACT

e e e e

The objective of this study was to investigate'the.applic&bility

of certain scheduling and:dispatching procedures to the job-shop se- -

quenciffy problem, .. The Job-Shop Simulator and the IBM-7D40;CGmpqter  ﬁ
_..were used as necessary tools for perfarming“theiexperimentsg ;The job~=

.shop model used in the simulatibﬁs«wasrgeneral in the sensé that the

product mix was such that wide variations were present among processing

timés,,numbefs of operations, routings, and-dollar-values of jobs,
However, the simulations were conducted under controlled, idealized

conditions in order to study the effects of each dispatChingiPUIé.UQQn

several selected méasuréSQoffpérfOIWBMCE in the job-shop,

The scheduling rUlE*uSed was-one in which,thehighér’valuedjobs ,
were 'scheduled to be processed in a shorter interval than the lower
vdluéd jobs, The objective was to reduce the average c;;tiof carrying.
in-process inventory, Thefdispatching’rules tested were MINSOP, FCFSV@
and MINDD, MINSOP (Minimum Slack Time Remaining per Operation) attempts
to reduce the deviations of actual job deliveries from their due=dates

without regard to value. FCFSV (First Come, First Served within Value

Class) reduces the level of in-process inventory carrying costs by

processing all higher valued jobs in the order of arrival without regard

to sé¢hedule, MINDD (Minimumggueegate) attempts to ' minimize the lateness
of jobs by processing the jobs in order of proximity of due-dates,

In order to study the relative sensitivity: of the scheduling and

dispatching procedures tcrfluctuétibns-inflaading and to changes in

i i ot bt e .

_. ,4,,.__‘,,._%......1‘..,“.‘-.;.;
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‘balanced for an efficiently operated job-shop, Since the actuil costs

ﬁceﬁtages Qf'high~valued.j0bs{

: 2 VELRRY ' : : 4 Lreruny R N
ARt b s o i e L P - -

percentage of jobs which were given special preferénce, each dis-

patching rule was tested at two different loads - 100 percent. and 85

;pérceﬁt'- and at fdur“different_péfcentages;difﬁigh:yalued jobs - 10,

15, 20 and 25 percent.

The costs associated with carrying in-process inventory, delivering

completed jobs after their due-dates, and having idle capacity should be

associated with“each_dfjthese factors depend upon the:spééific jObésthéz

a balance among these costs could not: be obtained, However, the relative

effects upon the wvariance of the c@mpletion;distribution,’the machine-.
utilization, and the average inventory carrying cost ratio were compared

for each dispatching rule under different loadinge and various per-

i
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Chapter 1

INTRODUCTION

\ o A

"‘,

Production activities in a Jjob-shop involve the processing of &’

wide-variety of prdUCtsopgéheral—purposefmaCHines, which are grouped

into a number of work centers according to their homogeneity. The

product'is'gréupEd;into lots or jobs for processing through.the_ShOboMLMW@@i@wmm

m——r—

i$hefsequgnce-ofLOperations required tO-CQmPl?tﬁieaChijbfand the esti-

mated processing time for each machine operation are known when the

Job arrives in the shop, The primary problem;in;the-ij>shop_is to

demands placed upon the shop,

There are three major phases associated with .p»lah.n,ihg_ the. job -

shop production program, They are:

Ioading: The comparison Of.total'hQursfofdemandﬁwith total
hours of capacity in order to maintain 4 reéasonable
balance in load on the shop.

Scheduling: The establishment of the overall manufacturing
cycle which results in assignment of demand to
specific increments of the time period.

Dispatching: The procedure which determines the sequence in

which the jobs at a specific machine group will
be selected for processing,

Each of these three phases must be performed in such a manner that

certain specified objectives are attained. The goals or objectives may

vary widely amdng;difiereni'ijeShqps.and*are, in general, difficult to

define, Some of the,more‘désirable;QbieCtiVes which may be associated

with any production shop are:

¢

l, Minimum production costs
2, Maximum profits
3. Minimum number of overdue orderg

| . | 3
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Minimum idle time

Maximum man and machine utilization
Minimum in-process inventories |
Minimum number of early order completions
Minimum in-process interval

PN
[ ]

One can easily show that the~simultaneOUSvacCQmplishmentiof the above

objectives is not possible, since the attainment of any single objective

%

SN L

i, " ' ; i A 3 I U VERAACH L IN 'r.':sr.Lmwmﬁwmnm;ﬁwwmuwmﬁmmﬁwmsmmmmsm. R (R
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 edn only be accomplished at thewexpense;eiﬁét_least‘dn§~of'the others,

f;ﬂfil?heﬁdéﬁeldbmeﬁf?6fféiﬁhér5aJioédihg, scheduling or dispatching

piaceduré~i$,én—ektremeincdﬁplex task:because'?f'fhe'maﬁy’unprediCtable
factors such as: ﬁﬁeXpected'delays,‘vafiations iandrkéhs‘jefficiency,
maChinebreakdOWnslchangeS'in cUstOMET'S specification;apd_dUeedat934
variation in raw materiaj.ahd.product quality, andﬂabseﬁteeismf

The task is furthgr cbmpiicatedlbecausefthe interdependencies
among the three phases prevent their being studied separately, For
example, a good system for dispatching might prove infeasible if a
scheduling method fails to providé~thezpr0per ba;ancéfof.ordersffbr-eagh
machine group, aSimilarly; attempts to:manufactureiécgnpmic lqtfsizes

may conflict with meeting due dates,

Y
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Chapter II

REVIEW OF THE LITERATURE

There Have been numerous studies of the“jobéShop-problem reported

in the literature, The'models_whichha@éwbeén used fall into two gen-

eral categories: deterministic and stochastic, For the deterministic
TAmodelsJ no random or stochastic variation is allowed in the parameters

e,

of the.shbp, Stochastic models permit randéﬁivariéfion;ﬁn one Or more

ER

N\,

df,fheiparameters and usually are testedithrougﬁ.Simuiation,

Egmbinatdfial Approach
A general fQiﬁMlatian of.the job-shop: problem has been stated as .
fol lows: [36] |
Given n jobs and.m_maghines,.each.jﬁbnhaving“a~Speciiied sequence
éﬁﬁapératiﬁhSron some or' all machines, with the time for éach operation
known, what job sequence optimizes'certain desired objectives? There -
are (nH)M possible;seqﬁehce,in this problem, Some of these are not
feasible because they conflict with prescribed routings, but the number
of feasible sequences grows rapidly-aé%m-andﬂniincreaSe.

PR G|

" Consider the case of 10 machines and 10 jobs, each job having one
operation on each machine, for which the objective is to minimize the
total time to complete all jobs, The number of possible routings is:
(101)'° ~ 4 x 10°%, Even if only ,1% are féasible, the number of se-
quences from which the optimum is to be selected is greatgr-thanfldag,_
This approach is called enumeration and is dnly feasible wheniboph m

;andfn_are small,
B | The combinatorial problem~hgs%been so1ved,f0r~$_s'3, Johnsgn;[27]

has developed an algorithm whichfprovides optimum sequences for the case

S




" on machine 2 &s occurred on machine 1. Attempts to extend this approach —
‘was dble to obtain optimal soiutions for m .= 3 for the_special cases

‘when the minim

mum processing time on the second machine, or the minimum processing

between the start of a job on machine 1 and machine 2, @nd stop-lag, the

[—— et e PR A OO P TWO Ry R s ¥ Y23 00

of two machinesuand*n’jobs where each job is processed first, on
machine 1 and then, ‘on machine 2, Thevobjégtive is to minimize total | | 'ﬁ
processing time for all n jobs when the processing timés dare known,

Johnson proved that the optimum solution has the same sequence of jobs

-

Sz e . . o . - -

to ééSes having mQrefthan12?madﬁfﬁés,_havefailed_exgept that thhsph-

AR -

e :

um processing time on machine 1 is greater than the maxi-
. S . . \ )

tlmeon tdhe third mabhine i S greate r: than the maXimum On the Secondo : !

?Mitten[BS],has extended the 2 machine, n job problem to incélude:

Specifiedzérbitr&ry-timé_l&QS‘betWQenvprocessing of each job, Mitten

specifies certain prescribed time lags as start-lag, the minimum ‘time

minimum time between completions of a job on machine 1 and machine 2,
eJthson‘[26]~pOints_outjthaf this problem has the éame solution as'his
3-machine case,

Giffler and Thompson [14] have approached the problem with the view
that the set of all feasible solutions includes a subset of optimum
solutions, They havé=dévéiopéﬁ algOfithmSiﬁorngenerating*one, or all,
.sdnedule(si of a particular subset of all possible, schedules, called
QECtive" schédules? TﬁistsubSGt-contains a subset of the'OptimaI
schedules, Giffler [16] describes the method used for obtaining an

"active' schedule as essentially one of geﬁeratingwone possible array

determined, Two cases may arise: R—




....

,@;ilnite_probability that the "sample" generated containg an optlmum__ﬂ

1,  If the problem is small enough (relative to the size of
computer available) it can be solved by enumerating all
"active" schedules and;ch0051ng the shortest, | .

2. If total enumeration is impractical, generate as many

"active' schedules as is practlcal and choose the best,
A

_ The second approach is predicated on the fact that there is.a. .. . _ -

- *";c,c.hedule—;-ﬁ**rhfs' probabi 1.-;.1,'.1:-;iy< can be .m';a*;de as near to-umity f;avs_ ‘desired by

optimum schedule is not- in. the gener rated sample, one which is near=""

Wnarrm e s r——— =

increasing the number of fea51b1e schedules generated, Even if an

optimum (almost as goed) is very likely,

Giffler, Thompson, and Van Ness [15] have programmed the algorithms
for the IBM-704 computer, The complete enumeration and the Monte Carlo
techniqueés were tested undeér two cases:

1. The non- numerlcal case in which the processing t1me is unity
for each job on each machlne.

2. The numerical case in which proce551ng tlmes may be other
than unity,

Complete enumerafioﬁQi’the'feasibleQSGhedulesfor a shop having
6 machines, 6 jobs and 5 operations per job with all proecessing times \
eqnal~to;unity'was.started, but the generation was halted after 70
minutes, since only 84,802 feasible schedules of the total number of
approximately eight million had been generated, The results confirm our
-expectation thatﬁonly very smalliprqbiems can be solved economically.,
Testsxofnhe'MonteICarlo.Algorithm indicated that the technique is;
promising if the probability of observing an optimum schedule is ,02

or greater, In this case, the Monte Carlo process is 98 percent certain

of generating an optimum schedule in a sample of;only 200, The time to

generate 200 feasible schedules is only a few minutes for practical
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size problems, As the probability of finding an optimum schedule g

ST oed TR e s e Ty T TR

decreases, the number of samples required increases rapidly., Unfor-
tunately, optimum schedules do not appear with a frequency of two per=

cent in practical problems,

Integer Linear Programming Approach

Bowman [2], Wagner'[47]4_ggq>Manne [29]havp fepofféd seééfatefdrmﬁf o
~—~ - e

B

3 L -lations of the job-shop'pr0blem which give 6ptimim So6lutions using ;:“'”” N
L integer linear programming techniques, The abjective in each case is

to minimiie*fheztotal.time to process n~jobs,qn_m’machinés subject to fﬁ

| |
certain constraints, The. constraints for each of these formulations J
differ widely and depend upon the assumptions included in the model, ' f

The constraints used by Manne in his formulation will serve to illus-

=

trate,

Manne's formulation includes non-interference, sequencing, and due-
date restrictions, Non-interference restrictions prevent the prQCesSiﬁg
of more than one job on a particular machine at a time, These restric- 1
tions take the form that the difference in time between the start of

processing of one J0b~on a machine and the,startﬂof the next ‘job on

that machine must be greater than or equalto~theﬁproce§§ing;time for | ;;

¥

the first job. Sequencing restrictions occur when there is some preced-
; ence relation which requires that job'j precedes job k on the machine, . .
This restriction has the form thatﬂthegétart time for job k is at least

Aj time units after the start of job Js where,Aj_iS~thevprocessing-time

e

for job j. :Dueedate‘reStrictiOnsiare necessary to assure that individual

L7
V

delivery requirements are satisfied for each job and have the:form that

the start datewfor'jab-i on its last operation plus its processing time

W S 1 U R

]
]
]
I
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must be equal to or less than its due-date,

Since each of the three formulations mentioned above requires that f

b i e e

IR RO | N

some solution variables be restricted to integer values, an all-integer

=5

linear programming algorithm, which was developed by Gomory [17], is .

B gl e L R

— - “~*df*5 *wused7¥~Mannempointswont“that“his*fbnmuiation“iswndtfccmputatiQnai;yw_ -----

'feasible/Tq? solving problems of practical size,"but;his formulation
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;:mfw—does léad“tb”bptimumﬁsolutions‘ 'F0r~a-shop-haviﬂg'5 machines and 10 . £
jOﬁS; each job having one operation on each machine, Manne's formulation

leads to a total of’275'wnknoWnS§ excluding slack variables, Wagner's

formulation for the same problem results in 600° unknown variables,

et A A T e T e Y S e et e e e T N

i again excluding slack variables, If difficulty of solution is related

to theﬁnumber'ofuconstraintS,fMannefs_fcrmulation-is camputatiqnal;ﬂ

more feasible than‘Wagner's. Further tests of the computational aspects

D T RO Sl AT T F WA S e b

‘of the integer linead'progxamming*problemfby wagnerAand;Story'[45] have
led to the conclusion that no integer*pfdgrammingﬂmethodiexistS'WHich_
- can solve practical job shop problems rapidly. Bowman's formulation is
also computationally inadequate for practical size problens,

Queuing Approach

In the queuing approach the job-shop is treated as .a network of
service centers (machine grnups), each consisting of one or more homo=
geneous channels (machineS)@,vJackson7[21]”has~shownwthat the job-shop
behaves like a'collection of independent elementary waiting-lines under
the following conditions:

1, Jobs are selected for processing on a first come,
first served priority system,

2. Job arrivals into the shop are distributed as a
Poisson process, |




‘maximum lateness of jobs, which have due-~dates assigned, iS'minimized

~3. A job leaving one machine group goes to -another
or is finished, ' '

4, Processing times are exponentiaily distributed,

The basic advantage of the queuing approach is that the effects of -

~ job arrival rates, job processing rates, and priority rules upon certain

measures of shop performance can be\ anticipated from queuing theory,

"WﬁééksoﬁJ[24] has demonstrated that, in the one machine case, the -

o LV

R4

by a priority-rule which selects thezjdbStherracessing in the order

Oof their due-dates;

—

Many éfﬁer s%udies:[7;wié;vlgfl36; 31, 39}1havéwgééh ﬁﬁégfigi'gﬂgwu
machine group cases to determine the behavioral patterns under various
conditions, No attempt will be made to itemize the results of these
studies here, .

Although the simplé one-machine queuing approaches to the sequenc ing
problem provide some basis for predicting theveffects*df.arrival rates,
processing rates and dispatching rules in the job-shop; they do not
supply sufficient information for loading, scheduling,; and dispatching
in a job-shop of practical size so that:a,pfoper”palancecamong;in-
process inventory cost,:costSwof;latefdeliver§’énd cost ofridle capacity
is obtained,

Holt [18] has taken the approéch that a "global' analysis of the
,jab—ShOp WhenfﬁieWédIQSgagngtwerk of qg?ges,can be set up in such a way "
that an optimal allocation of queue delays for individual products is

s

obtained. The problem is that m jobs are to be processed on n machines

with the operations to be performed in a'specified sequence, Each job

10
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’has{a'given due-date, Ti' Holt formulates a total expected cost equation
which includes holding costs for all jobs in-process and penalty costs

for late deliveries as follows:

i 1 1 _;_“s=l'

i is the job index. -
} s is the operation index, o
. B | | ) fith's_u:;m'
V,(S) is the holding cost factor for the i~ job waiting
for its SEQ operatien, -
£, 1J is the function of penalty cost for lateness of the i— 1
job. )
| | th J
t;j is the time of entry for the i™ job into the shop,

th . .
M;(S) is the processing time for the i— job at operation S.

th

T; is the due-date for the i job. -

For a specific.setwdf_jébs'erm;afparticulariijaShap, the -costs
can be maximized with respect to.Qi and tj subject-tﬁ,certain re~

;st?ictions. The restrictions.are of the following form:

Qi (s) 20 )

where
A

\

t = earliest possible start date,

Vmaghine groupi

" : th .
Q;; = processing time for the i— job at j

-
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. - - th 7
K = no. of jobshaving operations at j— machine group.

th |
| Mj = mean processing time for j=— machine group,

o e et e, P

The latter restriction assumes that a stable relation exists . -

between the average queue delay_at a machine group and the expected
idle capacity at that machine group, This restriction is necessary to

~

i - assure that the average idle capacity at_any machine does not fall below- - - =

a specified minimum, Holt assumes that~ah‘economic’balancé between the

L e

. cost of the idle capacity ﬁnd the costs of additional waiting can be

obtained experimentally,

e -~ —Phe& solution of the global problem does not appear to be compu- ;
—— : |;

tationally feasible for a large job-shop., One further problem exists, ﬁf
| l i

“

even when the global problem is solved, in that a procedure for en-

forcing the adherence to the optimum queue delays is required, Holt

proposes three dispatch-priority rules which are possible means for »n

achieving this goal:

1, The Time Schedule Priority Rule,

2. The First Queue Cost Priority Rule, iI

3. The Second Queue Cost Priority*RuIe;

The Time Schedule rule is designed to select jobs in a sequence

so- that start-date schedules for each operation are met, The start-date 1
5chedu1e$ are generated using the optimum Q; (S) from the global solution, ;l

The two Queue Cost Rules attempt local optimization through minimization

IJ_!J I_Jl

é ' of queue time at each machine group subject to delivery restrictions,

Computationally, Holt's global solution appears to offer more

,4,4.‘,“,,,_.,
[S—

prqmise’thaq the Combinatorial Approach but no experimental results

b T

have been. reported, ... ... . ..

12

ak .




attempt need be made to know the location of a job at any time, but only

the probabilities that it will be in various locations at a specific

-

Reinitz [38] has developgd an approaéh fd.thetpotal.job-shop «
problem in which a job is.looked upon.as4é member of a populatibh of
job;\so that.the Statisticd}&praperties of_the population-can be eval-
uated in térms of the influenee-of the jOb?shqp parégéte?é;nmSQQhw‘h“f"Wn
NWPWWf;;;éﬁéfé;gwﬁ;;wg; 1;;;;”éﬁa Qéchigécapacities, capability of the
personnel, storage facilities,'eté.mwln the mo%?l developed, the basic
_ngésumptionsafegthatfhe jObLShop §ystém is a*Mdrkov-Procqss and that no _

A sequéncingmethod has been proposed byMAckerman.EI],er a-ibby

shop in which ﬁhe”tptal time a job spends in the shop is m&ch"gréater
_,.Athan\gpé total processing time., When this is true, the job-shop can

be treated as an assembly line in which the-machinefgroups are the
stations, and the work to be done at each stationaconsists.of‘all the
operatioﬁs wﬁichvmust be perfprmed,if9the»jpbs‘ar¢ to flow evenly from
machine group to machine group. Wﬁ¢n~theuabove_15'true, the job-shop
;intérval required to complete a job is a function of the number of
operations only;'therefdre, the-scheduling rule could be to allow one
time unit (e.g., one week) for completing each operation, Then, eacﬁ.
machine group could be loaded with all of the jobs scheduled for
completion on that machine during the particular time period, The dis-

patching rule would simply be to transmit each job to its next operation
LS

at the énd of each week, Jobs which fall behind sdhedule could be trans-

mitted upon completion instead of waiting until the end of the week,

13
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Thus, it‘would be possible for a job which is delayed because of
matérial shortages, engineering changes, etc, to process through two
Oor more operations within one time period,

Ackerman prbposes that the difficulties of‘maintaininga balance“

between machine groups, caused by minor variations in product mix, . - .

[

ZCQuIdlbeaovercome'by'eXpending overtime in order to assure that all
work scheduledféf a particular time peridd'is completed dufing,that_:
period, ‘Results of tests in which this method is comﬂg?ed to other
dispatching procedures ;re.given,'but no'attempt is made to show that
joﬁ-shops~actua11y exist in which the best economic policy is to_ make
the job interval a function-Qf~thefﬁumber_Offoperations,

General Simulation Approach

The failure to find computationally feaSiblefmethods.o}'solutiqn
of job-shop sequencing problems of practical size has led researchers
to~deyelop_humerous decisién rules, which can be compafed ﬁhrOUgh
‘computer simulation, The most general usage of s;mulation is obtained
by simulating an actual job=shop under current operating conditions and
then, téStiﬁgéthe effect;;gf."ﬁrOposed" changés_in theisystemfthrough%
subSEQUent;simuldtionsa Simulation is also useful in evaluating the
reiativeﬂmeéits of different Scheduling;and}dispaféhing:rulesuusiﬁg
empirical data, | |

Theimajérify of the simulations in conpeqtiQn;@ith job=shop se-
:quencing'haé‘been'nepQrtedfby~two*grQﬁ§s: a.group at U.C.L.A, (Jackson,
;Kurétani, McKennéy,'Nelson'to name a few) and a group: at Cornell Univer=

sity (Conway, Maxwell, Johnson, etc.,),

14




i Sisson'[43] has given the following statement of the work at %
2 : U.C.L,A, (obtained from a letter from R. T. Nelson, June 2, 1959,): f
; "We have a simulation model of a gerieral job shop production B |
process (general, in the sense that it is meant ' to include " 3
processes with no attempt made to 51mu1ate the detalls of o %
N I __any pal‘tlcu 1ar Shop) o e e e D I e e I RPN -j
- - =7 ""'The model is a simulation model which takes into account %
: | - the following basic factors: ]
_ ; | . i
- m o l. Mean arr1va1 rate of jobs—in shop.' : - g
- 2, Mean service time at each machine center. g
3. Shop size, :
4, Form of distribution of job arrivals in shop. j
5. Form of service time distribution, ;
6. Job routing probability distribution, ° B ) !
. 7, Lot size variation VS, operation complexity | f
y variation, | . | o
o 8, Priority rule for job assignment (queue discipline).
The actual simulation of production deals with a continuous
statistical input of jobs to the shop., The factors above
will be assigned different levels with each combination of
parameter values constituting one run, Output such as flow
time distributions, tardiness, etc, will be recorded for each
) run, Experimentation will include: e
l., Analysis of variance to measure effects of the
factors in the model on certain output quantities,
2, Evaluation of the decision parameter (priority
rules) over a range of parameter values and
relative to various output quantities,"
In general, a dispatching rule of the following form has been used
liﬁ the tests reported [19]:
n n.
$=D, -a 2 P (D) --bV W (k,j) = C P (k,k)
j=K+1 'K: -
whére, |
~.th /
Di = due-date of the i™ job,
3 | — | | th . _ . th
r BWUP(i,j) = processing time for the i— job on the J:%Qmachipg.“'
15
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| th
W(i,j) = expected waiting time for the i job at the

‘th
J- machine,

14

a, b and c¢c are weighting-constants,

The~job with the least ¢ is selected from queue for processing.,

- The criterion function used was to minimize the maximum lateness of
all jobs, IR

activities of hiségroup as follows;

In a letter to Sisson [43] on June 15, 1959, Conway described the

Ay

"With the assistance of several graduate students I am presently
working on an investigation of the properties and behavior

of networks of queues, We are concerned with three measures of
performance: system inventory, throughput, and the distribution
of unit completion times, We are investigating the effect upon
these measures of different precedence (dispatching) rules;
different disciplines (flexibility in routing, in specification
of servor); different arrival anqkﬁervice distribution; and
different load characteristics (intensity, balance, routing),

We are interested in both steady-state and transient behavior,

Most of this investigation is experimental and is being-cbna

ducted by means of digital simulation." |

References [4, 5, 6, 8, 9, 10] describeAéémé%bftthe studies reported
by thé research group at Cornell University, These studies, in’general,
have investigated the effects of "st&ticﬂipriority rules, Static rules

consider only the local properties - processing time on the current

operation, scheduled start date, due-date, dollar-value and time of .-

arrival -mihmdetermining the order of selection of jobs for processing.
- !

'~ en

. Some statjic rules which have been compared are [8]}:
1. First Come, First Served, - o | %
2. First Come, First Served within Dollar-value Class,
3. Shortest Processing Time for Present Operation,
4, LongesﬁDProcessing Time for Present Operation,
5. Earliest Planned Start Date, -
6. Earliest Due Date,
7., Random, ~

16 -
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Conway and Max&ell [10]_have reported that the Shortest Proceésing

Time for Present Operation rule is optimal with respect to aggregate

) . s
- ‘ g -~ measures of performance for each of the following conditions:

. . 1le In simple n Jjob, 1 machine Sequencing»pppb;gms,”“hwwwwup&_A,““uﬁxﬁ.”, ,
T o R 2, 1In simple queumgsystemsmth exponentlally R '

k- : distributed inter-arrival‘times. SR P

- | 3. In a system consisting of a network of queues when | . 3
r ” compared to other static priority rules, ‘ T

'% - ‘ ﬁ*'Ré;ﬁité 6f_attempts;tO%?educe some -of th§_disadvgntageﬁTQfgthe_‘_;_ o

.Shortéét-Operation¢Ru1e«by alternating its’uSQ-With.fhe»First_que’

First Served Rule have also been reported.[llJ,

—

While the work of the research group at Cornell has -been oriented
toward simulations using static priority ruléé,;wae-ESQ} has reported
studies which use "dynamicﬁ-dispatching riles, '“Dynamic"'rﬁies take

-3

into account factors such as: 'the:remaining numberrofﬁoperations,

the remaining expected waiting-time per operation and the remaining

processing time for each job,
Rowe’smapproach'is.fo*break the job-shop seQﬁéhcing problem into

i B two phases = scheduling and dispatching, In the scheduling phase, starfg

S

___dates are generated for each operation, Flowﬂallowancesf'Whichare

related to the expected waiting timé,aareiuSEd’in;conjunction'Wiﬁh,thé

processing'timeSfand the due-dates to ‘establish start dates, The dis-

e 3 e 1 T st e 8 ik Bn oDt £ 53 otk S

; patching phase includes application of a priority rule which will give

the best aggregate performance with respect- to all measures of perform-

B A b o e S s e da

ance, Simulation experiments are used to testmvaridusmdispatching'rulqs

v and to determine better'f10w~allowancé§.

R s S S R

Rowe [40] summarizes his appraisal of the problem as follows: ;

y _ | 9




i

"The behavior of a job lot production system is extremely complex
and determination of optimal decision rules is a difficult

problem, The present study was concerneéd with evaluating the-
applicability of Sequential Decision Rules (flow allowances) to
the scheduling problem, Decision rules which are based on the
value of parts being processed appear to provide reduced costs
while still assuring a desired completion level,.....TOo insure

 that the planned flow rates would be carried out, a priority . . .

- queue discipline was established based on correcting for deviations
from the planned flow, In this way, decisions were made sequen-
tially rather than attempting to predict the precise job assign-
ment permutation, Monte Carlo simulation was used to evaluate

the sequential rules under various shop conditiow&:THIE"
approach appears to provide an extremely flexible means for
studying the behavior of complex systems where -analytical
formulations are not available, Statistical experiments can

be carried out, including replication, which would otherwise

be impossible directly in the factory., Computer simulation

also providée’s a means for evaluating some of the interdependencies:
in a production system,"

We have seen that the combinatorial approach to the job-shop problem
1Willvhéve little practical Qaiue,.eVén»When sampling is used, until
;mUQthaster:campufational facilities are available,

iInteger'1ine%r;pr0gramming solutions are better, but practical
size problems cannot be .s.o‘l'_.v'efd' using present ly avallable computers,

An additional restriction<to;the'linéér;prOgramming approach exists..
A practiqal jOb-Shap‘iQrmulatibngrequires*that.sonmasoiution<variables
be integeré!and.some be non-integers. Techniques for the solution. of
the "mixed" problem have not been developed,

?Fcf fhe;presentg aﬂjleast, it seems that bettervéequénqingjtechr
niggesséan bnly‘be Obtained'through'logical‘developmengwgi decision
rules which cén'bemsubsequently tested and improved upon through simu-
lation, -OfﬁCOuﬁsé, analytical sfudies Of simple, determiniétic modgls

will give researchers some basis for. developing logical decision rules,

: \‘
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ChapterAIII

OBSERVATIONS "AND CONSIDERATIONS

;Characteristigg;of the Job-Shop

Tkt g

A job-shop can be looked upon as a set of multi-channel queuing

-

centers,-- Eachiqueﬁiﬁg'Centef*is'Composedfof*&ﬁﬁamberhefﬂhﬁmbgeneo&s‘

machines, which are treated as parallel service channels, Each machine

‘within a machine group must be_éapable of processing any job whichh

7afgiVes at-that grDup.for“service.'“TﬁéujébéWﬁich.érrivé‘ét aFma¢hiﬁé

group and afe“réqpired to wait for service must form in a single queue,

'Qﬁeues are not allOWéd~tohformuat-individﬁal machines,withjﬁ a. groups
Elementaryqueuing-;heory>shows~that;the queue length will tend

toward infinity,if?the;méaﬁ arrival rate of jobs exceeds the effective

4

service rate ovei a continuous period of time, The effective service

rate is the mean service rate which-has‘been adjusted to take into ¥

account the time: that a service facility is expected to be idle while

’Waitingtfér additional jobs to arrive, ThUSgiaheﬁvtheaarriVQJ rate and

-

the service rate are not :deterministic, an overload condition cannot be

avoided unless the mean arrival rate is less than the mean service raté

at each machine oup,

For an entire job-shop the problem Of.balanciné arrival rates with

effective service rates is compounded because of the interactions which

might causewdebiatipns from the expected arrivals of jobs from other

machirie groups, In general; a job-shop having a specified arrival rate

must have an effective service rate that is, at least, equal to the

arrival rate, - -In -addition, the product mix of the arriving jobs must be

group is not'exceeded°

19

T

FERA. [NRITE S S i

-t A .i‘ B3 bl alte b

Tribelt

- ._S.L-"L,il .n_‘.!-.:; o




R 2o vt oty A ARSI g
A N i

S e L R N T

R e en

TR

p S

- Consider a job-shop for which the product mix of the arriving jobs
are distributed so that none of the machine groups are overloaded, 1If
the shop is allowed to operate over a continuous period of time, the

mean rate of departure of completed jobs tends to become equal to the

" prospective customers, is increased by higher stéady-state numbers of

- a fixed lgvel° Oof course, if the number of jobs,arriving Or'théf;}oducf

IR N P S

mix tends to cause overld;aiconditioﬁs,ﬁthe shép‘yiig;ggt téndnzaward

—

" an equilibrium-level, but the number of jobs in process will increase

without bound, B

The-steady-state or EQUilibrium level of the shop has a direct

influence upon the efficiénéyuof“the jgbishdproperaticns, Consider . .

a shop having an equilibrium level of 150 jobs when the arrival rate

is 30 jobs per dayy;*Thaaverage processing intg}val (igé.'fhefexpecfed
time between the release of a job to the shop and its completion) will

_ 150 e N e
be T35 = 5 dayss If the shop had an equilibrium level of 180 jobs, the:
average interval would be 6 ddys, Thus, it is obvious that the average
number of jobs in the shop affects the average amount of time that a job
spends in the shop and therefore, influences thevcosﬁ of carrying in-

process inventofy. Also, the average cycle time, which is important to

jobs,

Although a high Ievel of in-process inventory is undesirable from

the standpoiht»Of}cycle time and inventory carrying costs, it is a.

T e 5
Y

desirable factor in maintaining a high utilization of facilities and

manpower, In order to maintain utilizationfafiairelatively high level,

»'
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jobs must be waiting when facilities-become available, When a facility

must wait for the arrival of a job, there is a loss in actual pro-

a8

duction capacity because of the idle time, Thus, a procedure which

—

maintains a balance bétween the‘cost'of carrying in-process inventory
"and the cost of idle cﬁpaﬁitywis’required.

7

S

ettt The delivery of the completed product to the cUstomef*on time is

another important consideration, The due-date, which is assigned pfior i

kN

to.the ar¥ivéi 6f;ééph job in the shop, has'é great deal of*signifiégﬁcé-
.inﬁmost job-shops since there is ‘a penalty associated with;faiiures to
A;omplete jobs on time, 'There‘is-algo a penalty for completing a job
. w-;early since the product must be carried in inventory until its due-date,
The equilibrium level of the shop also has important effects upon
the distribution of deliveries, If the level of thé shop is reiativelyi;k
low, a job should tend to flow through the shop with relatively little H
competition with ofher jobsvfor”maChinefCapacity, ‘Thus,, the'expééted
total ﬁrocessingjtimgvcou1d5bé;predi¢fed‘with acéuracy,;and'thé-péf'
formance of actual cOmpletidns’yersus due-date should be improved,
-H§QWéY?f{;if the equilibrium level is sufficiently high to give high
utilization;oi‘faéilitiés, complex interé;tians_deVéIQp*émcng the
-cqmpeting;jobs:and,prediciion of total 5rotessing time becomes more
difficult, The résulting.performance of actual deliveries versus due=
fdafeS-becomes lgss consistent at highér levels of in-process ‘inventory.,
It is reasonabiy.obvious at this point fhat the primary objective
in the operation of a jbb-sﬁgb must be to perform the functions ‘of

loading, scheduling and dispatching ‘in such a manner that a balance

Rl
/‘r’ 2.
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among the costs of carrying in-process inventories, the costs of late

deliveries, and the cost of idle capacity is obtained,

The determination of the actual costs which are associated with

these factors is a very difficult problem. Consider the cost of late

. LY . [

ular job-the penalty may be a fixed amount for

each day of lateness (e.g. fifty dollars per day). However, suppose

i

i
i
By
g

‘q
:
i
ﬁ
i

‘that a secbnd_product,-Which is reQuiféﬁ?fﬁff;éSembly with the first .. = =
product, is also late. There is no additional loss, over that loss

costs, :The'problem'of determining:costs will not be considered further,
which grossly affect the steady-state Conditions‘and;théQCQnSiStency ;z

with which performance can be predicted. Some of the more troublesome

of these problems include:

minimized by adjusting the effective capacity, Others can only be

@

associated with the lateness of the first job, until the first job -has L

been delivered, Similar problems arise in determination of the other . T

Many unpredictable problems arise in the operation of a job-shop

1, WVariability ‘of product mix |
.

2, .Variation in processifg times

3.. Unexpected machine bfeakdown

4, Employee absenteeism

5. Special or expedited jobs

6. iMateria1 shQrtages

7. Engineefing difficulties

The long-range average effects of some Oi“thééegfactorszcan usually be

handled as they occur'through.specialfmanagement action (i.e. work

overtime, change shop parameters, etc.). The short-range effects in

e

some cases must: be accepted as random fluctuations which are inherent
22 S




i in ‘the process,
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; surface, For éxample, an unanticipated machine breakdown will not only

%

- Even when a problem arises, determining the necessary corrective

A

aqtidn.to:beﬁspeCified is not as simple as ithmighf appear on the

" iiee..delay those Jobs waiting for service at that particular machine érodb )
ﬂ but may cause.dther-fQCilitiesmtewbeeémewidie because-certain jobs
failed'tQ arrivé fafipfﬁéeégingias anticipated, It may seemlthat thé ‘ —

”JW““SPéCifié?fion Of:oveftimeihOurS_eQual to the total down time of Eﬂe’

e

machine on whiéh the. breakdown occurred~w0u1d_sdlye;the problem;
however, this action Wwould not alleviate the bottlenecks created at

the other machine groups,

Prggosal

The sequencing problem in the job-shop can be divided into two

inter-related phases, scheduling and dispatching, 3TheAschedu1ing

ph&Seiis applied pripf~to:production‘Of“tﬁezjabs in.drder to establish

‘either the start dates'When,due-d&tesﬁare known;of tﬁé"dueedatES'Whem
Q start-dates are given, :The:di%patching_phasewis=used:for-determining
the order inAwhibhujdbS will be processed to satisfy, economically,

the requirements specified by the scheduling:phase. Thesejphases depend' ?

of jobs will not cause any overload conditions, :
There are. two scheduling procedures, forward SChedJiing and back-
ward scheduling, wﬁichuare appliCéble'tOVtherscheduling problem, The
ichoicé'between'tbe.useof the two rules ‘depends upon'whether*a_duéiqaté
.is:assoqiated with the incoming“jobs. If a due-date is given, backward

SChedulihg is used to generate an expected start-date; however, in the

o , | S 23
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absence of a due-date, the given start-date is used in conjunction

ety Ll

i

e

with forward scheduling to generate a due-date,
) ,EOr either rule, the most important parameter isfthe amount of
time that a job will be delayed during its procéssing through the shop.

SinCé‘fHéfaéIﬁy’tfme for a job may vary widely from one machine group

_tohnothei}’thegexpgctedmwaiting time at;each,Operatiﬁﬁfhﬁéfﬁgé§§€Eil"g

S

I fied;_ﬂUéiﬁ%Wthe eipgctéa delay- time and the expected processing time

P ' for each operation, a total expected cycle time, T, can be computed for

. - each job in the following manner:

E-(Ti) = Z LE Qi j) +E .(Pij;f)J ‘ 1
J=1 |l

where,

o o R T e e

i is the job index, h D | 4

DA TR A T s

j is the operation index,

L, is the number of operations for the e

T o U8 W T S T I O

job, 1
i E( )is the mean or the expected value of the variable, _w

| | . th . , ) th »
Q.. is the delay of the i  job at its j"‘operation?

1]
| th th __
P is the processing time for the i job at the j operation, [
ij , | - . 1L
i | | - th »
4 . and Ti is the total processing interval for ‘the i Jjob,

If the due-date is given, the start-date (the latest date that the job

¢ can be released to the shop and expect to be completed on time with

normal processing) can be determined by subtracting the expected cycle

_ time from the due-date, Due-dates arevdetermingﬂ'by adding the expected

i cycle time to the given start-date when forward scheduling is used,

The expected waiting-time for a job at each of its operations is
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a function of the dispatching rule used and the ldadnontthe machine
. group as well as the factors which contribute to'the~comp1ex inter-
actions that existih\the shop, It is oftéﬁqadvantageous to assign
different'waiting-time*allowaﬁces to.jobs.achrding to a plan whichk

.
»
-~ . o ) i

T e —oees sclassifies jobs into categories determined bj some property of-thezjob.' | :

R N S s

One important classification plan is to segregate jobs into value

R .

SEDL RS o Sy :-{i: o

-2

- classes and assign_waiting=time allowances according to value class such

that high-valued jobs are assigned low waiting-tims allowances. The

cresult is that the cycle time for the high valuedrjqbs«is redﬁgedpat
the expense of increased cycle times for the low Vaiued’jgbs‘ uThiS wi1I
affect a reduction in the total value of in-process saventary, Towerer,
the'performanéé30f'deliveries_versus ﬂue-dateﬁmaybe.Upset.by~this
procedure,

Pispateh rules, in general, are used to either enforce the plans
specified by the scheduling procedure or to optimize some pre-determined
objective, For example, the average waiting time of jobs in queue is

minimized by the dispatch rule”which selects jobs for processing accord-

—

ing to the shortest operation time for the present dperatidnffloj,

The objective of this the$isii$ to study the:effethmof three
Adifferent‘dispatching;rules upon the Job-shop when used in .conjunction
with a scheduling rule which divides the_Jobsgintb“thrée'Value-classes,
high,"medium-&ndvléw,‘and‘assiéns-delay~allowances'acchding-to the
value class to whiéh thé Job~beloqgs a%=eaChroperatibn. ;ThEWﬁigpatching i
rules are:

1, 'Eirst-come,"fifst served within dollar‘Value class (FCFSV)

2, Ea;iieéfdﬁé;dates (MINDD)

25
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3,' Minimum slack time remaining per operation (MINSOP)

" Rule 1 selects JObS for proce551nv in the order in which they arrived,

Rule 2 selects the Job from queue which has the most imminent due-date,

Rule 3 computes priority numbers for each job in queue according to the

’Where;
i is the job index 5
j is the operation,
(P,D,) is the present. date,

(D.D,) is the due-date for the.ithejob

P;;i is the expected f he ith ‘th
ij pected processing time for the i JOb at the j

operation,

Qij is therexpeeted;delay time for the i =~ job at the J  operation,

L; is the total numbergefioperatiqns reQUired.t0=¢0mplete?thef
th

i job, and

'Si’is'fheiérerationrnumberfotheeurrent operation fdr*fhe'ith'

job,
This dispatch rule then selects from théfdﬂéhe-tee:job which has the
minimum priority number,

In order to test the effects of tﬁe scheduling and dispatching
rules a model of a job-shop was .formulated. The foliewing conditions

and restrictions were used to partially describe the model:

l. Inter-arrival times for the jnput jobs are distributed
- according to a negative eXponentlal distribution,

26
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2, ‘Proce551ng times for all JObS at each machlne group are
@ ) distributed accordlng to a negative exponentrﬁl distribution..
:

BN \

3. A machine can process only one operation at a time,

» o - ;o
E 4, Each operation, once started, must be performed to completion,

e .
7, 5

. T 5, Jobs W111 not be split into two or more groups for expedltlng
' - processing,

"6, The routiﬁg_and processing times_are:knOWn_fbr'eacH job'”““””"fﬁ

The»study of the schedullng and dispatching rules was made u51ng a Job

¥

S Shop Slmulator [47] for the IBM-704O computer,

- " .
‘( 2 . ey

o

1, . The original IBM-704 Job Shop Simulator was re=
programmed for the IBM-7040 computer by Wayne R, Maple,
IBM Data Center, Chicago, I1l1, |

[
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Chapt%r IV

f

THE JOB SHOP SIMUIATOR

The Job Shop Simulator utilizes an IBM-7040 computer with an

'inpuf_sequencé;éf; of»whigh—iswtoube4feieasedto th€ShD§i :
at randoﬁ.intérvals'of:time, Eachhjobuis represented'byfééffain
information such as the job identification number, the sequence of - -

f Oper;§£§;;ﬂ£gmge performed, the processing time-for each operatiof, and M
theiinitial_matErial coéf fgriéagh job, )

Associated with each machine group is a single waiting line of

jpbsfto‘bevproceSSéd. By bfﬁgressing Stepfby'step fﬁréﬁgh ShOrfwgafér?
Vé}stTLSimUIafédﬁfime‘aﬁd é%amining;thé status of each job and each
machine at the end of each interval, the computer is able to apply
specified decision rales for each situation in which an operationm is
completed or a mew: job arrives in the shop,
~ During the simulation process, thé¢°mputerggathers:statiStics

concerning machine utilization, idle capacity, average waiting times
andﬁaverage~queue léngthszbywvaluefclasses fgr'eachqmachine-graup, The
number of job completions and the lateness or earliness of each j@bgyith
respect to its due=date are also tabulated, . «

The computer program package for the Simulator is divided into four .
sec%idﬁs; Thé§ aré{ .

1. Order Generation

2, Schedulingi e

3.~ Simulatioﬁ- :: | -t

4., Output

I

There is also an auxiliary program for use in studying the distribﬁtiﬁns

28




of processing times and dollar-values for each machine group; it is

4

called the Order Analyzer,-

Order Generation : o | ; —

. The Order Generator is provided to generate a number of synthetic

orders for input to the Simulator; however, if real or actual orders
are'already availaﬁlé;“tﬁe~ordérgeﬁéréfggH séc1iqn éan“Beby-passed.
The‘inpﬁt requirements%inglude-a-méaQ ma§hining time~£or;ea¢h machihé
group, a meaﬁ initia1materia1~cest{andga tranéition matrix of prob-

' | L L | « \.
abilities of making transitions from any machine group to any other

,maching,group. The transition matrix also includes for each machine

;grbﬁp, the probability that an operation just completed. is the last

operation for that job and the probability that a job entering the shop
will have its first operation at a certain machine group,

The transition matrix for the model used in this study is shown
in Table 1. Row 1 of'theimétrix_gives>phe:prObabiiities that a job
entering the shop will have its first operation on each of the five
machine groups, ?Thejprobabilities»that a job leaving mthine.g}oup 1
will leave the shop as a completed.product=a§¢.given in Row 2, Notice
that the probability of a job arriving inﬂth;'shop:and bging?comple%ed
without having at least one operation is zero and that a job cannot

remain at the same machine: group for two successive operations. The*

sum of the prbbabiiities in ‘each row must be 1, since the matrix includes

-all possible states to which a job can belong,

A Monte Carlo sampling”metﬁod is used to determine the sequence of

[

operations for each ordér generated, The Monte Carlo sampling begins by
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TABLE 1

Y R

Transition Probability Matrix

e o ity e L g i o it | = A i e - e - - . i L

{
3

.

COmpletion”:

Arrival

123

.000

125

.119

L. 118

.230

.000

206

.198

210

000

ﬁLBg

le ., S em e, e e v e

240

.000
193
217

. 260
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generating a random number between 0 and l.\ The random number is then
applied against the cumulative frequency histogram of the first row

of the transition matrix to dstermine the machine group for the first

. operation . of the jobh, Another random number is geherated a,n.d,..use,d. to- .

~ —-determinme the state to which the job will go aft.er the first operation

I Sy [ . . b N R T T Ry
: Son et h IR e L T e e U Y

R ‘p‘ymélpplying the rantom number to the cumulative frequency hi_sto.g:ram for T
the row of the ;mat'r“ix; c'o'rr-e_spond'ing to the mac.H‘i;ie group U‘S“E‘,d..fO;I‘f:“tile"‘
| first operation, This Monte Carlo method is contintied unt11 the job
'..leavc;s the shop after the..current operation or until a maximum 'g’-‘l"_l;'O_,Wabile.
. number of operations has been r'e::a“c'he.d.‘ The ;maxi\m\g;n number -of operatiois.

allowed is specified as an input parameter to the Ordz=r Generator,

Once the routing has been determined, machining time for each

[

‘operation is generated by Monte Carlo sampling from negativeé exponential

distribﬁtions. A negative exponential distributipn of processing times
is associated with each of the five machine groups in ‘the shop. The
means of these distributions are based upon the fa.v‘cfa‘_;r‘age machining time.
for all jobs which are pro cessed by each machine group. The sét-up time

is computed by taking a fixed percentage of the machining time for each

operation, The set-up time plus machining time constitutes the pro-

(=3

cessing time for an operation, For this the‘S’i s, the set-up time for

LT i SR T P v 5 g s b

ﬂe,,a{c,:'h: o.pe'rétion is twenty percent of ftfle. machining time,

An additional random number is réquired in order to generate the
in."itialﬂ raw matferi;a'ri. cost of the _-.job.‘ These'co sts are .generated by
sampling from a negative exponential distribution having a mean which

-

is given as an input parameter to the computer program, In this case,

a mean material cost of three-hundred dollars was ‘used,

31
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The primary deficiency in the order generation program is that
no provision is made for randomly generating due-dates,

Scheduling

The SQheduling phase,of'the Simulator calculates the start-date

mﬁ;‘;“ﬁéi**UfQéach;ij when the-due-date is given or the due-date.of each job

o

when ghqm§tart—daté is specified, Since the Order_gggeraipr-does-not

assign due-dates to the,jbbs,:only the«forward scheduling routine can

be usedjunless_dﬁe—datesfare-assighed exfernailyj however;:random
ﬁaSSignmeﬁt of dué-dates can be accomplished by assigning the actual
- date of arrival of the job as the start-date for that job and then,

]
computing the due-date using the forward scheduling routine, This pro-

cedure isyequivalent;tg ass@ming,ﬁhat each job will bé‘releaSédffé‘the
shoB on the start-date gemerated from given due-dates by the backward

scheduling routine, The delay-allowances for each value class must be

supplied for all machine groups as input paraméters,

Simulation

The simulation phase actually carries out the step-=by-step process=

ing of each job according to the conditiond specified in the model.

Some of the input parameters‘Whichnmust-be'supplied for the simulatieon

phase are?

1., Available Wwork force by labor class

2. Number of operating shifts and the hours in each. shift
H3. Mean arrival,rateuafﬁgbbs

4, Dispatch Rule to be used

5. Initial shop load

6. Number of days per reporting period-and;thE“number-Qf'
periods of simulation desired
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7, Mean transition times

!

8. Value-class limits
9. Number of operating machines per machine group per shift

‘The.Simul&tion_begins“by;reléasing to the shop the number of jobs

'specifiedlby'the initial shqp’ibadparéﬁéfér;'Thé!jobs are randomly

o —————— v

 distributed through various stages of‘cdmpletion-Which are determined

from random.numbers;“«AmranQQmmnumber=is“generated for each job in the

initial lead and is used to determine the percent of each job's pro-

———

the simulation, Since only one job at a time may be processed on a

machine, the initialiZedthbewhiéh_arrive after a particvlar machine
grouph%£>been loaded must be assigned:to thé!éueue for that machine
group. This initialization routine permits the shop to reach its
equilibrium level within a short time after simulation begins,

The release of jdbS:tQ-the,ShOp.i%AbaSed upon an arrival rate R,
and a negative exponential distribution, The time of the arrival of
the hethjeb is determined;bijonte.Ca;IQ sampling from the negative
exponential distribution whi¢h has a mean inter-arrival time of % .
Since the inter-arrival times are exponentially distributed, the
number of jobs drriving per day follows a Poisson distribution [42 .

In the SimulatiOn, a new job will be placed at the machine:grﬁub

specified in the routing for its firstwaperation5;mIf-ailgmachines,at

that group are"busy¢3the job must wait.iniquéue. Whéhwanyfmachine

*y

completes an'operatidn,’the'dispatﬁh rale is applieﬂ to determine which

of the jobs waiting in queue will be selected next for processing,

The Simulator keeps track of the status of every job so that the

= 33
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tabulates the results of the "s.i-mﬁ:ia-i;"ion into several reports, These

transaction which will occur next can be proceSSed next, A transaction
can be a new job arriving in the shop, a job completing an operation,

or a job completing its transition from one machine group to another,

\

.Tabulation.ofTResq}ts

As was previously mentioned;“certain statistics are kept by the

'4 _ . et R R See s RSl adwin s o el

program duripg the simulatidn'run,, The output section of the Siquayor D

reports are printed,fOr‘eaéh:periodzof-simulation*giying the results

- for all periods simulated, These reports are:

I ,LoadgAnainis~

2 ShopﬂPerformancg

3. Labor Utilization

4, Analysis of Queues - Ciurrent Period
5. Analysis of Queues - Year-to-Dite
6. QIQVEntgrY*Carrying*COSt

7. Tabulation of Completions

The Load Analysis report shown.ianabléfQQgiyes a break-down of the total
| .

load on ‘each machine group within the three value-classes, high, medium
and low, The total load on eacimachine group is compared. to thé
@apaﬁity of fhe;mayhinegroupby~takinthhéir:ratio. For-example¢ the
first row in Table 2 giVeSthe load anélySis fﬁ;*madhinewgroupﬁl during

R¥

péribd:Q_and_aISO?far-year—toédéte,EWhich includes1period~l, period 2

anﬂ,inifializ@tian,-~The numbers,‘Qli 390.and.419, indicate the number
of scheduled hours of load for period 2 for thevﬁigh, medium and low

value~c1asées, respéétiVGIYa The total load is the sum of these humbers

e e
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TABLE 2
% ” LOAD ANALYSIS
«.  PERIOD 2 THLS - PERIOD C YEAR TO DATE

MACHINE =~ MACHINE GROUP  LOAD LOAD LOAD LOAD  AVAIL 1OAD LOAD  LOAD LOAD  LOAD ' AVAIL  LOAD

GROUP DESCRIPTION H M L T CAPAC:  CAP H M L T = CAPAC CAP
‘HRS  HRS HRS HRS HRS HRS HRS HRS HRS |  HRS

111111 91 390 k19 900 810 1,112 - 256 782 776 181k 1620 1.119
222022 60 200 251 512 540, «9L8 153 Lio 505 1§69' ; 1080 o «990
333333 87 36k 531 983 1170 . 8k0 iegd 749 1067 2047 | 23k0 - .875
LLLLLY 108 272 363 W 816 .919 231 - 553 83 - 1608 | 1620 - 992
5 » 555555 B 28 326 692 7200 .96l 208 572 696 LW kb0 1.026

TOTAL f 429 1512 189 3833  koso .96 1679 3068 3869  8OLT 8100 <989

et

: : TABLE 3 o | | | f
SHOP PERFORMANCE

PERIOD 2 THIS PERIOD YEAR TO DATE

LABOR  MACH MACHINE GROUP  AVAIL UTIL  IDLE UTIL 'AVAIL UTIL IDLE  UTIL

CLASS  GROUP  DESCRIPTION CAPAC CAPAC TOTAL  CAPAC CAPAC CAPAC ' TOTAL  CAPAC
: | HRS HRS HRS ~ HRS HRS HRS 3
111111 810 802 T .990 1620 1610 ‘9 ! .99k
220202 540 511 28 .h7 1080 1035 L 7,958
333333 1170 1007 162 861 - 23ko 1966 373 - 81O
WRNARN 810 726 83 .896 1620 1520 9% 938
555555 720 653 66 .907 1410 1372 . 67 .953

N N - -

TOTAL | hoso. 3701 3ue 913 100 7208 59k 926,
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and is equal tov900 hours, The actual capacity for period 2 is only
810.hours; therefore, a slight overload exists, The remainirig numbers

E - in Row 1 give the same types of information for the "year-to-date"
E period, | | | o _ ﬁ

+ The Shop"PeffOrmance andeabqruUtLlizéfion reports shown in . | | ﬁ

- -~ Tables 3 and 4, respectively, give load versus capacity information

iThe Shop Perfbrmance.repOrt'giVes results based upon machine group

utilization while the .Labor Utilization report shows the utilization of

| ~ _ ; ~
manpower within each labor class,

TheyAnalysiStof Queues report .shown in Table 5-includés‘inforﬁatidn
concerning the performance of the queue'at,eacﬁ?machine=group, Row 1
gives the‘numbér.of-jOb arrivals~at‘machinemgroup-l (high:valueﬂw17,
medium-valued-55, ,Q‘1Low.-—v,a lued-62, total=134) and the number of job de-
partures;by value-clasg from machine group 1’(163 53x~52,;121) for
period 2, The average'waiting-time'p?r_jéb“by'valueéclassandwthe
average number onJObs‘waiting in queue by wvalue-class is also tabu-
lated:fOT.eaChgﬁéchineggrOupj.-The Analysis oi-QueuéSFYear%to+Date~repart |
shown in Table 6 gives the same types of informatiQn eXcept that it

_includeéﬁé  ulative results of period 1, period 2 .and the initial 1load,

' ‘The ‘n entory Carrying Cost report shown in Table 7 ‘ineludes the
costs of carrying-jobs'iﬁ inventory both while waiting and while pro-

cessing for each value-class by machine groups, Also, the cost of

carrying in inventory ‘those jobs which were completed early is tabu-

- lated, The costs are determined fny multiplying the‘ average instantaneous

value of the jobs atTea£h~mdchiné'graup by'fhe annual interest rate

-
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TABLE L

Labor Utilization , - )

PERIOD 2 THIS PERIOD | YEAR TO DATE

| Class Avail Utiliz = Utiliz | Avail Utiliz Utiliz

..............

Man Hrs. Man Hrs. Mdn Hrs. Man Hrs.
1 1350 1312 975 1 2790 2645 979 4
2 1980 1734 875 L 3960 3LET 880

- A ] o S ’
720 653 90T : 1440 - 13712 953

Lg
-

)

—
O
&)
=~
X
&
¥y
Q)
AS)]
(@)

TOTAL hoso 3701 2913 :
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62
95?
99

105.
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PERIOD 2

MACH  ARRIV  ARRIV  ARRIV

GROUP H M L
: m. mo mo
119
207
199
170
21k

30 99
6L 168
51? 1“7
45 133
5 58 163
248

£l VU VA

TOTAL 70 909

T

13L

207
201
182

219

ARRIV

T
NO.

248
439
397

3h8t

435

1867

'DEPART

TABLE. 5

ANALYSIS OF ‘QUEUES

‘THIS PERIOD

DEPART  DEPART  DEPART iQ-ﬂIME |
H M L T H
NO-.. NO. NO. NO. DAYS
16 .031
29 .019
23
32
125

121
214
205
178
210 .015

53
88
82
66
83

52
91
.9&
89
95

372 4L 928 .016

TABLE 6

'ANALYSIS OF QUEUES

YEAR TO DATE 1

DEPART DEPART DEPART DEPART . Q-TIME
H M L T a
NO. NO. NO. NO. DAYS.

28
6l
51
I
56

243

104 225 .olé
436
' 338
334
Lik

93
167
145
123
157
685

205
1L92
167
201

869 1797

Q-TIME

M

<141
/ «055

.026°
.025:

.031

050

Q-TDHE

M
DAYS
.231
051

- .019

082
113

-088

o
-

DAYS

Q-TIME

Q-TIME AVER Q AVER
. T H M
DAYS NO. NO.

:Q-TIME
L
i.IiAYS
| 0290 ’
080
027
-081

.191. .0
062 ! 1.1
.02l .0 L
033 :Q b
Noliioy 0 o7

060 A .8

Q-TIME AVER Q AVER
T H M
DAYS NO.

)

. 222 ol
.056
.018:
068
+09L

L
DAYS
065
.020

Le. e
F N _\ e
AT

..,
W

3@80‘{ Lal

2.0 .

- o
e A e
2 T

Q AVER Q
L
NO.

5.

1.9
-6

9.
1 ‘7

Q AVER Q
| NO.

L.L

1.6
oh

1.3
2.4

10:.k
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AVER Q
T
m.

7.6
3.1
1.1
1.k
2.5

16.0.

7.5
3.0
-8
2.8
5.2
19.5
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PERIOD 2
GROUP

TOTAL
EARLY JOBS

GRAND TOTAL

Q(H)
25
Lo
19
27

588

Q(M)

2Lk

121
57
kg

553

THIS PERIOD

Q(L)

192

7
25
k41

L1z

38

k50

Q(T)

562
240

93

110

182

1089

73

1162

M(T)

1216

U216

L4216

TABLE T

INVENTORY CARRYING|

X

INTEREST RATE

RATIO

465 i
3k
082
.138
258 B
017

COST IN $ PER ANNUM

20.0 PERCENT

Q(H) QM)

Lo 301
72 116
12 | 37
60 | 157
ok 258
280 871
57 165
338 . 1036

LB

|

YEAR TO DATE

sQ(L)

71
20

55

105

-
480

AR 5.3 SO

Q(T)  M(T)

51& ) 989
70 1087

- 273 838
k58 761

1579 hes2

275 1252

1855 Li252:

RAT1O
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(20 percent in this dase)° Both™ current period and year—to-date results

o

are tabulated; however, the year-to-date results are not simply the

4

averages of the cumulative results for all previous periods: of simula-

-tion but are computed from the average instantaneous values taken over

‘a longer period of time, ' e

- The final report is the Tabulation pf~CompletiQnS; This~repbrt,

which is shown fh<Téble:8, indicates the-number-of jebs~in each value-
class which were completed during period 2 as well as the relative
lateness of each delivery with respect to its due—date,l The,deliveries
are fiurther broken—down-inf9¢categqries corresponding ‘to late-arrival

or &fi-time arrival into the shop. For this simulation all jobs were
<

r
I d

H
p:

Torced to arrive on-time, From Table 8, it can be seern that 31 high=

valued, 73 medium-valued and 61 low-valued jobs werevcdmpleted on their

due-dates; however, 2 medium-valued and 4 low-valued jobs were delivered

“ one day early, A tota1.of 10 jobs were delivered one day lateduring

period 2, The year-to-date tabulation includes complétion data for

‘peridds 1 and 2.

Order Analysis

Although the Order Analyzer is not-an integral phase of the Simu-
lator, it is extremely helpful as«an-auxiliary'program in the analysis
'af‘pracessing time and dollar-vaiuewdistributiohst ;Thé input to. this
program is the synthetic or actual orders to be used in the simulation,
The output is a t%EulationfOf the number of jpbs:whigh'fall within
specified categories of processing time and dollar-value for each
machine group., Table 9 shows'ﬁhe?output'of the Order Analyzenffbr

machine group 1, The first row of the report gives the mean -value

40
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(465,32) of all orders when they arrive at machine group 1, and the
mean processing time (6.56 hours) for all jobs which are processed by

machine group 1, The second row contains ten numbers which represent -

the deciles of dollar-vaiue into Whichthe'jbbS'may fall, The third =~

........

row ('LRAN').gives-the lower 1limit in-dollars fof each decile (70,090 to

259,25 is the value range for decile 1), The "LR/AV" row is the result

A

- of dividing each value in the "LRAN" row by the mean value. The colum

" undér "TIME" contains heéadings for the deciles of processing time into

S
CON

AN s LT DL e e - 2 15 maS mrow 2] e P R oo I R e, pon e e i,
¢ i
[
oot

which the jobs may fall, The second column (LRAN) gives the lower limits:
for each decile (2,20 hours for decile 1), The "LR/AV'" column is the

result of dividing the "LRAN" time in column 2 by the mean time,

2 ST N B R s Passs o
i

=0 e

IO I SRS T B T

o have a value of at least $259,26 but not more than $448.51 when they

arrive at machine group 1; and which will require at least 9.44 hours

but not more than 13,05 hours of processing time on machine group 1,

T AT TN SR T

The "TOT" row gives the total number of jobs which fall into each decile
of value, andvthe:"TOT"Wcoiumﬁ_giveS'thé number of jobs which fall into

each decile Of'processing,time, The grand total (578) is the nunmber of

TR T AT T T L TR
o e R Lk g Ay B D X )

jobs which will arrive at machine group 1 if all jobs are completed

during the §imu1ation.. The'ﬁPCT" row and the "PCT" column indicate the
percent of the arriving jobs which fall into each value decile #nd'each
timeiAecile, respectively, CumuiatiVe-percentageéfaregiven'by fhé'"CPCTﬁ'

Trow and the““CPCT" columg,

/ \ |
The output of the Order Analyzer also includes similar information

~ ébout the final values of all completed jobs ahd.thé-total.processing

time required to complete each job, This report is shown in Table 10
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and its format is identical to the format of Table 9,

i | Limitations of the Simulator
Although the '"'Job Shop Simulator"” is quite flexible in ability to
simulate many of the important details of'thesshop, certain restrictions =

- ~do- exist which 1imit its abflifY'to ﬂﬁplicate_actual conditions, Some

i S of‘thegejiimitations are; S—

i ———EPn X - e Beas e s e e -

S WS T  Te  RG s T e

1, A job must ‘be completely finished at one mach1ne group
before it is moved to the next machine group; therefore,
lap pha51ng operations are not permitted,

—

_ 2, Each job must have a fixed routing through the shop;
— alternative routes are not allowed,

3., A machine cannot be held open in anticipation of the
arr1va1 of a job in the future when an assignable job
: ,1s already avallable. o

4, A job may not be split into-two of more groups for
processing on two -or more machines within a machine
group,

by a hlgher-prlor;ty Jjob.

5. A job, once started, cannot*be-buﬁped from a machine

Even with these restrictions, the Similator is certainly indispensable

in studies of this type,
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forty-five individual machines. The shop operated three, six-hour
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Chapter V

EXPERIMENTAL PROCEDURE

The general conditions under which the model was used in the
simulations were described previously, The job-shop chosen.for simu-

lation consisted of five machine groups,_havingZa;QOmSihed“faiai_bf

——

-

shifts per day and five days per week, The duration of each simulation
run was four periods, each geriod.béing~ene'Week-in'1éngth, Output
N . by gL ut

results were obtained for each period of simulation,

Generation and Analysis of Synthetic Orders

The primary task in preparation for the actual simulation was to

..obtain a Set;OfaQQbS%Whesemﬂprﬁductwmixﬂ“WUUiﬂféﬁﬁEtitutéfa'balanééd”

load upon the Sth; There Originally was some hope that actual shop
orders could be used; however, it became necessary to generate syn-

thetic orders for inpnt to: the ‘simulator, The "transition matrix' which

was usedﬁfor\randomly gener&ting.routing’seQUénces was shown in Table 1,

Mean processing times for the five machine-groups were specified to be

6.0, 1,25, 5.0, 3,75 and 2.5 hours, respectively,

After the orders were generated, fhe' Order Analyzer program was.

used to' interpret the distributions of processing times and dollar=

ivalhgsgfgr-each,machiné group, The results of this Analysis are

tabulated in Tablérll. The initial problem wasfthat the mean pro-
céssing timés of éll jobs on a machine group did not agree with tho se
specified in the input to the Order Generator, The cause of these
deviations was determined, after extensive-investigation, to be the

result of a:reStrictioniinthe%program; Qne&ofithe'requirements;of‘tﬁe
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TABLE 11 o

ORDER. ANALYSIS o " o .

: ” o NUMBER OF |
| PROCESSING PROCESSING TIME MACHINES | ? MEAN
MACHINE . TIME (HOURS) NUMBER OF - (1 MACHINE) REQUIRED VALUE
GROUP - SPECIFIED ACTUAL OPERATIONS (HOURS) CALCULATED  ACTUAL (DOLLARS)

1 6.0 6.38 1137 7251.0 9.26 9 ; 172,58

.2 | 1.25 2, 12 1968 1763.5 6.08 . 6 482, 38

3 5.0 5.49 1742 9563.6 12,23 o 13 176.63

9%

4 3.75 4,32 1673 7227.. 1 9,22 i 9. 83,08

S 2.5 3.2t . 1984 6128,2 - 8.21 <« g8 165,27

TOTAL = 20.32 8504 = 45,0 15 , 539,11




Simulator was ghat the lowest-élléwable,pfbcessing time be specified
as an input parameter, Any processing time-générated by the Monte
Carlo sampling technique_thét:was less thaﬁ this minimum time was set
',equa; tothe_minimum;- This restrictioq aldnewdQesfndtvpfeSent any

particulér problemS“sinc9fthé“16Wé§t7proéessing time parameter could

be_set very near zero (e.g. .001 hours). However, the simulation phase

i duramer

any~operation.cannotﬁbevmore than 32 times as large as the lowest
processing time. TFor a minimum processing time of ,001 hoﬁrs,:tﬁé
maximum would be ,032 hours.,

This restriction arises because of the limited size of the "field"
assigned Tor storing processing times in the computer., Since the
individual values of“processingtime were determinéd'by'sampling from
a negative exponential distribution, a processing time as high as 40
hours is possible when the mean is 6,0 hours; therefore, the limit was
§péﬁifiéd'tone 1s2 hours, Fortunately, the actual processing tines
generated did not cause "overflow'" in the computer during the simulations,
slightly change the shape of the distributions of processing times..

In order to analyze the extent of the changes, the Chi-Squared ''goodness.
of fit" test shown in Table 12 was conducted for the total processing
time per job,. The resultuof the test was that the nUIi;hYPOthesiS -
that the data came.from a negative exponential distribution - could not

- be rejected at the 5 percent level of significance,

The distribution of initidal material costs was affected by a
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TABLE 12

"CHI-SQUARED GOODNESS OF FIT" TEST - NEGATENE EXPONENTIAL

i
i i
'
]

NEGATIVE EXPONENTIAL | -
(£1Fi)?

PROCESSING TIME THEORETICAL FREQUENCY | OBSERVED FREQUENCY
Xi_ ~___Fi fi 0 TR

2,20 . | 816 . 813 | . 1,287
13.38 368 | 393 : - 1.698
24,55 | 221 225 . .072
35.73 | | 127 124 o .149
46,91 1 75 ; 80 v - .333
58,09 = 12 | 18 .. 857
69,26 24 3z 2.666
8 O. 44 ' ]_6 11 | . 312
91.62 - g} | 5] - -~ 3.267

102.79 7) 3/

& b "

8t

173% | o 73y - 10.631 .
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material costs; however, the restriction Was.less¢§§ringent than
that on the'processing times and itsmeffGCts were negligible, The

"analysis" of the orders provided the basis for determining the number.

of machines in each machine group required for assuring balanced

operations for simulation,
Table 11 shows how the 8,504 operations of all the generated jobs
weére digéributed«amongAthe machine groups. Since the mean processing

g

times were known, the total expected number of‘hours’required at each
machine group to process all operations, if only one machine were used,
was computed for Eaﬁh“mﬁéhiﬁE“gﬁﬁﬁp, These times are shown in column 5
of Table 11, 1If tw0fnmchinesAWere»used;'the”total processing times at
each machine group would be reduced by one-half, It was necessary to
determine how the 45 machines should be divided among the five machine
groups in order to make the.tiﬁéftd'ﬁf666§é*all_operationS“atveach
machine g roup approximatély equal, This result was accomplished by

solving the following set of linear equations:

-

i=1 Ny -Na N5

Ni;is'ﬁhe~humbergofrmachines in the i  group,

N

and
T. is the total processing time for all operations on the i’

14

machine group if only one machine were used,

7Thé‘values obtained from the solution of these equations are given

“if .column 6 of ‘Table 11, and the actual values used in the simulation

i

are given in column 7,




Distribution .of Dollar-Value Among Jobs

L

The decision to study the effects of giving preferential treatment

yto high-valued jobsfwas based upon the expectation that a relativeiy —

.thh percentage of the total dollar-value would be reflected in a small

Pl SR chivionis

percentagehof the-JQbs.*;Ine‘distribution of the dollar-value among all

. JobS’was obtalned from the order analy51s -and is ‘shown in Figure 1,

- The Lcurve shows that 90 percent of the JObS constltute 77 percent: of

-were placed in the low-value class for each simulation run by establishing

the total value and 10 percent of the Je§§§const1tute 25 percent of ‘the |

total value, From this analYSisfit'was decinza'to test the dispatching

eﬁuleS~a$'f9ur-different'pereentagEwaf Jobs in the high-value class -

10, 15, 20 and 25 percent,

In order to determine the limits of the high value class required
?ﬁqr'each percentage, the distribution of;dpliarﬁvalues;fOr:allzjobé
processed at‘each.machine_groupfwhich:waSwatained‘irom;thE”order
analysis’ was plotted as shown in Figure 24 From this graph, the lewre r

limits for the high-value class to include approximately 10, 15, 20 and

25 percent of the jobs were chosen to be $935,00, $820,00, $725.00

and $650,00), respectively, Approximately forty-five percent of all jobs

-

its upper 1limit at $350,00,

Establishing Delay Allowances

The expected queue delays at .each machine group dEpennvupon,sﬁch

factors as arrival rate of jobs;, the dispatching rule used, and thé

load on the shop, As a result, the waiting time allowances, which are

required for the scheduling phase of the simulation, vary with conditions

"f?bmjone simu;atian'run,td another, Since ‘these delays could not be
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determined énalytically; six preliminary simulation runs were set-up
to empirically establish the waiting-time allowances to be usedwin

testing each of the

.. of_loading. The two levels of loading chosen for use in the simu~

lations were 85 and 100 percentqof'capggity; .

i e [P

Initial delay allowances were assumed for each value class in

—

order to begin the preliminary simulations. The actuairaverage.dgjays;”J“Aﬁf

e B e e T

T ey p o e Bt $ st by iy P iy <

by value ci_la_ss for each machine group were obtained from the Analysis
of Queues reports :and used as the delay allowances in the succeeding
simulations;=This«iteratiVevprdéedureican_be:useﬂ to obtain accurate
delay allowances by continuing until the differences between the:

average delay allowances and the actual average delays are negligible,

UL

Only two iterationsvfor each of the six simulations were required in

order to obtain delay allowances which were sufficiently accurate: for

ones had provided a basis for choosing relatively good starting delay

-~

values,
%,

Determination of Arrival Rate and Initial Load .

The arrival rate of jobs has an importantﬂefféct:Upon the ‘equilib-

rium level of the shop, and the initial load is important in mini-
mizing the start-up effects at the beginning of the simulations by
allowing the shop to reach it; equi1ibrium level quickly. In order to
determine the arni&ai,rate and initial load'required'to assure,a 1pad
of approximately 100 percent, iterative simulaéions we?é required,

Since the scheduledﬂloadﬁdepends,upon the delay allowances, which are

in turn dependént upon the shop load, the iterative procedure must

53.
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" _When the arrival rate and initial load were reduced to 36 and 91, 7

,/

simultaneously determine the initialization quantity, the arrival rates
and the delay allowances for a given load, Using an érrival rate of

40.jdb3pper day and an initial load.qf'IOO‘jobsf the iaadgAnalysis

POTts"Indicated that some of the machine groups were overloaded,

Pl

- respectively, the average scheduled load on somewef-théfﬁééhinelgraups

WgsjapprOXimatélyflOO percentvmmantherﬁsimuiation’inﬂicated that an =

averdée schéduled.loadiofiapprQXimatgly 85 percent was -obtained with an

arrival rate of 31 Jjobs per day and an initialization of 78 jobs, The

;CofrESponding dEJayﬂvaIues_gx;gglggf¢1gﬁs;thaiﬁedwfgp@eaehwmaehinew»_*ﬂ“%““TWM“‘“

\group are shown in Table 13 for each of the six sets of conditions,

7 ésign,0f the-Simulation'Experiments

Tﬁe.abjective of this study was to study the three dispatching
rules under constant conditions in order to .compare their relative
effectiveness, Further, it was desired to obtain an indication of the
effects;of'changing'the:lggding.and,the,pérQEﬁtagé of the jobs in the
high-value class, In order to pursue thiéncourse, a set of 24 simu-

lation experiments were established as shown in Table 14; Each dis-

patching rule was tested at two different levels of loading - 100 and

85 percent - and at four different.levclsvoflpercentage?Qf?highfv%lued

Jjobs = 10, 15; 20 and 25 percent, The entries in the body of Table 14
correspond to the experiment number assigned.to”that_particular set of

conditions, The input parameters to the simulator were held constant

for each separate simulation, except as specified in Table 14, The

waiting-time allowances were different for all simulation experiments

in any single row of Table 14; however, the allowances were identical
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TABLE 13
DELAY ALLOWANCES FOR EACH SIMULATION RUN

DISPATCHING RULE NAME
/

MINSOP - FCFSV ~ MinoD .
\_ MACHINE GROUP  HIGH  MED. LOW

HIGH MED. LOW

f
CE—— H
. i

100 PERCENT LOAD

e Y U

A A G0N,

oO2O

010

007
.010
015

.038

011

018

266
.036

:059

.09k

.082

017

018
: ‘0 020 ;
?g026a

330
075
.070
.120

.120
.033
.025
<OL1

012
;012

017
.009

055

«020
.020

.025

-85 PERCEN; LOAD

.028
010
.005
.011

.009

4873

135

5152
195
. -. 18

220
038 °
015
.030:

fg§3

- -lo6o
A 0032
' Lo22
»026

.031

012
.023
.OLL

017

.@196&
1,085
041!
081"
.08k

.0L3)
02l
015
012
027

Ol
.099

130

065
.021

010
.015
.039




. ~ TABLE 1L

TABULATION OF SIMULATION EXPERIMENTS

A2 A3 I E

Al g
| BL | B2 | BL |82 |80 | 52 A, DISPATCH RULE
= EEETRR| — -~ }. MINDD

Cl 13 15 16 17 18 || - 2. FCFSV

- - 3. MINOD
20 21 22 23 2k | | B. SHOP LOAD
. ~ -~ 1. 100 PERCENT
C3 25 26 127 [ 28 | 29 | 30 2. 85 PERCENT'
1 - | C. HIGH-VALUED JOBS
CL 31 32 33 3L ] 35 36 | 1. 10 PERCENT
‘ | 2. 15 PERCENT
) — - 3+ 20 PERCENT
| : . 4, 25 PERCENT

o 19




for the experimenté-listed-in each column, .Fgrhexamplé, thewdeléy

v

5? T allowances were different for experiments 13, 14, 15, 16, 17 and 18 .
’ o

but were identical for experiments 13, 19, 25 and 31,

;
13
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i
il
e
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I
1

o SincetheMmeanfﬁ?riValiratehfnglQO”pgxgentnloadnwasw3§:;quipgx_:\T,HHwMWWH

day, the mean time between job arrivals in the shop was’%g = 0,5 hours,

¥ R - R R
N A ) R . - . B - m——— -

;iHQWever, since the actual inter-arrival times were determined in the

Héimulations-by”a‘Monbe Carlo sampling methda, the number Qf_Jobs .,

Q= —

:arriving’in the shop per_Unit-of time was a random variable, This
was the only random Variation,WHich.was.aIIOWed during simulation;,
all other parameters were constant.,

Simulation Results

The results of the 24 simulation experiments, are summarized and

'ﬁabﬂlatédfin‘the‘fdllowing‘tables.

Tab;eiis,compares the job arrivals and job completions for each
dispatch rule by periods for the four different percentages of high-
valued orders, when the load is 100 percent, YTD.is an abbreviation
for year—to—date:and.show§ thé cumulative results for the four perigds.

¢ of simulation, The job arrivals for period 1 include the initialization

4 'QQaﬁtity, Table;lﬁ provides similar information for a load of 85 per-
cent, A comparison of the scheduled load and ‘the performance of the
5hop;is,givén for each simulation run in Tables 17 and 18. Tablé 17
reflects the performance under 100 percent load while Table 18 is for
a load of 85 perceﬁt.

The cost of carr\ing inventory consists of the following three

components:
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. TABLE 15 |

|
ro

NUMBER OF JOB ARRIVALS VS. NUMBER OF COMPLETIONS 4
100 PERCENT LOAD  ~ | q
. % Y

DISPATCH PERIODS ; I | | .
RULE 1 2 3 | . b
NAME ARRV. COMPL. ARRV. COMPL. ARRV. COMPL. - ARRV. COMPL. 5
| 10 PERCENT IN HIGH-VALUE CLASS

MINSOP 279 215 173 172 172 189 | 208

FCFSV 268 205 175 181 189 184 | 184
MINDD 293 207 170 186 181 201, . 179

: YTD
?ARRV. COMPL.

|

832 762
816 760
823 76k

186
1o

15 PERCENT IN HIGH-VALUE CLASS é

MINSOP 268 213 196 181 195 210 | 183 178 . g2 782
FCFSV 259 194 177 184 187 191 | 169

8C

MINDD

MINSOP
FCFSV
MINDD

MINSOP -

FCFSV
MINDD

261

253

273

262

289
269
268

200

206
20L
204

220
202
210

176

17k

180

147

191
178
190

182

181 190

20 PERCENT IN HIGH-VALUE CLASS

168
186

157

194 188
195 190
196 195

25 PERCENT IN HIGH-VALUE CLASS

190
184
184

178 195

176 180

196 207

195 .

188
175

205

192
191
184

1186

191
18k

181
192
176

|

1 .

184 | T92 % 53

758

753
TOU
48

786
758
77
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TABLE 16

NUMBER OF JOB ARRIVALS VS. NUMBER OF COMPLETION" | :
85 PERCENT LOAD R b

RULE 1 2 3 i . YTD
NAME ARRV. COMPL. ARRV. COMPL, ARRV. COMPL. ARRV. COMPL.  ARRV. COMPL.

k2
10 PERCENT IN HIGH-VALUE CLASS

MINSOP  26L 206 - 167 173 19 161 16 168 ©  7uL 708
FCFSV 226 189 153 160 167 159 164 179 720 687
MINDD 217 182 159 154 165 163 154 16L ; 695 663

DISPATCH | PERIODS T b

66

15 PERCENT IN HIGH-VALUE CLASS o ‘ : )

MINSOP 236 199 194 178 142 156 1.3 1st 1 715 68k
FCFSV 225 184 151 153 183 168 148 165 1 707 670
MINDD 217 182 159 154 135 145 | 148 - 144 - . -;;659 . 625

20 ‘PERCENT IN HIGH-VALUE CLASS

MINSOP 261 20k 171 179 173 179 144 ‘151 | §}7h9 713
FCFSV 24l 189 146 157 148 Lk 155 159 - 690 . 649
- MINDD 217 182 159 154 135 145 k8 1kk 659 625

25 PERCENT IN HIGH-VALUE CLASS ? % |
MINSOP 261 20l 171 179 173 179 151 157 756

FCFSV 244 188 148 168 163 152 | 162 '180é | T
MINDD 217 182 159 154 135 145 148 1k 659
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DISPATCH B
RULE SCHED. MACH.

NAME LOAD UTIL.

MINSOP 1.057 .926
FCFSV 1.017 .931
MINDD 1.087 .909
MINSOP 1.033 .939
FCFSV 962  .893
MINDD .980 . 886
MINSOP 966 .899
FCFSV 1.047 .939
MINDD .997 .908
MINSOP 1.107 .9k
FCFSV 1.02k  .930
MINDD -995 910

A

TABLE 17

'SCHEDULED LOAD VS.
100 PERCENT LOAD

SCHED MACH.
LOAD UTIL.
10

(.876 .916
.850  .915
.909  .935
15

9L6 913
.863  .913
.876  .923 .
20

862  .872
873 917
STh2 807
25

.9k9 .93k
851  .905
.988 .93L

MACHINE UTILIZATION

PERIODS
3
SCHED. MACH.
LOAD UTIL.
PERCENT IN HIGH-VALUE
.890 .885
Ol 91k
874 L9173

PERCENT IN HIGH-VALUE CLASS

.980
.06L
.915

PERCENT IN
.48
oLl

o 981

PERCENT IN

.912

.909

929

Vo

959

937
.886

HIGH-VALUE

. 886
.928

907

HIGH-VALUE

0Ll

915
-932

CLASS

CLASS

CLASS

SCHED.

LOAD

.910
.891
. 865

.889
.82l

932

. 900
. 87

921
.910:
896

S‘ T
i -

UTIL.

_.916
.900 |
.906

™ 91 1 e?.

853
.909 '

091(),
-905
.928

¢911
Bk _
.913

]

YTD
SCHED.

LOAD

.933.
.925
-93%1

1 962;
.903:
92§:

;91§5
935
915

972?

923

952"5

UTIL.

.911
915

915

. 892
.922
. 887

.932
911
.923
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DISPATCH

RULE SCHED. MACH.
NAME LOAD UTIL.
MINSOP 1.060 918
FCFSV QL1 .860
MINDD 872 .816
MINSOP 9L6 874
FCFSV .910 . 840
MINDD .872 . 816
MINSOP 1.056 .917
FCFSV .96L . 869
MINDD .872 .816
MINSOP 1.057 9017
FCFSV .068 . 869
MINDD .872 .816 -

TABLE 18

SCHEDULED LOAD VS.
85 PERCENT LOAD

PERIODS

2 | 3
SCHED. MACH. ' SCHED. MACH.
LOAD UTIL LOAD UTIL.

10 PERCENT IN HIGH-VALUE CLASS

84t 865 819 .8L1
765 . 799 .885% .853
780 LTTT .875‘ .843

15 PERCENT IN HIGH-VALUE CLASS

.980 .888 756  .843
T34 762 934  .877
T80 .78 727 738

20 PERCENT IN HIGH-VALUE CLASS

890 .877 854,883
L7120 768 .790  .770
T80 -TT8 .732 .T738

25 PERCENT IN HIGH-VALUE CLASS

/|
s
|
L
SCHED. MACH.
LOAD _ [UTIL.
126 .61
<755 786
. T1h .761 .
641 66T
. 700 -TL8
.663 667 |
/678 753 |
.889  .87T 854 .883 .T708 b777 3”;.
T79 836 8L .825 ko L6l

MACHINE UTILIZATION

"667 |

YTD

SCHED.

862
837

.810

.831
820"
761

793

.T61

LOAD

877
a3k
.76

MACH.

UTIL.

846
.825
. 800

. 86k
.82k

750
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1, .cost while machining

2, cost while waiting in queue

. AB. cost while awéitihg delivery ﬁ o N ) -
- T iCOStWhileawaiting_deiiveryf“is.affunctiOntpfthesghegulinéf j | #d
’*pé;ééeterS{ which can be adjusted. This costis;usually.ﬁfggted_asé )
pnwlgcdstfgiafagzure tbumeet due-dates geﬂerafed by“the ZEput to the . i -

P

_scheduling routine, "Cost while machining” is a function of the pro-

8 - | cessing times and the number of job arrivals, "Cost while waitgﬁg in
tqueue”'iS'a function of the number of job larrivals and the dispatching
rule; Table 19 gives the latter two components of inventory carrying
cost for each simulation run at 100 percent load. Table 20 gives the
same results for the simulation run at 85 percent 1load., 7Q (T) is the
annual invéntoxyacarfying-CQStszwhile waiting based‘upon'thé;average
of' many instantaneous valuesof jobs in queue and M (T) is the earrying

cost- while machining converted to annual base, 'The ratio of Q (T) to

M (T) can be used to compare the results of the different simulation

runs, i
A-Summary'of queue disciplihe for all simulation runs associated
with 100 percent and 85 percent loads is éiVen'in»TabIQSJQI and 22,
N The average waiting time for each job processed and the mean number of
i Jobs in queue for each period is given for the 24 simulation runs. The
completion results are tabulgtedﬁforweaCh of the simulation runs in
Tables 23 and 24, Class intervals of lateness (i.é. deviations of
actual completion date from due ‘date) were established and each com-
pleted job was associated with'é class interval according to itsf
62
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DISPATCH
RULE
NAME

1

Q(T) M(T) RATIO

MINSOP
FCFSV

MINDD -

MINSOP
FCFSV
MINDD

MINSOP
FCFSV

MINDD

MINSOP
FCFSV

MINDD

2432
1457

2003

2070
1145
1610

1839
1529

1572

2490
1472
1283

4235
4428

3958

4287
4242
4005

4173
4490
4087

4334

4437
4077

.074

.329
. 506

.482

. 269 .

.402

. 440
. 340
. 384

074
.331

.314

Q(T)

2

M(T)

INVENTORY CARRYING COST

100

RATIO

1003

940
2144

1089
840
1137

d27
1356

1308
884

10 PERCENT

4226

4109
4454

15

~
4216
4151
4288

20

4050
4132
3875

25
4326

4069
4361

. 237
. 288

.481

PERCENT

. 258
. 202
. 265

PERCENT

.179
. 328
. 189

PERCENT
. 302

. 217
.397

TABLE 19

S T P S n oA o M
EL ORI St S et S

12

S PPN o TP T e i (P f AT b g g
D A R A I R e S BT e T

WHILE WAITING VS, WHILE MACHINING

PERCENT LOAD
PERIODS

3

-y

Q(T) M(T} RATIO

IN HIGH-VALUE CLASS

1211 4215
999 4422

1587 4365

. 287

.363

IN HIGH-VALUE CLASS

1644 4506 .364
1017 4483 .226
1285 4184 .307

IN HIGH-VALUE CLASS
1205 4174

1263 4462
1024 4203

.288
. 283

IN HIGH-VALUE CLASS.

1693

891
1497

1365 ..387
4453 .200
4443 ,336

Q(T)

"~ RATIO

«226 .

.243

1212
710

1079

1258
372

1621

1048
870
1213

1577

579
1605

|
B

. 287

. 260

- .289
. 097

.
P
4150 .252

4178 = ,208 -

4148 ,171

b

e B

=
-
©
OO .
[ ]
W =
W

“ ! P

e
i -

;
N i

;
i :
: H
i 3
} s
: 1
: ¥
! f
i )
H ¥
! :

i

j<

§

;M(T)

RATIO

- .280 -

Q(T)

1464

1026
1703

1515
843
1413

1205
1255
11136

1767
Y
1527

4222
4265
4230

4340
4140
4153

4137
4315
1078

4337
1239
1263

. 346
. 240

.402

. 349
. 201
. 284

.291
. 290
278

. 407
.225
.358
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DISPATCH

RULE
NAME

INVENTORY CARRYING COST WHILE WAITING VS, WHILE MACHINI

. MINSOP

FCFSV
M;NDD

MINSOP
FCFSV

MINDD

MINSOP
FCFSV
MINDD

MINSOP
FCFSV
MINDD

Q(T)

1703
808
681

1124
805
681

1684
913

1684
911
681

M(T) RATIO

4060

3996
3703

3938

3918
3703

4062
4052
3703

406 2
4044
3703

.419
. 202
. 181

. 285
..205
.184

.414
« 225
. 181

.414
« 225
. 181

«UT)

9

- TABLE 20

85 PERCENT LOAD

M(T) RATIO

791

195

253

' 159

982

230
253

982
321
253

1070

253

.PERIODS
3 .
RATIO

Q(T) M(T)

10 PERCENT IN HIGH-VALUE CLASS

4117
3784
3748

15

4057
3748

20

4108
3643
37418

25
1108

3935
3718

. 192
.051
.067

PERCENT IN HIGH-VALUE CLASS

«263
.044
.067

PERCENT IN HIGH-VALUE CLASS

. 239
.063
. 067

PERCENT ‘IN HIGH-VALUE CLASS

.239
.081
. 067

675 4062 .166
416 3926 . ,106

559 4134 .135
532 4023 ,132
192 3236 .059

997 4247
200 3385
192 3236

.231
.059
. 059

997 4247
306 3851
192 3236

.231
.079
. 059

Q(T) .

258
248
288

100

150

173
197
150

191
171
150

A A R S TS R T e §
o}

Men)

3491
3454
3315

NG

‘\'i
i

iy L

3630

3134

3518

3315

}
3583
3478
3315

TR
ARRITEC

3444
3614

.075L
.068
.079

.032
.079
.045 | .

Q10
.057

X
o 4k oo G
e A

A o R R R R e e A DA S R b
SR P e, ]

o ARG L R A R S B St T b T

.
¢

Q(T)

Mery

‘RATIO

857
1417
438

713
443

1959
 385
B19

064
129
319

819

3921.

3830

. 3715

3816

3754
3500

3977
3634
3500

4000
3825
3500

.218
. 108
.117

" .187

- .118

.091

. 211
.106
.091

211

©.112
.091
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DISPATCHING

- RULE NAME

MINSOP
FCFSV
MINDD

MINSOP
FCFSV
MINDD

MINSOP
FCFSV
MINDD

MINSOP
FCFSV

MINDD

Mean - Mean

Waiting Number in

Queue

Time

116 27.4
<119 29.7
i 25 8

.100 23.4
.080 18.1

.094 20,3
.121 31.7

.079 1835

.124 29,2
.061 19552

Mean

Waiting Number in
T ime

TABLE 21

SUMMARY OF QUEUE ANALYSIS
100 PERCENT LOAD

PERIODS

Mean Mean Mean

Queue Time Queue

23.0

074
.113

.060
.055

«037
<117

016

iﬂaéﬁ
2071

Waiting Number in

Mean

Waiting Number in

Time

- .

7,

?
. | YTD
H M ’ '

3

A

‘Mean

Mean

Waiting Number in

Queue

10 PERCENT IN HIGH-VALUE CLASS

14,0 .073
17.1 .078
27,8 «.100

15,2
17.3
18.4

15 PERCENT IN HIGH-VALUE. CLASS

16.0 .096 22,1
14,9 - .076 17.9
12.8  ,060 12,9

Ed

7

20 PERCENT IN HIGH-VALUE CLASS.

O

0 .053 11,0

v e

27

o ¢

25 PERCENT IN HIGH-VALUE CLASS

21.5 . 120
23,0 . 090
20), 8 096

A
) ° L
O N W

1,056
..053

@ 062
032
080

.067
a077

.085
039
+O07:1

Queue

13.2

=

Timé

H

lgtl
20,9

19.2
15,4

14,2
24,9
13.1

21.1
17.8
18,2
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DISPATCHING
RULE
NAME

MINSOP
FCFSV
MINDD

MINSOP
FCFSV
MINDD

MINSOP
FCFSV
MINDD

MINSOP
FCFSV
MINDD

Mean

Waiting Number in
Time

Mean

Queue

.078

.081
.013

.056
.081

.013 °

077
. 086
.013

.077
.085
.013

Ll S L e BT TS Lt R L ek T L 2 M

18,1

8.2

A TN T e b R W AT i ¢ et e e an ax e m e

Mean.
Waiting Number in
Time-

TABLE 22

SUMMARY OF QUEUE ANALYSIS
85 PERCENT LOAD

/.

PERIODS

Mean Mean Mean

Queue Time Queue

. 019
.014
.013

.047
013

.056:

..020

.013

013

Waiting Number in

10 PERCENT IN HIGH-VALUE CLASS

. 040’ 7.
.028 6.

N O

e

(* BN o) Bl o)
D =

[

15 PERCENT IN HIGH-VALUE CLASS

12 .010
.033

NN
.

' 00.
N 000
.
=i O

20 'PERCENT IN HIGH-VALUE CLASS

13. .056 10,
: .019 3.

0 o

oW W

iy .,!4<

N O -
w

e

25 PERCENT IN HIGH-VALUE CLASS

5

(S0 ¢

1,9 .023 ;
2'. 7 . () l l

K ]

13,1 .056 10,
N

—

& !
Mean
‘Waiting
Time

; —

Mean

Number in

Queue

L v

Mean Mean

Waiting Num

qir in
Time Queue

.016
.021
,012

;011
.029
.006

<01t
!OL5'
.006

.016
013
.006

N W N
L]
WO

-
>

(ot
. { ]
)3 - O

el

W N O
o o e
wn O 0

bl
-O~
NN

W S
L3

SR )
. o e e
@ » N

W N o
O O

12 M)

.
(&}

e © e

[

—

o e
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. ] TABLE 23 . , ‘i i
, { b P

. A s > TABULATION OF COMPLETIONS ? ’5‘ ﬁ

. 4 i A

100 PERCENT LOAD é | ﬁ

DISPATCH RULE i jE \ﬁ

! : N

| j

= . MINSOP FCFSV. ’ | ¥
- PERCENT IN | . - E
HIGH-VALUE CLASS 10% 15% 20%  25%. 10% 15% 20%  25% 16%; 15%  20%. i?s% |

i) . .

LATENESS (DAYS) HIGH-VALUED ORDERS o o 3

L9
|
[\&]
[
O O O
(V]
W
Pt
© O W K
W

). Lo
VL P S

TOTAILS

68
13

97
25

3§ 25 :

110
68
11

83:

16

677

37

125

26
708
15

93

659

38

193

11
610

119 ©

12

7612

THY

~8
S
5

69

oV

85

122

157

ALL ORDERS

5

8
17
21 73
186
70.

5

9

39

179

466
51

1

11
127

501

104

187

760

88
19

XY

109

15
18

189

127

: - |
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TABLE 2l - . X i

S I ‘ S
TABULATIONS OF COMPLETIONS . SR

i : < 85 PERCENT LOAD o

DISPATCH RULE - R
MINSOP - FCFSV . MINDD
PERCENT IN , | | S
- HIGH VALUE CLASS 104 54 10% 15% 205 254 L1024 o 15% 0 209 25%
, LATENESS (DAYS) ) . HIGH VALUED ORDERS =~ - | —— ! — | — -

|

ke
&
M

! , . l}

9 0

2 2 1 | 3 |

8 10 N 3!
8.
1
1

89
D N O O ~i
&S R v o

116 1L I 58
) 1

, 35
11 > 19 22

10

\J o |
U OJ oD O

i 2
1
b8
- 88 i1 12 :1.3
N 9
1 1

L ! I T T
U EWRHOMMDW EWU
=
O
n
l\)r—'gr\)r-*t—‘t—'

TOTALS 8 112 W7 179 78 108 139 11T 7w
ALL ORDERS | —

103 1133 161

(o U Yo}

(J0)
o
EEWw
e
(@8]

---~—-—-¥U-[\—}4~——~Q—R}~R§v' :~.j o
| TR
w
£TO O
no
no

TOTALS . 08 68 T3 7L of7 G700 o GeR 663 62 1625 625

Rt el e e o P e L T ———

Iod i Tl Aot gt rst A O Iueae C aet — -
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o

lateness, The entries in Tables 23 and 24 indicate the number of jo%s
which fell into each class interval, A separate tabulation of‘high-

valued jobs completed. is given in addition to the'tabﬁlétioﬁ of all

(ka7 Anm o e e+ AW

“jobs ‘Gompieted, Negative values of lateness indicate the jobs were

-

delivered early, _ ' T

69




Chapter VI

ANALYSIS OF RESULTS

| >, :
The results of specific interest were the distributions of com-

S e L i A L ST A T Sk, T G o e e e

| .. pletions, the relative costs ...Q:f_,,..c.arry.ing. ‘ui'p.—..‘.p.‘r'.“(»).cess_.Min.v.ento py,...,,a,ndff.-t.he,..._... e e e e

et

N Bl iRy ia SRt TR TR e T L

utilization of machines and labor under the Gég;ousmconditions of loéd, .....

B

dispatching rule, and percentqgé"qf jogg:;h'fﬁé“high-valué”élaSthﬁfhefﬁ

-effects Of.the'dispatChing“PUIé#ﬁpen~thesewmeasﬁres of effectiveness

was of primary importance,

Distribution of Completions

A tabulation.of job completionswby days of latengss was. given in
Tables 23 and 24 for all simulation runs, In order to study these dis-
tributions, the means and standard deviatiﬁnS-Wefe computed for each
simulation run, Tables 25 and 26 give the computed means and standard
deviations with the degrees of fréédom (D,F,) for each simulation at
loads of 100 and 85 percent,frespeCti;ely. The means of these lateness
distributions were 3111m£r-zero;andcould~poSSibly.havebeenmade even
closer to zerofby’repeated;iterations:of eagh;Simulatipﬁ rungih order to
determine more accurate deiaywallowances. ThéfmaXimﬁﬁ.deViation,frOm;
zero among all comﬁutedimeénSTWas 0;4455 days,

The deviations for the simulations were,téken;about the actual
means instead of about Zero in order to rem6§€wanyibiase$'resulting
‘frdm the differences among the means, The variance of the.latenéss

~distribution is a.fﬁnction 6f the dispatchiné rule as well as the load
on the shop and measures the consistency with'which fhe dispatching rule

enforces the plan specified by the scheduling phase.

In order to compare the lateness distributions obtained under the
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TABLE 25

DISTRIBUTION OF COMPLETIONS

 DISPATCHING = HIGH B

-

~——~ 10 PERCENT IN HIGH-VALUE CLASS

RULE NAME —— MEAN — STD.DEV: — D. F, —~ MEAN ~STD.DEV. D= F.—

4

MINSOP .1325  .L063 82 ?.0183
FCFSV -.0823 .6018 8L -.2355
MINDD 3493 .9030 82 -.0811

15 PERCENT IN HIGH-VALUE CLASS

DISPATCHING HIGH

RULE NAME MEAN STD.DEV. D. F. MEAN -

MINSOP .1920  .L868 124 L0217
FCFSV -.1885  .8937 121 -.3293
MINDD 0504 . 8815 118 -.2176

20 PERCENT IN HIGH-VALUE CLASS

DISPATCHING HIGH
RULE NAME MEAN STD.DEV. D. F.  MEAN

MINSOP .0592 L4636 15i' '-.0278
FCFSV -.0382 . 8076 156 - . 1047

MINDD 0000  .7659 150  -.2272

25 PERCENT IN HIGH-VALUE CLASS

DISPATCHING ' HIGH
RULE NAME  MEAN STD.DEV. D. F.  MEAN

MINSOP Lh55 . 6360 192 .1615
FCFSV -.2299 . 7588 186 = -.266k

MINDD ~ .2380 1.0813 188 --.1016
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100 PERCENT LOAD ~ o

TOTAL

7
v

{

.3546 761
. 7481 759
7873 763

TOTAL

.3252 761
. 7925 752
. 7020 T57

~ TOTAL

STD .DEV . D. Fo

.3690 752
. 7433 763
.6640 TLT7

TOTAL
STD .DEV ) Do F )

57T 785
1555 757
8082 776
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TABLE 26 | |

- _: | . DISTRIBUTION OF COMPLETIONS ” |
1 . . o e —‘BSPERGENT LOAD T T U T S =:"—'*':"‘.-':'f".'-"?""‘:"'“;"‘?*":"T‘:‘-" B L o -

S N 10 PERCENT IN HIGH-VALUE CLASS —

DISPATCHING

MINSOP
FCFSV
MINDD

DISPATCHING
RULE NAME

. S e et Tt o Ty D s T L T T T TN D S e ST e e e

MINSOP
FCFSV
MINDD

DISPATCHING
RULE NAME

MINSOP
FCFSV
MI NDD

DISPATCHING
RULE NAME

MINSOP
FCFSV
MINDD

- HIGH

-3589
.0128

0945

STD.DEV.

6024

.5920
6006

D. F.

17
11
73

.1015

0771
OL6T

15 PERCENT IN HIGH-VALUE CLASS

MEAN

HIGH

STD .DEV.

.1250

- 0370
-.0291

cT24L

(353
.6015

111
107
102

MEAN

0687

.0791
.0032

20 PERCENT IN HIGH-VALUE CLASS

MEAN .

HIGH

STD.DEV.

3537

- 0647
-.0375

. 7384
.6506

<5695

D. F.

146
138
132

MEAN

1584
.0816
.00L48

25 PERCENT IN HIGH-VALUE CLASS

MEAN

HIGH

STD.DEV.-

. 3687
- .0169
- .0L96

.T176
6259
5454

DeFo
- .1641

178
176

160

MEAN

.0828
0048

TOTAL - - ]
STD. DEV.  D. F.’

L4325

.5901
L4688

TOTAL
STD. DEV.

L4682

. 5919
.1236

TOTAL

STD. DEV.

. 5043
. 5701
217

TOTAL
STD. DEV.

. Lo8T

.5839
U217

707

D. E.
660
62k

2

712
GLE

)

687
62k
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various sets of conditions, an attempt was made to determine if the

4

data was normally distributed. A Chi-squared test for normality was

run on several sets ofr completions data; however, these tests were un-

__successful because of the manner in which the output.data were grouped = __

'by the Simulator, One of the requirements of the Chi-squared-"goodness— -

“of fit" tests is that the frequency within each class must be at least

. _...five, When a class hag a frequency which is less than five, it is

combined with an adjacent class, In the tests upon the completions -
data; the number of separate classes which contained frequencies that
were greater than five was always three., Thé result was thaé\the'degrees
_dfﬁfreedom associated with the tests was zero in each case, Since the
Chi-squared distribution is undefined for zero degrees of freedom, the
tests could not be concluded,

The degrees of fréedom for the Chi-squared 'goodness of fit' test
are determined as follows:

D, F, =K -1 -P
where, ;: =\

K is‘the number.qf classes into which the data are
grouped;

P. is the number of parameters which were estimated
from the data,

For the tests of the distributions of lateness, K = 3 and P = 2 (since L
both the mean and standard-deviations were estimated), 'Hence, D,F, = O,
Although the validity could not be verified from the data, the lateness

distributions were assumed to be normal in order to apply the F test,

The F test was used. to. compare the variances of the lateness dis-

tributions fof each dispatching rule operating under the same overall
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conditions of loading and percentage_of high-valued jobs, The results,

which are tabulated in Table 27, show that for the simulations‘at 100 | E

percent load, the variances for the MINSOP dispatching rule are smaller

-~ than thoge_for“the-FCFSV and MINDD dispatching rules for all-percentages

oﬁ jobs in.thehiéf;yéiue class testgd. However, the results of the B

- test comparingvthewvariances~fr0m‘the M}NDD and“FCFSVWﬁﬁées are somewhat

““#M“inconclusive'since“the hypothésis that the data'camé from distributions

,having'equal variances cannot be rejected for everyvpégcentage of high-

Y T
S T T R i

valued orders tested, The results of the F tests for the 85 percentfiaadQ
shown in Table 28, indicate that the.MINSOSQdispatching rule'producesé

lateness distribution havingia,smaller variance than that of théMFCFSV g?
rule; howeVér, all other results of the F tests of the differences between %

the variances produced by the three dispatching rules are inconclusive at

the 10% level of significance,

The results of further F tests comparing the variances of the late-
ness distributions are given in Tables 29 andeOnforwloo‘per¢egt and 85 -;
percent loads, respectively, In these cases, the comparison was made
between the different percentages of high-valued orders within-the‘same I
... dispatching rule, The F tg;ts for high valued orders in both Table 29
and Table 30 show significant differences between some of the variances
obtained for different percentages of high-valued jobs while there is

not a significant difference for the other percentages, However, when

i ob A b i 3 e et gt s S AL fmae e e o s o -
!

all of the job completions are included, the tests for the FCFSV rule g

shows no significant difference at the 10 percent level, On the other

hand, tﬁe F-Ratios for the other rules are inconclusive in that a \ :




VALUE CLASS

 9£

HIGH
TOTAL

HIGH
TOTAL

HIGH
TOTAL

HIGH

TOTAL

FCFSV :MINSOP

F(.05)

.695

887

<786

+888

Rl

2.193

3.370

5.936

3,03k

4,057

TABLE 27

F RATIOS
BETWEEN DISPATCH- RULES

100 PERCENT LOAD
MINDD :MINSOP

F(.95) F(.05) F F(.95)

10 PERCENT IN HIGH-VALUE CLASS

1.441
1.126

1.438 .693
1.126 - .887

4.937
L .927

15 PERCENT IN HIGH-VALUE CLASS

1,347 .ThO
1.126 . 888

3.278
L.658

1,349
1.125

20 PERCENT IN HIGH-VALUE CLASS

2,728
3.237

25 PERCENT IN HIGH-VALUE CLASS

1.308
1.127

1.305 . 764
1.127 . 886

1.270
1.125

1.270 . T87
1.125 . 888

2,922
3.118

: ' N
.“ ’ + , .71
: 3 -
. ! : [
; ¥ 1
. B 1
! | \
G ) t i
. ! C
i
|

MINDD : FCFSV

F(.05) F

H
H

|

.-6i5
88T

i
|

1.107

.887  .78k4

T65 - .899

- .887  1.1bk

- 2.251-

.38 972

F(.95)

S 1.437

1.126

1.352
1.127

1.305

S 1.127

e £ S . = ;i . I
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TABLE 28 o

F-RATIOS o
BETWEEN DISPATCH RULES u |

85 PERCENT LOAD | _
: - R
FCFSV :MINSOP MINDD :MINSOP -~ MINDD:FCFSV

(4

.
-

VALUE CLASS F(.05) F F(.95) F( .05) F F(.95) ;F(.d5)  F o F(.95)

o | 10 PERCENT IN HIGH-VALUE CLASS o o
HIGH .685 965  1.458 681 .993  1.464 681  1.029  1.46k
TOTAL | 882 1.861 1.132 881 1.175 1.133 .88  L.631  1.135

15 PERCENT IN HIGH-VALUE CLASS

| | | o
'HIGH ? - 728 1.030 1.371 . T2k 689 1.376 | 11;72£ .‘,669 1.380
TOTAL 881 1.61k  1.134 .878 .818 1.137 - .878  }507- 1.138

20 PERCENT IN HIGH-VALUE CLASS

HIGH <157 T76.  1.318 LTS5k 594 1.322 5;75?' 5766' 1.328
TOTAL ] .881 1.278 1.134 . .879 699 1.135 { BT {5&7- 1.139

25 PERCENT IN HIGH-VALUE CLASS

|

HIGH 780 760 1.281 7L 57T 1.288 CaTTh 759 1289
TOTAL. -883  1.370 1.132 880 1L 1,135 879 . 521 1,137

= PN JINS ! U5 IRV o = 2. AT
i : B e T
| e it
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TABLE 29 o

F-RATIOS | ST . i
WITHIN DISPATCH RULES | | - s

100 PERCENT LOAD
DISPATCHING RULES _
9 MINSOP FCFSV T MINDD.

VALUE CLASS F(.05) F F(.95) F(.05) F F(.95) . F(.05), E . F(.95)
- 10 VS. 15\BERCENT IN HIGH-VALUE CLASS R ‘{ ;
" HIGH 721 1.435  1.L03 .721  2.205 1.b01 ;;718' «952 1.407
TOTAL ;388; L8L0 1.125 887 1l.122  1.127 .88 LT95 1.126
. 10 VS. 20 PERCENT IN HIGH-VALUE' CLASS | Q o
HIGH 732 1.301  1.389°  .735 1.801  1.383 T3 T 1.390
" TOTAL - .887 1.082 1.127 887 987 1.126 C.8B7 .71l 1.127
| 10 VS. 25 PERCENT IN HIGH-VALUE CLASS % - |
i ) ' HIGH .739 I‘;é:ﬁﬁg 1.375° <740 1.589 1.373 o .738 Cl.hk9 1377
z TOTAL .888 1.665 1.125 .887 1.019 1.126 | | .887 i”1,053_ 1.126
15 VS. 20 PERCENT IN HIGH-VALUE CLASS - - -
HIGH 755 & -907  1.329 .755 <816  1.330 .72 TSk 1.336
TOTAL . 887 1.287 ~1.126 887  .879 1.127 .88 8oL 1,127
f 15 VS. 25 PERCENT IN HIGH-VALUE CLASS | '
HIGH -T67 L.706 1,31k - T6U 7;720 1.319 § Co %1L521§ 1.321
TOTAL 889  1.980 1.12L 887  .908  1.127 .887  1.325  1.126
(o | 20 VS. 25 PERCENT IN HIGH-VALUE CLASS | o -

L HIGH ST77T 0 1.881 1.291 STITT . .882 1,290 776 2,015 1,293
- TOTAL LB8e 15385 1.1260 LB8T 1,033 1.126 w887 1,481 1.126

LL
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VALUE CLASS

HIGH
TOTAL

HIGH
TOTAL

HIGH

" TOTAL

HIGH
TOTAL

‘HIGH
TOTAL:

HIGH
TOTAL

.883

135

.883

ST

;QHN

O

TABLE 30

WITHIN DISPATCH RULES

&5 PERCENT LOAD
DISPAICIING RULES
 FCFSV

F(.05) T F . F(.95)

10 VS. 15 PERCENT IN HIGH-VALUE CLASS

1.k23 .709 1.542  1.426
1.132 f .8681 1.016 1.134
1o§§s. 20 PERCENT IN HIGH-VALUE CLASS*
1.403 723 1.207 1.hOo7
1.131 .88 .933 1.135
10 VS. 25 PERCENT IN HIGH-VALUE CLASS
1.391 %735 1.117 1.391
1.131 - .882 979 1.133

15 VS. 20 PERCENT IN HIGH-VALUE CLASS

1.132 879 918  1.136

15 VS. 25 PERCENT IN HIGH-VALUE CLASS

1.333 <755 72k 1.339
1.132 881  .963 1.134
20 VS. 25 PERCENT IN HIGH-VALUE CLASS
1.300 JI68 925 1.307
1.131 LU80 0 LOb® 1130

A76

. .878 | .808

.898

i

Leay
. 808

.896.

+990

{

748 622

+990

1.000

1.365
1.140

1 .351
1.140

1.318
1.1k0
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definite patterd of significant changes does not exist,

The F tests in Tables 27”through 30 can be interpreted as two-

*tailed tests at the 10 percent level of significance or one-tailed

tests at the 5 percent level, The upper limit, Fys , Was cbmbuted from

1.

j:ilo&n Fil—o (vp,v2) = (~——EE:) - cg
- h - b

ho=—2NY% andg= Y2 -V
B¢ V1 + Vo - Vi Vo !
The constants a, b, and ¢ are functions of the level of significance

and their values for o = .05 are 1,4287, 0,95, §?¢/5.681, respectively
and v; and vp are_ﬁh€~degrees of‘freedom:désociatedWithﬁthe-varianges
in thQ=numeratdr;anﬁ;denominator of the F Ratio, respectively., The
lower limit for the F teg& is determined by'takingjthereciprocal of
the F, .o obtained from the above equation with the degrees of

freedom reversed. For example,

' 1
Fy (v Vo) = m— 2

Inventory Carrying Costs

Comparisons: of in-process inventory carrying costs were made in
Tables 19 and 20, Examination of these results revealed that the ratio
of carrying costs while waiting to carrying costs while machining for
the Tirst period of simulation for all sets: of gonditigns seemed: ex-
cessively -high when‘camparedﬁwith'the fesuits_af'the:othgr periods, It
was also observed that theése ratios fluctuated quite widely from period

to period, The cause of thése-widebdiscrepancies was determined, after

79 |
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extensive analysis and observation, to be related to the number of

, job arrivals during the period, Since the number of job arrivals

: - during period 1 for each simulation run includes the initialization

. 1
i ’

T - °_ quantity, this explains ﬁhe réason fof.higher carrying-costs during

f the—first-period of simulation, A further observation was that the g
"~ percentage of jobs in the high-value class did not appear to affect
B o ~ the inventory carrying-cost. v _

. Since comparison of the inventory carrying-costs among  the dis-

patching rules was: impossible becausé of the Variation'iﬁ numbers. of
Jjob arrivals, it was decided to attempt to rormalize these ratios to

a common basis for comparison., The relationship between the number of

;arriva15¢aththe,inventory carryiﬁgfcost_ratio~within,each dispatching
rule did not appear to be linear; however, investigation showed that a
1inea£relationship appeared to exist between the number of arrivals
w;.nd the cost of carrying in-process inventory both while’waiting and
while maChining‘wﬁen-thé results of the first period of simulation

were omitted,

LinearfequatiOnB were fitted to the data for all simulation runs

'within'éach:diSpatching.ruléfby-the least-squares method an& an attémpt
was made to predict thg valuesgof Q (T) and M (T) for given numbers of
Jjob arrivals with the actual range obtained, The least-squares equa;iéﬁés
; | were of the form:

oM = BN +@ and Q (T =8 "Niol

where, | *

” N 1is the number of job arrivals, and o, B, a’ and B’
‘ are constants determined from the data,

80
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Q' (T)

The ratio of ﬁ7?;3‘was then used for comparison with the actual ratios

obtained during the simulations. The coefficients of the resulting

least-squares equations obtained for the three dispatching rules at

loads of 100 and 85 percent are shown in Table 31, However, these

éQﬁétionsrghould not be used to extrapolate results -outside the range 'ﬁ

——rve

of thefactual-data. The equations wqge.used withinmthé range of the

" data to compute least-squares ratios for comparison with the actual

ratios dbtainednquriﬁgjthe simulat?ons. The results are shcwn:infTablerBZQ

In order to compare the inventory-carrying cost ratios among ‘the
different dispatdhing rules, rnormalized ratios were computed from the
leasfésquaresﬂQQUations.for the rangewof'nUmbe?s‘of job arrivals which
&ctually‘occurredduriﬁg;Simu{ation. The resulting curves are plotted
in Figures 3 and 4 for loads of 100 and 85 percent, respectively, The
analysis shows that the FCFSV rule tendS”fQ.give the Iowest'inventory
carrying costs and that the MINSOP rule provides consistently lower
-inventory’%arrying costs than the MINDD rule for 100 percent load,
Howeve?, at the 85 percent load, the ratios}ianigure4 indicate that the
inventory carrying costs are less under MINDD rule than for the MINSOP
rﬁle, The FCFSV rule again gives the lowest inéprocé35~inventony

carrying costs, | .

Utilization of Machines and Labor

The model used in the simulations was for a machine limited job-
shop, A machine-limited,shdp.is one in which the machine Qaéacity’ié
critical and the 1labor supply is essentially unlimited; This condition
Wasiaccompliéhed by assigning.ong man per shift»waeaéh machine in the

a£
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DISPATCHING

RULE

MINSOP
FCFSV

'MINDD

MINSOP
FCFSV
MINDD

-1011.597
1643.557
-2694.071

-.023L40
4181250
-.318574

TABLE 31

COEFFICIENTS OF LEAST-SQUARES EQUATIONS

100 PERCENT LOAD

B

8:505
L.191
1192&9:

001511

.001992

o

INVENTORY CARRYING COSTS

-9339.748
~-9725.7h6
-15020.877

MACHINE UTILIZATION

/

BI

17.084
17.409
26.6L8

o

L&

-1159.663

*369E739

jil96hb

~.250128
-.146338,

85 PERCENT LOAD

B

. 5.752

9.289

7.972

.001314
.002018

.001833 R

T L TS T T TR I I T U v

e

4

11651.589

11069.752
11908.718

4 .295
2.97h4
h.hlj
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100 PERCENT LOAD
LEAST-SQUARES
R | NUMBER MACHINE

DISPATCHING OF JOB UTILI- A
RIJLE JAME  ARRIVALS ZATION M (T)

ACTUAL

MACHINE

UTILI -

TABLE 32

RATIO ZATION M (T) RATIO

1236
420k
5235

.283
-329

Q9Q9
1909

MINSOP

FCFSV
MINDD

617
611
616

£8

L4338 % .324
4150 165
L202 .313

MINSOP
FCFSV
MINDD

629
598
613

+927
890

5903

L4117
:4%38
L123

603
606

MINSOP
FCFSV
MINDD

<858
;915

. 889 eyt

MINSOP

FCFSV
MINDD

.327
«220

1347
L209
L370

j929
.910

603
012
628

U A LB o PR AP ALY

fégs
L J2u8

.392

' oot ] G W 2 R R e aITs: i St Lo
:  TPURE A SRR FOUUU SO I 201 3 S AR X ) e i e i aiosd TELTEEIS cie o e =
5 R R T R T A SN PR RN .8 TR R B BT T YO S R SRt T R ; YL ey %

INVENTORY CARRYING COSTS AND MACHINE UTILIZATION
(LEAST-SQUARES VALUES VS. ACTUAL VALUES) -

NUMBER
OF JOB
ARRIVALS

. 85 PERCENT LOAD

LEAST-SQUARES

MACHINE
UTILI-
ZATION M'(T)

+RATIO

ACTUAL

'MACHINE

UTILI -

ZATION M (T) RATIO

10 PERCENT HIGH-VALUED 'ORDERS

.906
.910
918

L218
Lh211

k321

271
.209
.370

538
531
513

15 .PERCENT HIGH-VALUED ORDERS

.928
.901
5906

20 PERCENT HIGH¢VAEUEE,0RDERS
L125

889
.917
5831

929
=927

- 4357
h159

203

LasT

hoT5
25 PERCENT HIGH-VALUED ORDERS

4338

L17h
L331

.305
179
.321

- 2k1
-273
.2L3

352
180
372

516
523
L7

k5
501
L7

552
529
h??

.826
.812

.T9k

<798
. 796
728

.ah5 3976

166
.0T9

3896
3773,
3718

N

147
075
- .058

3769
3698
3433

3936
3Lok
3433 .

173
| .063
- .058

78
.078
.05¢

375k
3433

.096

822

.813
<TOL

- T9%
. T96
. 728

.838
152

. 728

.bLo
. 808
725

.1ug
076
.096

387k
3775
3720

-153
.087

.058

3775
3699
3433

.182
.060

39L9
3Lok

3433

.182
.071
.05¢

3979
3751
3433

.058 .
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INVENTORY CARRYING COST RATIO
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360
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160

FIGURE 3

LEAST-SQUARES EQUATIONS FOR INVENTORY CARRYING-COST RATIOS
| 100 PERCENT LOAD
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FIGURE 1
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shop,  As a result, the utilization of labor will be identical to the

-

LD

utilization of machines in all cases. - Therefore, it will not be nec=

essary to consider labor performance further,

The results of machlne utlllzatlon was glven for all simulations

e s N

‘runs in Tables 17 and 18, The~reiabronshrp “between the machine ut111—'

e

zatlon.and the number of job arrlvals ‘was studied, This 1nvest1gat1on

—_— v

"‘v

indicated that“a“linear;cprrelation appeared to exist when the,data for

- o <3 , -~

the first period of simulation'was,omitted. Leastrsquéres equations

were fitted to the data in order to normalize the results for comparison

o TR R meiay

N SRR TSI e, SRS

FaB1 :]".i‘.:;‘.:l;u |;:_.‘-

between thé dispatchihg rules, The machine utilizafiéﬁ Aid not appear
to be appreciably affected byfthé changes in the percentages,of jobs in
the high-value c¢lass, |
The resulting cqegfiCients;for“thé-léaSt+Squares equations for
machine utilization ?re.Sthn~in_Tab1e 31, fCOmp&risons‘of the normalized
'maﬁhine=utilizationtfbr1100{and'85 percent 1oadsiare shown in Figures
5 and 6, For 100 percent load, Figure 5 shows that the lowest utili-
zation is given by the MINDD rule. 7H0WéVer5 the results for MINSOP and
FCFSV rules are inconclusive in that therMINSOPiruleagave higher machine
utilizations when the number.of"joblarriVaLS'was'large’&nd-fhe~FCFSV
rule gave the higheSt:machine=utilizatibns WHen>the number 0f job
arrivals was small, .ﬁhéugbmpariso;s;at the-SS;perCentrlQadlgaVe no:
clear-cut indicatidnfof~thé‘aispatching rule which might be expected to
provide théyhighesf machine?utilizatiOns. Pfecautibns were taken to
makegcompariSOnsionlyiwithin~the range of the data in orderftq avoid the

pitfalls of extrapolation.
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FIGURE 5

LEAST-SQUARES EQUATIONS FOR MACHINE UTILIZATION
100 PERCENT LOAD
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FIGURE 6 _\

(,\‘

.900 |- -

MACHINE UTILIZATION

.7T00

j'\/ | | 1 - |

.880

.860

.840

.820

.800

780

760

740

720

= , / ——————  MINSOP

/ // = =====  FCFSV

- / ——==— MINDD

480 500 520 940 560
NUMBER OF JOB ARRIVALS

88

T e e oy A ST I Rt S S L I P DU Db S RN O R B L S R e Al S« s Lt s D e T S v e s . N e
i L e A e g AR i el 4 A ;: e o AR AT O 2 a0 - 1o RN E « e 3 LD g ye o avi el s e SRR RTr




s ey T - -~ I

(W

" rule is significantly "bettef"“wi%h

Chapter VII

SUMMARY

Conclusions

—_—

1, The‘ioading'of the shop Has'an,important effect upon the

.performéhge'of the disp%Pching rule with respeét to the variapce'of‘mﬁw_;ﬁhngw

-

: théwlateness-distributionj‘thé in-process ihﬁéntory'carryimg éosts,"_'

C eae A =

and the machine utilization, Fer a load of 100 percent, the MINSOP -

LreSpéct‘to tLeSé measures of per-
formance than the MINDD rule, However, the MINDD rule givesllower in-
pfocess_inventdry«costs than the MINSOP.rule‘while.the Va}iances of~thé
lateness distribution and the machine utilizations fér these rules do
;ngt"appear to be significantly different at 85 percent load., The FCFSV
provides minimum in-process inventory carrying cost at both 100 percent
and 85 percent loads and provides machine utilizations which are not
consistently different from the MINSOP rule at 100 percent ?1_;'oa-d.- Also
the machine utilizations for FCFSV are th-consisténtly differentfréﬁj

those of either the MINSOP or MINDD rules at 85 percent load;

‘2, The use of a scheduling procedure which assigns: shorter pro-

cessing intervals to high-valued jobs appearsatd$%roduée a- reduction in

in-process inventory costs. The effectiveness of this procedure appears
\ 4

only to be 1imited by'the~ability:Of"the;dispatching,nule’to enforce
the schedules,

3. The percehtage of jobs assigned to the high-valie class does

RN

not appear to be critical over the range tested (IOﬂto,ZS_percent). The

machine utilizations and.invenforymparrying costs are not affected by

changes in the percentages of jobs in the high-value class for the

&
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I ... be wholly attributed to théfdifferencesmin;percentages_gfmhigh-varued

)

same dispatching rule, However, significant differences were en-

countered in the variances obtained under different percentages of
n\ ’ | . 4’
high=valued jobs for both the MINSOP and MINDD rules, The variances

were

would be necessary to determine if these differences in variances can .

not significantly different for the FCFSV rule, Further tests . ;ﬁ:mmm_

&

jobss

4, Each diépatching rule affects the measures of performance:
oo o . o
differently than the other dispatching rules even\hnder identical
conditions, FCFSV is significantly "better" for reducing in-process

= . | | : o
inventory costs, MINSOP provides minimum variances of lateness ‘dis-
tributions when the load is heavy, and MINDD minimizes thése variances

u .
when the load is light, Neither of the dispatching rules tested appears

4.
ation So

‘to consistently prdvidé’"optimum"'machine;utiliz

The results of this study were obtained'under cqntrolled; idealized
»éonditions for which many factorSﬁwhibh;normallyuoccur;as random
variables ihracfual-job-shODS were treated as fixed parameters; therefore,
it would be extremely hazardous to attempt t619xtrapolate these results
to include more general job-shop conditions., If the costs associated _
‘with Iatexdeliveries, idle capacity, and cgnryihg in-process inventory
were,availaﬁle, the;"best" di'spatching rule could be selected for each
set. of conditions,

‘Areas of Further Investigation

A natural continuation of this study would be to investigate the
effects when certain percentages of the jobs arrivé too late for normal

processing; when the processing times cannot be predicted with accuracy;

90
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or when the transition times from one machine group to another are

random variables, However, each addition of another factor to be in-

cluded in the study greatly increases the number of:simulétion runs | | :

o :Theultlmate limit to the study of the Jobrshop through simulation
% _-would be to develep a~model“wh1ch 1nc1udes all f;cto?s of 1mper§g§cemwwm_;~_~_§j
g - rln the-ge;:sgcgweperatlo;s and de51gn a complete experlment for tesc;;;WT» ;

each comb1nat10n of factors at all pract1cal levels of‘the factors.

T R e
P SRR e

Repl1cat1ons of each 51mu1at1on would be necessary for statistical

n:

L
-

analysis, A projeCt‘of‘thiSPmagnitude would‘be exfremely-ambitioug:in E

) S — —

L | e

that hany hours of compufersimulation»and]many man-months of effort

would be required, | |

T
=TT
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