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Remarks on Notation 

We borrow the following symbols . 

-> is to be read as "implies" thus P(x) -> Q(x) reads as 

"P(x) implies Q{x) • " 
"'-

<-> is to be read as "if and only if." 

I is to be read as "divides ... 

(x ,~(x)) is to be read as "the set of x such that ~(x) . " 

• • • 

E 

i.e. 

II II 

is to be read as "therefore." 

is to be read as "belongs to." 

is to be read as "that is." 

is to be read as "cardinality of" thus\\ sll reads as 

"cardinality of the set S." 

is the function defined on the integers whose value is+ l 

at even integers and - lat odd integers. 
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, ... , .. ·····-~--..:~, 

The theory of numbers, is concerned with the properties of 

the natural numbers 1,2,3, . • • . These numbers have exercised 

human curiosity from a very early period. The Greeks, Indians 

and Chinese made signj.ficant contributions prior to 1000 A .D. 

But as a systematic and independent science, theory of numbers 

is entirely a creation of modern times and can be said to date 

from the discoveries of Fermat. 

As regards the present paper, it deals with "The Law of 

Quadratic Reciprocity" which is considered to be the major 

theorem of the theory of numbers • 

The first section is devoted to the material which leads 

to the Gaussian Law of Quadratic Reciprocity, second section 

deals with the proofs of the law, while the third section deals 
~; ·""!· , 

with the Generalized !aw of Quadratic Reciprocity. The range 

of the paper is indicated by the table of contents. 

\ . 



Section 1. \- -·-

Theorem 1: (Gaussian Law of Quadratic Reciprocity) 

If p and q are distinct odd primes then 

P' = 

= (-1) 

p-1 

2 
, 

p'q' 
where 

q' = 
frl 

2 
, and the{-) symbol is defined below (in 

Definition 7) • 

Since p1 q' is even when either p or q is of the form 4n+l and is 

odd when both p and q are of the form 4n+3; we can, therefore, also state 

the law as follows: 

If p and q are distinct odd primes then 

unless both p and q are of the form 4n+3 in which case 

Before we come to the law we deal with the following: 

Definition 1: We say a is congruent to b (mod m) if m \ a--b or if a and 

' 

b l.eave the same rema,inder when divided by m and we write 

a= b (mod m). 

Definition 2: Residue and Residue Class (mod m)(Griffin pages 53--54) 

If x = a {mod m) we say that a is residue of x modulo m. 

The totality of integers congruent to a given integer for the 

modulus m constitute a residue class modulo m. 

-

l 



Definition 3: Complete Residue System (mod m) 
.. 

Any set of m integers selected so that no two of them belong to 

the same residue class modulo m forms a complete residue system modulo m. 

Definition 4: Reduced Residue System (mod m) 

Any set-of integers prime tom and selected so that one and only one 

of them belongs to each of the residue classes of integers prime tom for 

the modulus m constitutes a reduced residue system modulo m. 

Definition 5: Euler's Function ¢(m) (Hardy and Wright page 52) 

By ~(m) we mean the number of positive integers not greater than 

and prime to m, that is to say the number of integers n such that 

0 < n < m . (\i; ,m) .= 1 -
Lemma 1: (Hardy and Wright page 51) 

If (k,m)= d then 

ka = ka1 {mod m) -> a = .a' (modi.··!). 

Proof: Since (k,m) = d we have 

k = kid 

m = m1d where (k1,m1) = 1 

Since ka = ka' (mod m) 

, •, mlk(a-a•) 

or m1d I k 1d(a.-e.•) 

or Jn1d) k 1(a-a•) 

Since (k1 ,m1) = 1 

••• m1la-a• 

• - '(odm) •• a=a m !· 

2 



Leinrna 2: (LeVeque Vol. 1 page 27) 

If (a1 ,82,•••,8m) is a complete residue system (mod m) and (k,m) = 1 

then also {ka1,k82,•••,k8m) is a complete residue system {mod m). 

Proof: We need only show that the members mi 1 5 i ~ m are · :Lncongruent 

to each other {mod m). Suppose kai are not incongruent then 

ka1 = kaj (mod m) 

since (k,m) = 1 by lemma 1 we have 

which contradicts the hypothesis; hence kai 1 ~ .i ~: m ,is ·a complete residue 

system (mod m). 

Lemma 3: (LeVeque Vol 1. page 28) 

If {a1, ••• ,a¢(m)l is a reduced residue system {mod m) and (k,m) ~ 1 

then also (ka1 , ••• ,ka~(m)l is. a reduced residue system (mod m). 

Proof: Sjmilar to that of lemma 2. 

Definition 6: Quadratic residue and non residue (Hardy and Wright page 67) 
- 2 

Let p be a.n odd prime and (a,p) = 1 then if the congruence x ea 

(mod p) is solvable for x we say a is qu&3ratic residue of p written aRp; 

whereas if the congruence -2- = a (mod p) is not solvable for x then a is 

quadratic non residue of p, written aNp. 

Definition 7: Legendre's Symbol (LeVeque Vol.l page 66) 

Let p be an odd prime and (a,p) = 1. We define 

1 if a is quadratic residue of p. 
= 

-1 if a is q11adratic non residue of p .. 

For completeness we define 

3 
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Lemnaa 4: {Niven, Zuckerman page 64) 

Let p be an odd prime and let a and b denote integers prime to p • 

then 

(a). 

(b) 

(c) 

(d) = 1 ::: 

Proof: (a) If a e b (mod p) 

either solvable or non solvable; 

• 

=a= b {mod p) is 

• 

(b) (mod p) {Hardy and Wright pages 67-69)'. 

By hypothesis p is an odd prime and {a,p) = l; let x be one of the 

members of the set 

' {A) (1,2, ... ,p--l). 

Notice that the set (A) forms a reduced residue system {mod p); since 

(x,p) = 1 by lemma 3 it follows that 

.(B) (l.x,2•x, •.• ,(p-1)x) is also a reduced residue system (mod p). 

Hence one of the members of the set {B) is congruent to a mod p; we may 

write 

xx' = a (mod p) where l ~ x' ~ p-1, ·and is called the associate 

of x. 

There arise two possibilities: J 

4 



Case (i) xis associated with itself, i.e. x = x•. In this case the 

congruence :2- = a (mod p) has a solution; therefore aRp. 

Observe that if one solution is x1 then the other solution is p-x1 ; 

for if x1 is solution 

~ = a (mod p) is true we check whether (p-x1/ = a (mod p) 

is true 

and 
2 

(p-x1 ) = a {mod p) is true <-> 

p2 - 2px1 + Xl = a (mod p) is true <-> 

xi = a (mod p) is true 

hence p-x1 is other solution, since quadratic equations have at most 2 

solutions in a field there cannot be any other solution. 

Thus when aRp there exist two solutions x1 and p-x1, and the numbers 

1,2, •.. ,p--1 may be grouped as x1, p-xl and i(P-3) pairs of unequal 

associated pairs. 

• • • 
2 = -x = -e. {mod p) • 
1 

xx• = a (mod p) for !(P-3) pairs 

P-3 ,r . 2 
hence II x = (p-1) I !!! - aa· (mod p) -l ~ X ~ p-1 

(C) 
P::l 

(p-1) I = - ~2 - (mod p) • 
• 

Cas·e (ii) when x is not associated with itself in this case the congruence 

~ = a (mod p) has no solution therefore aNp; and the numbers 

1,2, ••. ,p--1 can be grouped into !(p-1) unequal associated pairs • 

• 

5 :. 
\ 
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¥ 
(D) 1T x = (p-1) f e a (mod p) 
. l< X < p-1 ' - -

by definition 7 we have 

(~)= tl if aRp 

~)= -1 if aNp 

hence (C) and (D) can be combined into 

p-1 

(E) (p-1) ! = - ~;~ a 2 (mod p) . 

Since x2- = 1 (mod p) has solutions x = ± 1 therefore 

Let us put a = 1 in (E) to obtain 

(F) (p-1) f = - 1 {mod p) 
' 

and thus incidently we have proved Wilson's Theorem: 

If pis prime then 

(p-1) I = - 1 (mod p) 
\ 

Now we combine (E) and (F) to obtain 

p-:1 

J. !!! (~) a 2· (mod p) 

Since (!) is just a sign ± 1, it can be placed on either side of the 

congruence • Thus we obtain 

p-1 

A = ;:r (mod p) • 
p 

,t . . 

6 



(c) 

p-1 

Since ~ )= (ab} 2 (mod p) 

but 

• • • 

(d) 

p-1 

(ab) 2 

~)=(~) p) . 

2 
a -p 

1 (=%) = 

= 1 is obvious from the de~inition of "quadratic residue" and 

(=!) = b (r,-_U follows from part (b) • 
p o-\TJ 

Definition 8: Least non negative residue (Hardy and Wright page 49) 

If x ~ a (mod m) and O ~ a ~ m-1 then a is called the least non 

negative residue of x modulo m. 

Definition 9: Minjmal residue {absolutely least residue) [Hardy and Wright 

page 73]. 

By the minimal residue of x {mod p) we mean that residue of x which 
-

lies between -iP and !P. It is positive or negative according as the 

least non negative residue of x lies between O and !P or between !P and p. 

Lemma 5: 
. p-1 

Let Pi = 2 and let 

a•l = 6i_r1 (mod p) 

a•2 = 82r2 {mod p 

• • • • • • 
• • • • • • 

... •;' 
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be the set of congruences, where txr x is the min:1mal residue of ax: (mod p) 

and r x is its ma.gni tude so that 8x = :t l ; then 

Proof: (Vinogradov page 83) 

Observe that 

{ p-1 p+l ) 1,2, ••• , 2 , 
2 , • • • p-1 is a reduced residue system 

(mod p). Therefore 

... , -e, -1, l,2, ••• ,p1 ) is also a reduced residue system 

(mod p). Since (a,p) = 1 hence by lemma 3 it follows that 

{A) (-a.p1, ••• ,-ea,-a,a,2a, ••• ,p1a): 

is also a reduced residue system (mod p). Therefore minimal residues of 

the members of the set (A) are just 

Hence these which are positive i.e. r 1,r2 , ••• ,rp must be the numbers 
1 

1,2, •.•,Pl. 

Multiplying the set of congruences we get 

p-1 

a 
2 

1·2· • • • P1 ii el S2 . , . ti,1r1r2 • • • rp (mod p) 
1 . 

Since each of 1,2, ••• , Pi is prime top, hence their product 1•2• ••• p1 
is also prime to p, therefore dividing the ·congruence by 

1.2. •••Pi = r 1r 2 ... rp
1 

and applying leUIDS. 1 we get: 

p-1 

a 2 ;; 61 e2 • • • tpl (mod p) 

8 
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But by part {b) of lemma 4 we have 

a -p 
-

p-1 
2 

=a (mod p) 

Thus from the last two congruences we obtain 

.:t• 

Definition 10: 

Let x be a real number; then [x] and {x} denote respectively 

the integral and fractional parts of x. 

Some of the properties of [x] are the following: 

(i) [x+m] = [x] + m, where m is an integer. 

(ii) [x] + [-x] = 0 or -1 according as x is an integer or not. 

(iii) [x+y] ~ [x] + [y ]/9 .. 

(iv) [r:1] = L ~1 , i:t' n is a positive integer. 

LeDDna 6: 

Given 6x ana(;) as in lemma 5 we have 

a -
p 

Proof: (Vinogradov page 84) 

We have 

9 



..... , ...... , 

2ax 
p -- ax 

.. _..L. 

-p 

and since 2 ( ~ 1 is an integer ve have by property (i) 

2ax 
p 

= 2 ~ p + 2 

[2axp] Thus is even if the least positive residue of ax is iess 

than iP and is odd if the least positive residue is greater than 

iP 1 .e. according as 8,x = 1 or 

• ·• . 

and thus 

Lea•Ul8 7: 

a -p 

Bx= -1 

Let p and a be both odd and such that {a,p) = 1 where p is prime. 

Then 

(a) --

{b) -- • 

Proof: (Vinogradov page 84) 

Since a and p are both odd, therefore a+ p is even. Since 
I 

2a = 2a+2p (mod p). 

10 



Therefore we have by part (a) of lemma (4) 

-- p 
and by part (c) of lermia (4) --

- -- -
p 

Now by lemma 6 we have 

• 
• • ' 

• 
• • (A) 

X -= 1 and p putting a = 1 in {A) and using the fact that · 

for 1 ~ x ~ p1 we get: 

•. \' 

11 

=0 

/.'. 

I 

I 

, .. 
' 

I 

1. 

I 

L 

l 
C 

~ 
D 

~n 

~ 
D 

D 

:11 

D 
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(b) --

and then putting (b) in (A) we obtain: 

~mma 8: (Gauss's Lemma) (Hardy and Wright page 74) 

Let m be an integer and pan odd prime such that (p,m) = 1 then 

£) = (P,) where JJ,is the number of members of the set 

(m,2m,3m, ••••• ,!(p-l)m) 

whose least positive residues {mod p) are greater than :tp. 
Proof: (Mathews part I page 39) 

p-1 Observe that l,2,3, •••• , 2 

s.ince (m,p) = 1 hence 

are incongruent (mod :p) and 

(A) l•m,2•m,3•m, •••••••• , 1;1 mare also incongruent (mod p). 

Hence their least positive residues (mod p) will be all incongruent; 
-

of these least positive residues a certain number, /J-, say, will be 

greater than p 1 = 1;1 
• Denote them by oi/11 oe,2 ., •••• , d,P, ; and 

the others will be less than p 1 • Let the residues less than p' be 

denoted by 

'1, 12., ,~ • • • • , 
' 

then P-+'-= 
p-1 

2 • 

:,;. ,_ 

·"\. 

12 
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Now the numbers 

P- d.1, P-~ , • • • , p- -',4 are all less than P'+l, (~ p•) 

We observe that firstly: 

the numbers p-c(1 1 ~ 1 ~I" are all incongruent (mod p) for 

if they are not incongruent then 

p-o<,1 = p-oe,j (mod p) 

but o(_i 1 ~ i ~/J' are all incongruent {mod p) 

and secondly: 

no p-o(,1 is congruent to (A J l~j~~ 

l~i~p-

:for i:f some ir-°'1 is congruent to some /J j we have 

p-e(i = ~ j (mod p) 

• •. ot- 1 + ,j = 0 (inod p) 
.. .:· 

but Gt1 and fl j are the least posii:t"li'.ire residues of the set (A) 

hence there must be two numbers from the set {A) say Sm and tm 

such that Sm= ~i and 

tm = ,j 
so that Sm+tm = 0 (mod p) 

i.e. p I (s+t)m but (p,m) =; 1 

hence p ( s+t 

But S and t are both less than }p hence p \ S+t is impossible, 

Consequently it follows that 

13 
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(p- cL,l), (p- ol,2) ' • • • (p-~ ' }i, }2' • • • ',~ 
- - -

must be a permutation of 

1,2, •• • , p'. 

Hence it follows that 

• • • (p- °',N fa1 }2 • • • ,~ {mod p) 
- -

but since p- ot, i ;; - ~i {mod p) 

we therefore have: 

1·2·3 ... P':: Cf) °'-1 °'2 ... clp.}1}2 ... ,>,, (modp) 

But o(,l d,2 ••• cl,)A- / 1 ••• ,~ = m0 2m•3m ••• p'm (mod p) 

therefore 1•2•3 ••• p' =& (IL) m•2m•3m ••• p'm (~ p) 

Now since each of the numbers 1,2, ••• , p1 is prime top 

hence is the product 1·2 ••• p' 

dividing the congruence by 1·2 ••• p' it follows by lemma 1 that 

1 = ~ (/J-) mP' (mod p) 

mP' = t-'~r) (mod p) 

but by part (b) of lemma 4 we have 

p-1 

2 
= m - (mod p) 

We have from the last two congruences 

-- y'L). 

Definition 11: Lattice point. 

By a lattice point we mean the point both of whose coordinates 

are integers • 

14 
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Lemma 9: {Theorem of Eisenstein) (Hardy and Wright pages 76-77) 

Le p and q be distinct odd primes; if 

p' 

S(q,p) = ~ [ ~1 then 
S=l 

S(q,p) + S(p,q) = p1q' where 

:P·' = 

q' = 

p--1 
2 

q-1 
2 

We shall present two proofs •• 

(i) Geometric proof. 

V 
/ 

V 
V 

] / 

A 
~, M 

. SJ/ / 
:,,, u 

/ 
·-. 

·' s f< 0 

• 

/ 
/ 

/ 
,r 

/ 
./ , 

/ 

. ~-.. 

.. 

-

' 

:\ . 
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Let in the figure equations of Afl and ~ be 

:x=p and y=q and those of KM and IM be 

X=P' and y=q'. 

- n---~- ·-·-~--••· ••- ........................... -· _ _,.,,...~. 

Ifi"'.as appears in the figure p > q then per > q' 

.' . g_• 
< i + • • 

p• p 

<qE.' 
~ 

Since q 1 < q'+l 
p 

and the equation of ·tne:· 

diagonal 66 is l.. = 9. . 
X p 

P' 
Therefore when x = p' then y = q P ; hence there is no integer 

p' 
between KM = q' and KN = q - • 

p 

We now count up the number of lattice points in the rectangle OKML, 

where we do not count lattice points on the axes but we do count .. 

lattice points on RM and LM. In the first place this number is 

plainly p1q'; since lattice points (x,y) satisfy the conditions 

1 < x < P' - - 1 ~ y ~ q'. 

The equation of the diagonal being y = i x , and since (p,q) = 1 
p 

hence there cannot occur any lattice points on OC. Further we have 

already seen that there can exist no integer between M and N. 

Thus there are no lattice points in the triangle PMN except 

possibly on PM. Hence the number of lattice points in OKML is the 

sum of the lattice points in the triangles OKN and OLP. 

-. 16 ' 



II:: 

Consider now the line ST given by the equation x = s the 

ordinate Tis given by y = .9:. s; hence the number of lattice points p 
on ST are[; s] • Thus the number of lattice points in the triangle 

OKN is 

£ [~ s] = S(q,p). 
p::l 

Consider now the line UQ given by the equation y::u, then 

x = E. u is the abscissa of Q. Thus the number of lattice points · q 

on UQ is[! u] . Hence the number of lattice points in the 

triangle OPL is 

q' 

~ ff } = S(p ,q) , u~1Lq LJ 

Therefore S(q,p);. S(p,q) = p'q'. 

(11) Analytic proof: (Landau page 61) 

Consider the p'q' numbers defined by 

up-sq where s = 1,2, ... , p' and 

u = 1,2, ... , qi 

We observe that none of these numbers is zero because 

up-sq = 0 -> up::sq 

-> pfsq but (p,q) = 1 

q, • · . P l s which i~ impossible. 

Exactly ~1~1 among the p'q' numbers are positive 

for lets<~ where 
q 

1 ~ s <~1
· 

- 2 ' 
q-1 for every Ur= 1,2, ••• , 
2 

since ~ is not an integer. It follows q 

·, 
, I. 

17 
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that 1 ~ s < ~ has exactly [ ~] solutions so that 

ors~ i>;1 is automatically true. 

.. P·' 

By symmetry exactly~ [51 of the p 1 q' numbers are negative. 
X=l p 

p• q' 

Therefore :e [~1 + ~ (~ l = p1 q1 • 
S=l PJ U=l qj 

Lemn1a 10: 

~ q-1 ~t p and q be distinct odd primes, p' = 2 , q' = 2 and 

s1 = {{x,y) I (x,y) is lattice point, 1 5 x 5 p', 1 ~ y < (g/p)x} 

s2 = {{x,y) I {x,y) is lattice point, 1 5 y 5 q1 , 1 S x < (p/q)y} 

p' 

then lls1 II = ~J~] , and 

Proof: {Niven, Zuckerman page 68) 

Let (u,v) be any lattice point such that 

and 1 5 v 5 ~ ; and consider the three alternatives: 

{i) v < (g/p)u: if v < (g/p)u then by definition of s1 (~,v) C. s1 • 



(11) v > (q/p)u: then u <(~ )v are by definition·of 

s2 (u,v) C s2 • 

(111) v = (q/p)u: this alternative is impossible since this 

implies pJu which cannot be because 15u <p. 

Thus either (u,v) 8 s1 or {u,v) t s2 but in no case (u,v} can belong 

p-1 q-1 to both s1 and s2 at the same time. Note that there are -
2 2 

lattice points {u,v). 

Now if (x,y) € s1 then 1 5 x 5 1;1 

1 < y < (q/p)x < (q/p) p-J., = H i < i , Since q is odd and y is 
- - 2 I?2 2 

an integer this implies that 

15 y 5 Q;l. Hence (x,y) e s1 is a (u,v), 

And if (x,y) e s2 then 1 5 y 5 ~ 1 

I I q-1 q-1 n n 
1 5 x < (p q)y 5 (p q) - 2 = - q 2 < 2 . Since p is odd and 

xis integer we have 

1 5 x 5 P2:
1 

• Hence (x,y) C s2 is a (u,v}. 

This shows that 

p-1 q-1 
2 2 • 

We now count the number of lattice points· in s1 and s2 separately. For 

e~ Ji .$'X 5 ~ 1 the pair (x,y) 8 s1 just for y = 1,2, ...... ,f.1;] . 
The number of these y is 

'·t· 
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Thus 

We can now give a new proof of part (a) of leDDDa 7, which 
~ 

we reword as follows: (Niven,Zuckerman pages 65-66) 

If p is an odd :prime and ( a ,2p) = 1 then 

p' 

~[~ 
j=l 

I p-1 
p = . 2 • 

Proof: Observe that 

1,2, ••• , p 1 are incongruent (mod p) and since (a,2p) = 1 

we have ( a ,P) = 1. Therefore 
'\ 

(A) l•a,2•"a, ••• , p' •a are also incongruent (mod p). 

Hence their least positive residues will be all ._incongruent. Of 

these a certain number P.,say will be greater than p' denote them by 

o/;l, ... ,~ and let the rest of them which are less 

than p' be denoted by 

Iv ... ,},-, 
we have then p..+..11,= p' • 

Division of the set {A) by p may be written 

(B) 
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where l 5. j ~ p1 and 1 5. uj 5. p-1. Note that uj are the least 

positive residues of ja (mod p). 

Summing the equations {B) from j=l to J=P' we get: 

P' P1 P1 

~ Ja = ~ p [ 1] + ~ UJ ~-
j=l j=l j=l 

• 
·~ . •· {C) 

Since . /)Ji-/L= p' hence 

p -riv j l<·<.~ - J -r- 1 ~ j ~ ~ are the numbers 

1,2, ••• , p' in same order. 
-

~ 
Hence :1.f R = ~ /3 j 

j=l 

and R' = ~ P -d,j = J'-P - ; o/,i 
J=l J=l 0 

~ ~ 
then R + R' = IJ,r., - ~ o(,. + ~ /. 

(- • 1 J · 1 J 

....... ··· .... {D) 

j= J= 

Subtracting (D) from (C) we get: 

··,· ',:· ".·::: . .,,_· ·.··· :·. '. 
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(E) 1 cif-1) {a-1) = p 

Since a and p are both distinct odd numbers 

• • • a--1 is even and p2-1 = O {mod 8) 
-

••• L.H.S. of {E) is even and the last term on the right is 

even hence we must have 

P' • 

~ ~ P-.•· 2 -• •• • p 
j=l 

•.. i [ 11 = /J- {mod 2) • 
j=l 

But by lemma 8 

• 
• • 

a -p 

a -p 

--

p' 

~1 
j=l 

... 
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Section 2. 

We are now in a position to prove the famous theorem 1 

"The Gauss Law of Reciprocity". 

This theorem was discovered at different times by Euler, 

Legendre and Gauss, but Gauss was the first one to prove it in 1796, 

when he was just eighteen years old. 

Carl Friedrich Gauss (1777-1855) whom his contemporaries used 

to call "Princeps Mathematicorum" (Prince of Mathematicians) was 

perhaps the greatest mathematical genius of all time, only Archimedes 

and Newton being comparable to him. Though Gauss contributed to 

almost all branches of Mathematics, number theory, or "higher 

arithmetic" as he called it was his favorite science; as is evident 

from the phrase attributed to him "Mathematics is the Queen of 

Sciences, but Arithmetic is the Queen of Mathematics". His interest 

and appraisal of the reciprocity law is manifested by the fact that 

he developed not less than eight different demonstrations of it and 

valued it so high as to call it "gem of higher arithmetic". 

Among the leading mathematicians who have also proved the 

theorem are Cauchy, Eisentein, Jacobi ,Kronecker, K1nnmer, Liouville 

and Zeller. 

Indeed, the interest that it continued to arouse is evidenced 

by the fact that it was proved in about fifty ways during the 

nineteenth century, but of course the proofs are essentially not 

all different. 
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We will present a few different demonstrations of the law. 

If p and q are distinct odd primes then 

(!)(:) = 

pl= 

q' = 

p-1 
2 

q-1 
2 • 

{ i) By lenuna 7 we have 

(p 1 q 1 ) where 

If p and a be both odd and (a,p) = 1 then 

putting q for a ands for x we get: 

pl 

(A) ~ 

now putting p for a, q for p and u for x we get: 

(B) --

(A) and {B) give 

(C) + 
S=l 

But by lemrna 9 we have 

24 
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q' 

~~ 
p' 

+~ ~ = f'f, 
U=l S=l 

hence from (C)we obtain: 

(~)(~) = (p' q•) 

(ii) We have by lemma 7 

(~) = 

and thus 

q' 
c:d_ ~ 
~ q 
u 1 

Now by lemma 10 we have 

Therefore -- (pl q I) 

(iii) (LeVe·que pages 70-71) 

Consider the numbers 

(A) q,2q, ••• , 122
1 q 

(B) 
q-1 

••• , 2 p p,2p, 
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then by leunua 8 we have 

(~) = (P,) ! ) = ( ) ) 

where /J-is the number of least positive residues (mod p) o~ the 

set (A) which are greater than !P and )) is the ntnnber of least 

positive residues (mod q) of the set {B) which are greater than h. 
Since the minimal residue of a residue greater than half the 

modulus is negative, we can say that p. and l) are the number of 

minimal residues of the sets (A) and {B) with respect to mod p and 

mod q respectively which are negative. 

~'' n-1 ~-1 We will show that 1- · 1' = 2 2 (mod 2). 

Choose y such that 

- ~ <qx-py<J. 

then qx - py is the minimal residue of qx {mod p). 

We have from the above inequality 

-9!. - 1. < <9!+1 p 2 y p 2 • 

Thus it follows that y is unique and positive. 

If y = 0 then qx - py = qx > O. In this case, since min1ma.l 

residue is positive, there is no contribution to P-,. 
Moreover we see that for x ~ ~l 

9!. _,! < 
p 2 -

q p-1 
2 
p 

1 --2 

and since y < ~ + ! we b.a'.ve 

Y < q-1 + ! + 1 - q+l 
2 2 2 - 2 

:, 

- q-1 
- 2 • 

26 

I 

I'. 
! 

'.I 

·, 

I 

1· 

I 

I 
li 

I 
, I 

. I. 
, I 

I ri 
. I 

. ,' _J 

I 
I 

. I 
'.·. I 



so that we· have y ~ 
q-1 
2 .• 

The number P, denotes therefore the nimJber of combinations of x and y 

from the sets 

(p) 

{q) 

p-1 
1,2, •.. , 2 

1,2, ••• , 
q-1 

2 

respectively for which 

- R_ · < qx - PY < 0 2 

Likewise ~ is the number of combinati~~ of x and y from the sets 

(p) and (q) respectively for which 

- ~ < PY - qx < O. 

Observe that for any other pair x and y from (p) and (q) respectively 

either 

py-qx> ~ 

or py-qx< -~. 

Let there be ~ of the former and € of the latter • 

Then clearly 

p-1 tl = ~ + »+ ~+ e 2 2 ,~-

Now as x and y run through (p) and (q) respectively the numbers 

X 1 = J!?:l - X 
g_+l 

y' =2 - y 

run through the same sequences (p) and (q) but in the opposite 

order. 
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Since PY' - qx' = p -

= ~ - (py - qx) 

therefore if py - qx > J 
then PY' - qx• 

• 
• • 

• 
• • • 

(iv) (Uspensk.y and Heaslet pages 289-292) 

let (A) and {B) be the same sets and p. and)) have the 

same meanings as in proof (iii). To prove the law it, therefore 
-,\ l l suf'fices to show that ~JI~ :e;= q; (mod 2) which we now present 

in the following different manner: 

Observe that least positive residue (mod p) of any number belongs 

to one of the series: 

Cf) 1, 2, 
p-1 

... , 2 

~I p+l P+3 
( U) 2 , 2 , • • • , p-l 

' 
while least positive residue (mod q) of any number belongs to one 

of the series: 

{F) 1,2, 
q-1 

..• , 2 

(F') 
q+3 

' 2 ' 
... , q-1 

. . 
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A. 

Consider now the numbers 

( l2q-l C) 1,2, ••• , 
2 

We notice that the numbers (C) form least positive residues (mod pq) 
- :1 which are less than or equal to P~ , Hence none of these is 

divisible by p and q simultaneously. We can, therefore, divide the 

numbers (C) into the following eight classes: 

Class 1 contains those numbers whose least positive residues (mod p) 

belong to ( ,f) and (mod q) belong to (F). ~t the cardinaJ ity 

of thls class be ,J.J • 

Class 2 contains those numbers whose least positive residues (mod p) 

belong to (U-) and(mod q) belong to (F'). Let the cardinality 
- -

of this class be fo . 

29 

Class 3 contains those numbers whose least positive residues {mod p) 

belong to (tf, 1 ) and (mod q) belong to {F). Let the cardinality 
,.... - -

of this class be l . 
Class 4 contains those numbers whose least positive residues {mod p) 

belong to (I') and (mod q) belong to (F'), Let the cardinality ~ ·· _) 

of this class be 6. 
Class 5 contains multiples of q whose least positive residues (mod p) 

belong to (i'). Since all the multiples of q in the series 

· ( C) are q, -2q, , •• , 1;1 q which form the set (A) • 

Hence the cardinality of this class is /A- . 
Class 6 contains multiples of q whose least positive residues {mod p) 

l ,­belong to (8-), The cardinality of' this class is T -)'... 

,.,,..--
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Class 7 contains multiples o:f' p whose least positive residues {mod q) 

belong to (f) • Since all the multiples of p in series ( C) 

are 
!i::! p ,2p, ••• , 2 p which forms the set {B) • 

Hence the cardinality of this class is l) . 

Class 8 contains multiples of p whose least positive residues (mod q) 
l - ,, 

belong to (F). The cardinality of this class is ~ - II • 

Observe that classes 2,4 and 7 contain all the numbers o:f series (C) 

whose least positive residues (mod q) belong to (F1 ). For a given 

residue e which belongs to (F1 ) , such numbers are 

, 2q"" e , ... ,17-q""e • 

To ascertain whether there can be more numbers consider 

O pq-1 _ ~ q-1 
tq + ' ~ 2 - 2 q + 2 • 

thus the inequality can hold for t = ~ and not for t = 71 • 

Hence with a given value o~le have ~l numbers and since number of 

residues in (F') is 9;1 ; ~ therefore can have g;l values. Hence 

it follows that classes 2,4 and 7 comprise 1;1 <i;"1 numbers. 

• • • (1) • 

Now consider the classes 3 ,4 and 5 which contain all the numbers of 

series (C) whose least positive residues (mod p) belong to (f•). 
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For a given residue t which belongs to (41 ), such n1unhers are 

q-3 
, ••• , 2 P+)t, 

)I q-1 Thus with a given value of .. 11 we have 2 numbers and since~ 

can have P/· values. It follows that the classes 3 ,4 and 5 contain 

p-1 q-1 
22 numbers. 

.• , .• (2) Y-t-dt~ p--l g-l 
,--- 2 2 

Now consider the series 

(D) Pg+l 
2 

Pq+3 
' 2 , . . . , pq-1 

Notice that none of these numbers is divisible by p and q 

simultaneously and to each number a in the series (C) which belongs 

to the class 3, there corresponds the number pq-e, in the series (D) 

such that the least positive residues of the n1nnbers pq--e, with 

respect to moduli p and q belong to ( f) and (F1 ) respectively and 

vice versa. Therefore we notice that in the class 3, there are 

exactly as many numbers as there are numbers in series {D) whose 

' least positive residues (mod p) belong to (rla) and (mod q) belong to 

(F'). 

Union of series (C) and (D) is the series 

( E) 1,2 , • • • , pq-1. 

Thus it follows that the cardinality of classes 2 and 3 is the.same 

as the number of terms in series (E) whose least positive residues 
' I 

~ 

{mod p) belong to ({?) and (mod q) .belong to (F') • Notice that the 
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number of such pairs of residues is ~ 9.; , and to any such pair 

there corresponds a unique n1ll'Dher in series (E). It follows there-

1 - 1 
fore, that the classes 2 and 3 contain ~ q- numbers 

• • . ( 3) 

adding (1) and (2) we get 

subtracting (3) we get: 

• • • 

Applications: 

p-1 q-1 
2 2 

• 

2 2 • 

(mod 2) • 

By ~atlhibing the law of q1l8-dratic reciprocity with the properties 

of Legendre's symbol mentioned in lemma 4; it is easy to evaluate El :p 

Example: 4~{7 observe that 2819 and 4177 are both primes and 

4177 = 1 {mod 4) 

••• 
2819 
4177 = 

4177 
2819 

= ~) 

-- 1358 
2819 

_ (2·7·97) 
- 2819 

= ( 3)(!) = - l 

-~· 
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Thus 2819 is not a quadratic residue of 4177. Moreover, the 

quadratic reciprocity law can be used to determine the primes p 

of which a given prime q is a quadratic residue. 

Example: 5 is a quadratic residue of primes of the form lOn± 1 

and a quadratic non residue of primes of the form lOnt 3. 

~t p = lOn+k where k = 1,3, 7 or 9. 

Since 5 !!!' 1 (mod 4) we have 

;)= £ 
5 

-- 10 n+k 

5 

k - --
5 

• 

The residues of 5 are 1 and 4. Hence 5 is a residue of primes 5n+l 

and 5n+4, that is of primes lOn+l and 10n+9; and it is a non residue 

of all other odd primes. 

-: ·,~:-
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Section 3 

We now come to Jacobi Law of Quadratic Reciprocity, also 

known as the Generalized Quadratic Reciprocity law. The law will 

be dealt with as Theorem 2 . 

We first deal with the following: 

Note that if Pis an integer, positive and odd then either P = 1 or 

P = P
1

P
2 

••. Pr where pl' p2 , .•• , pr are odd prim.es not necessarily 

distinct. 

Definition 12: ( Jacobi Symbol) (Dickson pages 42-45) 

If n is an integer prime to P we define 

I)= l and 

~)-p -

without loss of generality from now on we will take P > 1 i.e. 

Lemm 11: If n is quadratic residue of P then(~)= l 

Proof: If n is quadratic residue of P then the congruence x?- = n 

~'. (mod P = Pi ••• Pr) is solvable so that f- iii n (mod Pi) is solvable 

for each 1 ~ i ~ r. Hence by definition 7 

= 1 for 1 ~ i ~ r so that ~ ) = 1. 

;i 
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Lemma 12: 

If P is positive and odd and if both m and n are prime to P 

then 

(;)(i) = (~) 

Proof': By definition 12 

(J) = (~) • • • (~r) 

(!) = (!l) · ·· (!r) 

but by part C of lexmna 4 

--

... c, = (~l) ... (!r) 01) ... c~r) 
= (;)(J). 

Lemma 13: 

If n is pri rne to odd integer P > 0 then 

( J ) = ( J) if n = m (mod P) 

.;>. 

. ' .. 
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Proof: n = m (mod P = Pi ••• Pr) 
-

hence n em (mod Pi) 1 < i < r. - -
By part {a) of' lemma 4 we have 

(~i) = (!1) 

... lf (~i) = lT (~i) 

. . . (i) = (;). 

Isnna 14: 

If Pis positive and odd then 

Proof: 

P-1 
2 

I.et P = lT Pi = lf (l+P1-l} . 
l< i < r -

and since the product of two even integers p1-l and pj-1 is divisible 

by 4; we have 

• • • P-l lE ~(p1-l} (mod 2) • 
2 1 

\ 

/ 



LeJDma 15: 

If Pis positive and odd then 

(i) = 

P2-1 
(-1) 8 

Proof: We have by lemma 14 

P-1 
2 

By definition 12 

• 

/:-Pl) = 1f l--UP1i \: \~ but by part (d) of lemma 4 

• •• we have (1) = lf /J Pi;
1 

= (-1) • • • 

we have 

I= 1f~ +C~-1>} 

P-l 
2 

and since pf-1 is d4,visible by 8 we ~ve 

~p1-l 
~ 2 

= (-1) 
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• • • 

/ :: l + ~(p~ -1) (mod 64) 

ii-g1 : ~ j(p~-1) (mod 8) 

By definition 12 

c~) = ll(k) but by part (b) of lemma 7 we have 

= (-1) 

2 
P1-l 

••• (~) = lf <-1) a 

• 
• • = (-1) 

• 

We now come to theorem 2: 

Theorem 2: Let P and Q be integers, positive, odd and relatively 

prime • Then 

P-1 S::1 
2 2 

= (-1) 

. Proof': ( Landau page 68) 

Without loss of generality let P > 1, Q > 1 and let their 

decompositions into prime factors be denoted by 



----.... .._ ........ __ .... _..._,--..,~~,·--•--·c- ,.,_. ... ,•••••· . • 

then (~) = • By lenama l2 we have 

Now by definition 12 

Likewise Is.) = T lf /9.) \P q P \j> . 

Thus ( ! )~) = p} ( ! )(! ) . Applying Theorem 1 we obtain 

• • • 

p-1 q-1 

(E)ls) = lf (-i) 2 2 
Q \i> p,q 

= (-1) 

~'-1 q-1\ 
p,q~ 2] 

By lemma 14 we have 

Thus 

<! 1;1 = ~l (mod 2). 
~ 

~ ~ = ~ (mod 2). 
q 

p -Q 

• --1 

P;l~ 
= (-1) 

•· 
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