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partitions of the floor plan has a significant effect with a compact

‘arrangement'beingithe best.

1

| -ABSTRACT |

J

Recently thefbranch'aqd*boundftechnique has been applied to the
fac111t1es—locat10n a531gnment problem. However the computlng tlmes

for prdblems having more then ten facilities are still prohlbltlve.

This thesis cOnsiders the possibility of‘partitiéning Iarger

_problems by clustering the facilities according to the?hierarchy of

their mutual flows. Two different methods of accomplishing this

clustering are dévelopeﬂ'and.evaluated,. A model is developed to:

|
)

 partitionuthepr6blem:bytheSé'methodsand.to use @ branch and bound -

|
|

:algorithm;at~two:1evé1s, Qne level arranges the clusters in an |  &1

optional manner and the Second.levei;arranges;the facilities within

| K
the clusters.

The number of partitions, the configuration of the partitions,

the elusﬁeringumethods,:and the size of the problem are evaluated forr -

thEif'effeCts~on<thefinél solution value.
It is found that increased Prdblem:siZejhas-apdétrimentélgéfféct-'
on the efficiency of the solution. As the number of partitions in-

creases, the cost of the solution also increases. A combination of

increased problem size and increased number'offpartitions also has

a negative effect on the quality of the solution. The shape of the

4,




,technlque of partltlonlng'w1ll have a'bearlng on the flnal;result‘f

I - INTRODUCTION

The prdhlem of determlnlng eptrmal locations for the facllltles_
Wlthln an 1ndustr1al plant has created con31derable lnterest among
plant and factory engineers, 1ndustr1al englneers mansgement sclen-. j

tlsts, and operatlons researchers.. This contlnulng 1nterest has led
to the development of'both.optrmalsproduc1ng and heurlstlc 1mprove-
jment.algquthms. The.optlmum seeking. technlques have the dlsadvantage
of belng computatlonally~feas1hle for only relatlvely small problens.

Conve rsely, the heuristic methods can accommodate ‘p’\rob lems Of a,

ilarger~dimension, butthey'usuallyfproduCeSUB—optimnm,results§

15,46

Recent developments have proposed the use of the branch'and.

|
i -~

‘bound technique, an optimum seekingamethod, fer'ﬁhe Solution of facili-

ties assignment*prOblems. While these developments are encouraglng,

test results 1nd1cate that the branch and bound algorlthm.stlll

hrequlres exce381ve computlng time for prdblems with more. than ten

afacllltlesw

ﬁ‘ The cbjectlve of this thesls is to determine the effectlveness

of solv1ng a large problem.by~decomp031ng it 1nto several smaller ones.
andthf‘these_small3préhlems'willbe,solved.by Tur-ner's)+6 branch and
bound algorithm and then they'W1ll be 1ntegrated into a campleté solu—

i

tlon.

0bv1ously, an optlmlzatlon of these sub-problems should result

~in a less than optimal solution for the entire problem,: and the - S|
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-either'a.similarity*cf fun

~relevant, so that a "job shop" layout must be designed. The broblem

‘:Therefore; SecondarY‘deectlves of this thesis are the evaluation

of the effects of the part;tlenlng technlqpe the number of partltlons,
and the c@nflguratlon:of the partitiOHSpOn the final solutiOn.

*g;f method of~decomposingnanfacilities assignment problem.shQUld

be related to some common characterlstlc of the various components.

2 22 37

Current textbooks propose that the :f'a,0111t1es .be grouped by

) ] -

7facilitiee¢ The resultant assignments are respectively designated
- as "process" and "product" oriented layouts. For a more general case,

~this thesis will assume that neither “of these classifications are

+

must now be partltloned by some relative degree of the inter-faci lity

It seems appropriate to begin the thesis with a discussion of
the problem and the limitations of the branch. and bound technigue.

This will be*follcwed.by~a:rEView~éf»exisﬁingimgdels and the current

state of the art. Chapter IV will be devcted to a descrlptlon of

the branch and'bound algorlthm used in this thESlS. Chapter V'Wlll

_discuss the aspects of partltlonlng the Problem. The final two o

¥

fchapters W‘lll be used to present the experlmental results and to

" convey the conclusiens that may be derived from ,the’se resulﬁs’ .

i




 locatiohs*\each of wh
| B

Definition.of Terms
order before proceeding further:
‘specific function. The usual connotation is that individual machines
or people are facilities, but this is not necessary here. Groups of

Qmadhines, groups of people, or departments may be considered to be

‘b§6£ or can be divided.

'This traffic may consist of either physical units (such aS'weight,
N ' . y . o . '

@quantitieé, or'the'number.of”triPS) or intangibles such as communi-

II ~ THE PROBLEM

A generalwstatément of the facilities§location assignment;prdeEm

is that there are N different facilities to be assignedfto N different
— | T 4 |

-

ich. can aCCGmmodate~one facility; The analyst is -

.,.__\?\ ‘
N

required to maké“~g_a831gnment that Wlll optimize some sort of an

A definition of the terms recurring throughout this™

Facility - an indivisiblemstationary unit which performs some

wa e o

—_—

one facility as well, depending on the scale of planning.

2
|

P Locatlon - the unlt of area into whlc?.the total floor space ha,s"~ o

.V,

. gggy;f the“vblumeﬂpf traffic:moVing between individual facilities.

1

Distance - thé.units'of'separation between locatiﬁﬁé., This is

[
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“time, the cost, or some index of the difficulty of transfer.

Layout -~ a plan for the arrangement of the facilities within an

_industrial,plant Or'én office builﬂiﬁgm

*The'assignment*pf facilities to locations is only one aspect of | 5&
designing &' layout. There are many other relevant problems and
factors in layout planning that are not within the modest scope of

this paper. - | | - - ]

There are several different degrees to the layout problem:

A ey e e e uttg e Ty y
Ay — =

TS e e

T L A e e e g
N R TGS

(1) 'Assigning additﬁ@ﬂ&l.di&ioiﬁtZfacilities to an existing -

layout.

e ———

ST

T T g Ty

(2) Assignin:fadditional interrelated facilities to an exiStiﬁg
layout. ) | o _ _ o ? )
(3) Relayout, or reiocéﬁing‘the existing facilities, with no §A
additional facilities. . - -
(L) Relayout with additional facilities to be added.

(5) %lanning a layout for a new floor space.
It can be said in general that the complexity of the problem increases

agagfunctioﬁ Qflﬁhe number Ofifacilitieé, the heterogeneity of the

locations, 'and the conjunction of the inter—facility flows.

.xThé;simPleSt‘fgrmggf'th@ @rcblem5is'associatedfwith'hdmogeneous

locations and independent facilities. ‘The facilities-location assign-

sdlqtiOnb’frdm'Which.the optimal must be found. However, the'shéer3

}

number of possible solutions rapidly

!

bécamesfunmanageable for a

|

i
1

TR e i o i g G e e
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- problem of really

. amall size. Ag an exanmple, thgzassignméﬁtéof*%en

faeilities‘tg ten locations hag 10!, or 3,628,800, feasible solutions.
Theiprdblem.increaaeS'in,complexity~if other,factors, such as hetero-

geneous locations, must be considered.

"Si@PliﬁyiqggAssumpﬁions

wn order o reduc?.the’é‘“?leXifY‘ﬁfffhePrdblem,;same combina~
t:LOn of the fOlloWing assumptions is used in the existing teChniques
and models.

(1) The flow data is deterministic..

(2) i Cost da‘ta and flow dat 'a are avai l abl e for conditions that

nknown..

areiprcbably'
(3) One and only one facility may be aSSigﬁed tg»aglaéatidnj
(4)  Any facility may be assigned to any location.
CS) 'The'flow§ of a wide Varieﬁy-@ffméterials can be eQuated.tQ

N
pd

equivalent units.
(6) The distaqces:bf tnavél~can'be:approximated by direct or
rectangular distances between the centérs of the.facilities.
(7) An effective me asure for the value of a.n assignment can be
 de£ermined,uV

The éxisting models consider the frequency of traffic to be

deterministic, which is an unrealistic assumption. Obviously,‘the

volume of production is a random variable which is a function of

time. ‘ggrently,°thewaddition of stochastic processes to the assignment

- models is infeasible, so expected values must be used if it is neces-

sary to recognize the probabilistic nature of the data.

e o o o NN S AT
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mOVGent . Normallv

moves, (2) the total number of hai

Most models assume that the various flows of widely divergent

classes of materials can be equated to consistent units. Actually,

very little resesrch has been devoted to this area. TIf the materials

are similar or reasonably homogeneous, common units of measurement

are satisfactory. Usually the materials are diverse in nature and

- handling characteristics, which requires some conversion between the

various volumes.

!

Co.. ko . e e o
Muther = describes the Mag Count as a measure of the transporta-

bility of any item in any condition. He describes ths'baSicAunit, one

mag, as an item that: can be conveniently held in one hand, is

reasonably solid, iS“Compact, is only slightly susceptible to damage , ;

clean and firm. He then lists tables to modify

and is reasonably

the Mag count according to variations in these characteristics.

The common assumption that the distances of travel are approxi-
mated by either the direct distances or rectangular distances be-

tween centers of facilities is appropriate for all but vertical

Vs the mode of travel in an industrial-plant is

2

......

rectangular distance between centers of loecations.

Undoubtedly, the most important aspect of an assignment model

~is the method of evaluating the effectiveness of a solution. Tradi-

tio?ally‘thesolutibns-haxe'beenjudgédfby‘a;measure of the flow

movement . Usual criteria are (1) total distance that the traffic

ndlings, or CBf;scme'weighted total

ibfeither of .these first two.




- to be formulated as a linear assignment model:

Reis and Anderson ' pro§osed.the¢useféf*"importance factors" to

weight certain flows that are found to be relatively important. They

N.

defihe'thBSE:facths as “amy"factor other than volume of»produgt or

distance to be moved that is to be considered in determining a good

plant layout from a materials handling point of view." These impor-

tance factors would be used, for example, to give priority to

hazardous moves, counterflow, or cross—flow. While these factors are

|

used,-theyiaﬁé,QQmpatible with the existing models and

R

Statement of the Problem

The most commonly used criterion is the first one listed above,

the total distance that the traffic moves. This allows the problem - ,, | 1

N

i ] ' . n n | _{ .
, 1=1 J#i | |

= the numbeér of facilities and the number of locations.

"B facility to the kP

facility to the 1° location.

.=
[

the "cost" of assigning the i
th

location and the J

el
I

= the flow of traffic between the i

37 facility (r,

T3 et ande Tatwaan e 1P e o o th
the distarice between the k=~ locaticn and the 1

t

R R S A R,

i

Aloﬁatibnﬁffx

=0 for k = 1).

- !

R A e R




~Subject tofthese'censtraintsﬁ
4(1):iéleOHG'facilitY‘may“bé‘asaignedtoa location.
(2) A1l facilities must be assigned to locations.

- An additional assumption implied by this formulation is that the

terminal costs of loading and unloading the materisl may be disregar&edﬁ

L e

This assumpticn.may“beujustified.by | y | f

with no loss of significance.

/ - Consi&ériﬁg~£hese'casts as being applicablejtd any arrangement of -

facilitiesuﬁ Therefore, these costs are-constantSeﬁhatLWill.noﬁ affect "w" | i§
ﬁhe asSiznneﬁts:oi'the;ﬁacilitieSzand“may$be disregarﬂe&. !. %

?Thexlingar assignment problem is not an eaSY*QﬂE‘tO*SOlVé due to | |
the:Sheér'magnitude‘of'thﬁmnuﬁbéf of feasible~solﬁtibns, As*Wilifbe

shown in Chapter III many-attempts have been made to develop

.algorlthms for 1ts solution. thlmum;seekiﬂgJEEthOdS have'beeﬂffbﬂnd,

Tacilities are to be assigned. Some excellent heuristic algorithms

have been developed that can solve problems'with;a,relatiﬁély“lgrge

number of facilities, but they generally produce sub-optimal results.

Recently, there have been some interesting developments in the .
 uéé:Qf;&.neW‘0ptimnmwtedhﬁiqueslbranch.aﬁd bound. This technlque'was
applled to the faCllltleS a881gnment prdblem.by Gavett and Plyter’ls
9 46

- and thelr algerlthm was: subsequently 1mproved by turner. = The

Q{\ :
tested the runnlng txmes of thls algorlthm.cn a

'ﬁ-author'recent§~
| large set or prdblems using the IBM«360/50 computer. Theseerunningx

:wtxmes versus the problem-size are shown on Figurejl;. It can be seen




_Approximate Running Times in Minutes

100. S x/

Complete

Enumeratlon\\\\\\\7/
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X
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. ” z Turner*s Branch-
0.10 | | : Al vors '

X Bound Algorithm

0.01 ‘ '/

4 5 6 7 8 0 10 11
» Number of Facilities

FIGURE 1
Approx1mate Running Tlmes on the IBM 360-50 Computer
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y

;PTOblemS'bY'complete’enumeraiien~are~also'Shbwn,~SiHCe these times

are the upper extremes for the algorithm when it must examine every

possible solution.

R | | Ei ﬁfe I:gives an spproximate running time of 100 minutes for
a prdblém‘with ten facilities to be assigned. However, the total

;iunningytime for two problems with five faéilitiESLeach would be so

small that the measurement is insignificant. Obviously, there is a .

i

%rémendous;time;Savingto be realized by dividing a large problem

| - b ‘ | | :
~into smaller sets.

S e e T e e o e

When this idea is projected into the region of larger problems,

the benefit to be accrued is computational feasibility. Extrapola—

ting the plot of Figure I %o a problem with twelve facilities gives

: - - anuéstimatedirunning_time of 10% minutes (6.8 days). Continuing to

o

a problem with fifteen facilities gives an estimated time of 107

.

minutes (19 years) to find a solution. Yet two problems with eight
facilities each would require only two minutes of total. computing

time.

The second reason for partitioning large problems is the

_vsaving,gf cbmputer'memory, The branch and bound algorithm requires:

a large memory to store the lists that are needed to follow a

solution. This requirement grows at an exponential rate with the -
problem size. ﬁwaever, this‘limitationis not~nearly as seVere&s
the constraint of computing time..

~Since the time required to solve large problems by the branch
N - |
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andfbéund algorithm appears to be prohibitive, therquestion_gfi
'partiti@niné has merit;\ |

Can a large problem be solve d by partitioning with no signifi-
cantuibss¢in.qpality? If a problem'canbe efficiéntlypartitioned,
what are th’e__‘ best rules to f oll ow in ChOOSln g a partltlenlng .

strategy? These are the;questigns'to~Which.thisﬁtheSiS:is;addreSSédj
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accepted algorithms.
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IIT = REVIEW OF EXISTING TECHNIQUES

The~prdblemgdffa§3igning facilities to optimal locations is
-certaiﬂly”wellﬁkﬁbwn and.Widely»diScﬂSQed; "‘I\f"di"cx)‘ré'37 states that

"The prdblem.of arranging an lndustrlal process has been

in existence as far back as the Tndustrial Revolution.

When Taylor first developed his concept of scientific

management, industrialists had been wrestling with the
problem of arranging facilities for years. Although

Pplant layout evolved as a distinct industrial function

relatively recently, it was a dominant factor of production

~throughout the development of the factory system."

A problem of sUch;longevity3 complexity, and importance should
obviously be the motivation for numerous articles and papers of
:significance~ and a detailed review of these documents would requlre

8, valumg in 1tself Consequently, this chapterWWIll‘be-canceryed.

only with the major trends in methodology and the more commonly

,gEHE?al élassi£icati0n$f (1) the traditional manual methnds

(2) the 'graphlc" technlques and QB):mathﬁmatlcalthdelsa

Manual Methods

i then designing the lay

The oldest methods, which are intuitive_and.manual,infnature,

consist of simulating a layout by arranging templates or other

. Physical models on a scaled floor plan of the area to be used. The

. procedure dncludes an analyzation of the high volume traffic and

f ut arouﬁdAthese;activities$'

The problem.ls sometxmes partltloned, 1f possible, by grouplng

'fa0111t1es accordlng to 81mllar fUnctlons or similar product. The

"“ Y

quality of the solution is depen dent upon the cqmplexi ty of the

These methods can be broadly divided into three .
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Figure TI depicts an example of such a matrix taken from Apple.

1k

¥

problem and the expertise of the designer. No particular individuals

are credited‘With.the develdpment of these methods, which are well

2,22
descrlbed in plant layout textbooks. 37,40

Grﬁphic Meﬁhods

Throughout the 1950*8 manufacturing layout methodology progressed

into the use of graphic and schematic analysis. The procedures

;inVDlve“the-collectionndf'data'goncernihgrthe interfacilityﬁfldwsvaﬁ

g

traffic for some period of time. This &até.is-then-presented in

matrix form as a "from-thchagfa" "cross chart," or "flow matrix."

2

STORES

Figure IT - Example of a From-To-Chart
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The analyst is left to his judgment and ingenuity for the deter-

mination of a set of assignments that will minimize the volume of

‘non-adjacent facilities flows. ‘Link.analysis,hg trawel.Charting,37'

5

éndeperati¢n«sequenceanaf-iS =weresubsequentLydeveloped to

assist the enalyst in this selection of assignments. While these

1iques are great im@rcvements_overfpreceding:methodongy, they -

and

become cumbersome as the number of facilities increase. Vollmanr
e U8 Ny “ . L -

Buffa state that these methods "Eeebmefvirtually'unmanagéable when
- the number of departments becomes at all large (say above 10) unless

the flow has & dominant pattern.”

Mathematical Models

Interest in mathema%ical”tr@atmeﬁxs,offthe5fagilitieg_lgcétibn
assignment problem has been divided bEtweeniheﬁristi¢z sub-optimal

methods and true optimum seeking approaches. The heuristic methods

can also be sub-classified into either improvement or construction

types. The impﬁcvement“algorithmsnare designed to improve. on a given,

starting~arrang¢mth5 while therconsbrﬁcti@n élgorithms are;self-
*Starting,and'require-HO;initial.sQlution. |

There have been very little quantitative comparisons of the
heuristic versus the opfimél techniques. While Nugent, Vollmsnn,

i1

and Ruml made & study along these lines in 1967, they were primarily

interested in the relative efficiencies of the major sub-optimal
techniques. It is their opinion that;optimal procedures are not

computationally feasible for large problems. This opinion appears

&

to be well founded.
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The heuristic approaches can solve problems that have a large

number of facilities in s short time, but the results are admittedly -
| |

sub-optimal. Conversely, the optimum producing methods are severely

limited by‘ the size of the problem that they can solve in a reasonsgble

ZHeuristie“Methods

The heuristic methods consider the problem as & form of combina-—

'terial.éﬁaleis, Since the total number of feasible solutions is a |

2

number of facilities to be assigned, the

factorial function of the

problem is usually

aﬁtaeke&in_sgmeumanner that'redueee'the combina~
tions tO*bevevaluated. Thé*tr@degqffiiS‘ﬁbSOlUte thimaiityvefsus
computational feasibility.

‘WimmErt5O'proposed one of the first of these methods in 1958.
His mp@el constructed an assignment cost.mairix“by~thedatprOdﬁct

of a ménbtonic~non+increasihg flow vector andfa;mnnotﬁnic~n0n—decreas—

ing“distance vector: His method of selecting a831gnments from the
:matrlxgAand.thelmedel'was‘SUDSequeﬁtly disproved by Conway and
Maxwell.” However, Conway and Maxwell did note that an optimum,
although not necessarily feasible, solution could be found along the
main diagonal of a matrix constructed‘in;this»manner‘

H1111er19 developed a heuristic improvement procedure in 1963

f“

that is'basei.an'the assumption of travel aleng a system.of orthogonal

aisles. This allows changes in the X direction To. be con31dered

'1ndependently of those in the Y axis. Each fac1lity can then be

—i o= -
11
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evaluated according to the effects of moving it either up or down

(Pigure ITI ana IV).

 These facilities
incur increased
costs.

These facilities
have decreased
costs.

s
|
i

Figure ITI - The Effects of Moving a Facility to the Right

|
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have decreased
costs.

]
| | - | | These facilities
1

]
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]

A
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1 | The remaining
2 . . | ’ | facilities
| have increased
'~ costs.

=
o<

- FIGURE IV - The Effects of Moving a Facility Upwards

4

The o6bjective is tQ findfthegpartiguiérwasgignment of facilities

- which minimizes

% | |
1/2 E E E E F(xq,773%0 syg | X2"Xl| +|Y2-'Y1|
Xl—l y1=1 X5 =1 yz-l
the total distance that materiaIS-mustwtravel.
o e , «
Every facility is evaluated for the effects of changing its

 location‘by only one position and the results are tabulated in a

.
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"Move Desirability“Tﬁble@“ This complete table is then searched?fgru

the interchange of two facilities that will generste the greatest

reduction in §S.

computed.

to be made by a one-step transfer.

 Nugent7l found this algorithm to be fast and effective. While the

résults'are’near—sighte&.and theref@re:SUEsttimal, they:are compari- -

tively good. Iike:mgﬁt‘impréﬁeméntmﬁéphniques, the quality of the

final solutionawill.depend:cn“ﬁhe~quaiity of the initial solution. . |

Armour and Buffa® introduced Craft (Computerized Relative | .
Allocation of Facilities] in 1963. This is also an improvement
technique that evaluates the pairwise exchange of facilities for .

‘decreagses in the total_distance travelled.

% , The basis of the method lies in the fact that a consideration

of facilities by pairs results in & reduction of the number of I

combinations. Consider for example a problem that has ten facilities.

There are 3,628,800 permutations if the facilities are taken singly:

N! = 10! = 3,628,800
h | | |

when the same problem is considered by pairs there are only: ,

Ny N1 101
| (R)‘_R!(N-R)! = 2181y~ 3

qperﬁbtations. This is a truly magnificent reduction in the number

' OfZCOmHinations to be evaluated.
; | |

Dﬁring each iteration the algorifhm,evaluates the effects of
each of the:(g) possible pairwise combinations and selects the most =

!
{ E)

.
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effective exchange. ?T&ie'exchange is made and the process is

o0
!

repeated until»no~profitahle exchange exists.

Craft has been found to be useful due to 1ts ablllty~to

accommodate heterogeneous departments,:mandatory a531gnments of:

| v~facilities:to~certain.locations_and‘problems with up to férty

deﬁertments. AS'Wlth.other merovement technlques, the quallty of

%

the solutlon is dependent upon the quality of the 1n1t1al solutlon.
3 i

' In t.he- exoeriment by N-ugenthl :Lt was found that a ra.ndom sa.mple of

initial solutlons eould produce a solution superior to the one from

Ean

stralght;Craftm

In 19667Hillier~aﬂdGonnorsaapresented a modified version of .

.Hillier'sl9 1963j&189fithme This modification;consists mainly of

relaxing the restrictioﬁ-against multiplevsteptmoyesf The new

algorithm computes an "N-Step Move Desirability Table" éndomakes.the-

most effective interchange of facilities ghown on this table.  Nugent

found that this algorithm runs longer on a computer than the original

‘fmethod,'&et'pro&uees7only slightlyfbetter»results.

Suganamiuf_has:developed.am algorithm for the traveling salesman

problem that is essentially an applieation of Craft. His method is

r

‘iapplicablé to the facilities —~location assignmEnt}problem,;butait

i
i

haS:thzbeenfevalﬁated.With;problemé»of a significant size,

A recent addition to the heurlstlc methods is Corelap (Computer-

1zed Relatlonshlp Layout Planning). 3. Thls is 4 construction method

W1th_flexible Boundary~constralnts, a feature that makes the m@thod

“usefulwfor.deslgnlng_a neW‘plant around the layouta. Eedh facility




- review of the general mathematical technigues that have been used on

3
i

location assignment problem was proposed by Koopmans and Beckman

is ranked according to the desirability of locating it adjacent to

o

ng is tabulated as the "total closeness

the others. This rank

rating," which is used as a priority for assignments. The method ha
not been sufficiently; evaluated by comparison due to its recent

introduction..

Optimum Seeking Procedures

The interested readef,is referred.iouMeqres“rfor~anwexce11en%

‘the problem. Moore lists six general approaches :
| | 1. The Level Curve Concept I 1
2. The Assignment Model
'LE. 'The'PieCeAWiSe.Linearﬂﬂbdel. | -
4. The Integer Programming Model
5. TﬁeQuadratic Integer Model
6. 5T@e Quadratic Programming Model
qumonly'aécepted.moéels,have not been developed»iheach.bfthese
,areas£~:Whi1e a valid formulatiénmay*Beip@ssible,.currentitechnology‘
can produce no efficient algorithm. An example ofeSUQEﬂa.GaSegie
the quadratic formulation.

Quadratic Formuletion

of the first matiema§ieai.approaches towthe facilities— |
, 6

One
‘ o

in 1957;' Their contribution suggested a quadratic Pformulation:
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e

i |
o
s
!
-
N
=

)y if fac:.llty 3 ( ) in Tocation i

where ; Xy = is not

(3?.if fa0111ty\h.( ) i location g

54
i

is not

!

Oorl (1,j,8sh=1,2 ... N)

Neither an algorithmwornéwpracticalfmethoaﬁgf solution were proposed.
|

Sin0éwﬁheﬁ Gilmerel‘;and'Lawler31 have developed optlmum.seeklng
algorithms based on a similar fonmulatlon but using the branch and

i | |

bound;teghnlque~for solution. These algcrlthms appear tpﬁbe~c©mputa—'

- tionally fea51ble for only-small problems.

The A581gnment Mbdel

~In 1961 Moore38 proposed that the Hungarish assignment method as

described by Khhﬁ27anduMnnkre§39'be used for locating additional

' facilities inféﬂ»eXisting,layout.. The model assumes that costs of
as§igning each_fa¢ility~to éach.of’the candidate locations can be

readily determined. These costs are compiled as &n effectiveness

]
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matrix and the Hungarian method is employed to determine the optimum

set of assignments.

~© While the Hungarlan agsignment method is extremely effi cient .

-4

the {fPI'O cedure becomes umnmanagesble when the new facilities are highly

t

- interrelated. This increase in dependence makes it difficult to

| ‘:e.\fralu ate the costs of assigmments and trends ~'tpwé,rds_ complete enumera—
tion. However, for problems with facilities that are loosely related,

the method is very efficient.

The Level Curve Conce;p_t
35

Moore ,36 McHose,”™” and Vergin and Rogers T discuss optimal seeking

techniques that ’ar;;ee'- based on the level curve concept.

1hese methods

| attempt to find a location for an additional facility that will

-minimize the aggregate distance from the existi ng machines.

| n i _
Minimize C = > f.d, (where 'n is the number of
i=l * %  existing machines)

If the mode of travel is via a system of rectangular aisles and the

new machine is located at point (x,y), then the dist ance to existing

machine i at point (xl , 7,) is:

1

Il

or: | D |
| C Zfi(lx-sxil) -+.z fi(ly\-yil)




Sancé the median values of the setsuof4xl and.y~'W1ll minimize the
.Varlatlons about themselves,lt can be shown that the two suﬁmatlons
?will.befminimizeq at the median values'in the-x and y directions.

r  Tﬁéjproblemyﬁéc&mes_mpre ¢oﬁp1eX‘when the mode of movement is

on a“dirécﬁ 1iné-betwaénjfaeilities. Ihen m©Vement¢inﬂthgwxudirebﬁidn
:13 nét?iﬁéependent @f.mQVémEnf.in fhe Yy direction. ;Sig¢e:

di'=fr(x—xi) + (y=y. )2]1/2

then:

£, [Gex )% + (yy )21H2

Il
[
s

To find a minimum the expression must be partlally dlfferentlated'W1th

~respect to both x and ¥y and then equated to ZETO.

211/2

350/5X= (X—-x )/[(X——X e 4 (y-yi)

Y“Y )/[(X-X ) (y—yi)g]l/gtf

i

Q/

2
Q
i

Unfortunately, these equations cannot be solved simultaneously, but
mostrbeﬁsolved;bﬁiiteraiion. Vergin and Rogers‘T‘ﬁse a. Fortran
program to iterate on these equations, while Mo ore> g used the computer
tO,PlOt~CHTV€Sf©f}équal!costs. ‘The methods areﬂinefficientﬁfor

'1prdbleﬁsrdf large size, but are excellent for adding a small number

of facilities to an existing layout.

Branch and Bound Methods
One of the newest approaches towards an optimal solution of the

-facilities—locétion assigmment problem is the branch and bound
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technique. It is a semi-enumerative approach, since the solution

‘seffis Searched'in a manner that tends to reduce the combinations that

‘ Wi
-are evaluated. The Nugent L study evaluated branch_and'bound algorlthms

15

1° 21 |
:develeped.by~Gllmore T Lawier,3 and Gavett and Plyter ~ and concluded

(

that "no computatlonally fea81ble optlmal—produc1ng procedure exists

h6

urne has shown subseguently that the branch and

However, !

bound techniques are Worthy of further study. Turner's algorithm,

nii_Whiéh;iS a modification of the method of Gavett and»Plytergl5;is used

as a subroutine in the model developed f0r=thi3’tnesis. CbHSéquenﬁly,
a discussion Offhis-algonithm.will'beincluded as Chapter V.

The algorith;svof~Gilm0rel7 andjLanersl are so similar, althugh
they were developed independentﬁy, that Nugentdwas led to call them
-ﬁhe'VGilmore—Lawleralgoriﬁhms.",Acostheffectiveness~matriX3is
Cbnstruc%ed using"thegpairWise.inter-fecility flows and the~pairwise

inter-location distances. As shown on page 183‘pairawise'consideratibna

! n(n-1) . | - _
2:(2.2): or n(ggl) combinations. Therefore,
'n2 2
En pairs of facilities'tobe'Hﬁsigned.to

2
-1l »
2 9

As-Suggested.by"Conway andiMaxwell,8 the pairwise flows are

of n objects produces

paireﬁof
. |

2
n

locations and an assignment matrix of dimension ( ) results.

ranked in monotonic non-increasing order and the distanceg‘ih;monotonic 
nOnédecreasing order. The dot product of these two vectors produces
a matrix whose main diagbnalhholds the optimal assignment. HoWever,

as also notedby-Conway‘andiMaxwellB this assignment is not necessarily

ffeasfble..

LSRN S S SR
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of assig

"The n elements which describe an assigrnment will be

such that there will he one in each column and one in each
‘row of the matrix. The sum of these n elements will be
the value of the assignment. Unfortunately, the converse
1s not true: any n elements with one in each column and
one in each row do not necessarily correspond to an
assignment:. "

. 16.17 o | L - |
‘Gilmgrefwg'Y suggests the formation of "partial permutations”
by assigning a pair of facilities (he used modules) to-a-pair of

locatlions. The assignment matrix is then reduced in dimension and -

&,

the process is repested to determ

R !

is obviously inefficient in design and requires much computing time.

28 )

Land proposes the construction of the cost matrix in the

;saméimaﬁner, bu$.emplpys aanngarian—type'apprmadh‘%o the selection

hments. 5Theumethﬁd,apﬁéars to—beainteresting,fbut it has

not been evaluated by any comparative tests.

ine a lower cost bound. The sea¥ch

i
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B
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IV -~ THE BRANCH AND BOUND ALGORITHM 2

development of the branch and bound technique in 1963. While various

?features,¢f~the~$echﬂiqu¢_haye*been-use&bepreViQus authors, Little
et al formulated the complete procedure as a method for solving the

traveling salesman problém; ‘Théy'alSO:HOtéd"tthgénerai,applicabili%y" C ;

of the technique to many other combinatorial problems. This generality

has proven to be true, as shown by thezsurvey%ofphranch_an&’boundf*

32

Branch and bound is essentially an intelligently structured

Séa;ﬁhwof'the space of all feasible solutions. ‘This:space¢is_fepeat-

‘edly partitioned into successively smaller subsets which are then

% | | evaluated for the bounding costiofisalutiOHSWithin;each"gubsét.
*Thoée subsets having:a.c@stbgundnwithin the limits of the currently
best solution are kept active for further consideration. Those
subsets haVinga:CDSﬁ“bOun@’eXceedingthatpbfthe current solution

‘urther consideration and are considered as being

are excluded from :
imﬁliéitly enumerated, The entiré procedure continues until a
'feasible soiution is found which has a cost no greater-thanqany
bound.

It is convenient to represent the process by a decision tree

 similar to that shown in Figure V.  The points of decision at the

"\iﬂﬂﬁtiﬁn@bf”thé-brancheg are commonly calléd nodes.
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The Gavett and Plyter Algorithm

Aginl has defined a branch an&.h@und,alg@rithm;by'thése
procedural requirements :

"A set of rules for (1) branching from nodes
to new nodes, (2) determining lower bounds for
the new nodes, (3) choosing an intermediate node
from which to branch next, (4) recognizing when
a node contains only infeasible or non-optimal |
solutions and (5) recognizing when a final node
contains an optimal solution."

'GavettandﬁPlyterls developed@ such an algpritﬁﬁ“téuabfainicptimal

sSQlutiQns‘f¢r~thefacilities assignment problem. ;annerh6 h;S
.subsequently‘modifiedtheir algorithmin,oraer to-redu¢e'the time
reQuifed to reach a solution. Adéscription of“the.initial algorithm .
‘will'berfollowedbyTurﬁerfs mp&ificatiens. - | o -
The first-Step inithe.alg%rithm{is the development of é:raﬁked
céétamatrix. éThe»faéilities té bemassigned~an&»therIQCa$ions\to‘be
1fi11éd~are‘bbfh~eonsidere&-injpairsg so that the elements of the cost
‘matfix“répreSentthe-gjsts'af assigning a pair of facilities to a
pair of loecations. The flow between eaCh.pairfbfsfagilitiés is
ﬁbtale&, Sbwthat'thegflﬁwlfram facilityfA.to facilitygB_andsghat
from B to A are represented by @nevaiue. “The'fldw'valueéﬁare=ranke&" .
into a monotOnically-nonedecreasing'Véctor(FR> and‘ﬁhe,bairwise

inter-location distances are ranked into a monotonically non-increasing

vector (DR). %Thefmultiplication“of'these'twc vectors produce the

ranked cost matrix (C).
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be found along the main diagonal of such a matrix:

(X)) % = f_. +d ff. + a.f ... +
AEIT =410y ¥ a0, + gty e ¥ QT

K

Z : d,f.
i1

1=

k

Z C, (i,1)

i=1

f However, this solution disregards the feasibility constraints. Since
the distance elements (di)»representuthe distances between pairs of

locations and the flow elements (fi) represent the flows between

|

As Conway and Maxwell noted, the minimal set»@f assignments can

imnd
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pairs of facilities, thepelemepts“of=Cﬁ:are-n@t independent. It
is highly probable that the diagonal solution will attempt to assign
more than one facility to'a location, which is infeasible. However,

‘the value of this set of assignments is useful as the lower cost

bound for the complete set of solutions.

If the diagonal solution proves to be infeasible, the next

step in the algorithm is a reduction of the matrix to facilitate the

selection of alternate assignments. A reduced matrix is defined as

having non-negative elements and at least one zero in each row and

each column. The values of elements of the reduced matrix represent
the diffErential costs of not selecting the Zero.elemenﬁs,
+T0~ccnst£uét this matrix from the ranked cost matrix each
@iagonaiieiement is subtracted from all the elements in its respectiwve
column and row. This will normally résult in negatiﬁeeleméhts.belaw
the diagonal, which may be corrected by subtracting the minimm

element of that row from &ll elements of the row. ‘The ‘process is

| CQntinued-untilptheftwe.réquirements‘@f non-negativity and the zero

‘elements have been met. Due to the method of construeting the initial

ranked cost matrix, the reduced matrix will at least have zeroes

along the diagonal. The sum of the constants used in reducing the
matrix will: equal the dlagonalsum, Z( X )¥. The reduced cost matrix

from Gavett and Plyter's example is shown in Figure VI.
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W ph 1h 23 3 g

Distance
Vector (D._)

Locatlon
Pair -

32 24 0 0 _3

L 34 2 0 | 0

Figure VI

Reduced Cost Matrix from Gavett and Plyter's Example

The next procedure is that of selecting an optimal set of

assigments from the reduced cost matrix using branch and bound.

. Obviously, the initial node in the decision tree is the set of
-diégonalassignmentS“with;a lower bound equal to Z(X)¥. The next

node must be chosen by a branching rule and then evaluated for the

'y

éQStfbounds‘

A

neafést the main diagonal and seleéets the maximum value among.fheSEa

The cost bound for the assignment at this node is easily computed

by adding the element just,seleq%edvto.the*bcund~of~the-previous

;ﬁgde,‘VTheualterﬁatefnodesselectionwis-evaluated'by selecting the

The rule used by Gavett and Plyter considers the cost elements -
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remaining feasible assignments and evaluating their bounds in the

same manner. Naturally the lower of the two is chosen for further.

evaluation, if the bound is within the currént-aCtiVéﬁbbun&}

Turner's Algorithm

In their study of algorithms for the:facilities.assigmnent,prbblemu

Nugent, Vollmann and Ruml ™l

concluded that the CGavett and Plyter

algorithm was not computationally feasible for problems of a reason-

. | - " |

able size. They wrote: ' | | R

"In research for this paper total enumeration
computer runs made on the smaller, ‘problems were
accomplished on the GE-265 in times comparable
to those reported by Gavett and Plyter using
their branch-and-bound formulstion on the IBM-TOT4, o
a machine about 20 per cent faster than the CE- 265.. : |
The Gavett-Plyter procedure is clearly computationally I
infeasible for only but the smallest problems." [

__.A, e L 30, PR, S AR L L T R L A et e st e e L

Turnefu6.subaequently worked tOWards increaSing‘thekefficlency of o g

§ | o the algorithm by improving the methods of making;assignmenté and of | |

selectingrsubsequent_nodes,

He improved the efficiency of making assignments by considering

single;facilitieS’rather than pairs. - With the pairwise-assignments

there-are~KK;pOSsibi1ities to be considered when feasibiiity is

disregarded, as it is at this point. By considering single facilities

the possibilities are reduced to;NNg'butaproblEins‘createdcin

' determ1nlng the cost of the assignment. Turner overcame this with ,,

‘& recursive relationship for the successively assigned facility costs.

mhevmethdd”of'sélegtipg subsequent nodes in the decision tree

was improved by adopting a more forward looking branching method.

e T
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The unassigned facilities are ranked by the relative amounts of flow

associated with them and the busiest are assigned first. This tends

‘H:‘:*‘I.':l

to place those .facilities with the higher activities near the center

of ‘the floorspace and those with 1owe% activity*near-the perimeter. | ﬂ
, | A similar short cut will be used in the partitioning techniques | !

described in the next chapter.

Turner reports that the combination of these modifications |

| greatlyHre&ﬁceS'ﬁhe computer time spent on each nade,and-results.in
a significant increase in efficiency. A flow diagram of his algorithm | |

is dinecluded at the end of this thesis as Appendix A.
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.V ~ THE PARTITIONING MODEL -
A feasible method of decomposing the problem into smaller sub~

sets is needed,.aﬂ&;a,possible procedure is to group the facilities

by a hierarchy of mutual flows. Those facilities With:a{highfdegree

of inter-flow will be considered fgr groupingifirst,Taﬁd those having

lower degrees of flow will be subséguentLY5assigned, The distance
between locations will be temporarily ignored, since no effort will
be made to associate facilities with.locationsmduring‘the'decampos_
ition. Once all of the facilities have been allocated to groups,
‘the groups can be arranged in an optimal manner. Finally the
facilities-can.be;opiimally=arrangedﬁﬁithin'their.respectiveugroups,,
‘;A search of the literature ". produced few
answers for the questions concerning grouping techniqﬁe. Most of the |
 Qork doﬁe‘wifh;hierarChie?l grouping concerns statistical sampling
aﬁd.the<minimization~of'intraegroup variance. While -none of these

techniques directly applied to the question atfhand?“ﬁhey*suggeste&°

two methads;fbr'the grouping;@f facilities. wkesefmethoasgare
(1) grouping with cumulative external flow and (2) grouping with

non-cumulative flow.

The Cumulative Flow Method

When individual facilities have been grouped, they are then
ﬁegarded,as a single entity and.thetrea$ment:of'theflowsbetween.
external facilities:and~the,groupﬁmust now*be_reaev;luatéd. The

cumulative flow method considers the group to be a sum of its parts,
and therefore sums the flows from each externéi facility to all

'mﬁmbers.df'yhe group.

|
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Consider: the following example of six facilities that are to - . |
be clustered into two groups of three each.
To 1 2 3 k 5 6

> 1 5 0 1 0 10 | o %~ B

6 |o 3 o 6 10* o0 : . _
The flow between facilities 5 and 6 has the highest value, so | N
.these_faeilities are candidates for a group. :They-are cambined into - B
one entity, facility 5?6, and the dimension Of'tﬁéjmatrixis%redﬁcéd

by one.

o 7 | B “ N  ‘.§
Note that the flow from L. to 5-6 is now seven units, which is | i

the sum of flows 4 to 5 ( 1 unit ) and 4 46 6 ( 6 units ). The
_highestff;oGnOW is that from 2 to 5-6, so facility 2 is a candidate ]
for the group containing 5-6. There is room available in the group,

so this combination is made. . o S S
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h L 0 0 T

.?+5—6 6 “~3_. :T; 0

The highest flow remaining is between 4 and 2-5-6. Since
group 2-5-6 is complete, the flow from L to 2-5-6 is blocked from

B \ | .
the matrix and the process continues.

| | To | 1 3 Y 2-5-6

From

1 0 2 L 6
3 2 0 o0 3

L I o0 0 X

6 3 X 0

Sl

| -y

Again the hi gh_es't flow exists between' an external facility
.and.the'fﬁll'group,“so\this-fiow iSélso'blodked.from.the matrix.‘
«EVentuallythe~twg.groypsof*facilitiesAl—3-h and 2-5-6 wili b-e.T
gcompleteq;’ | : | I | '

F ‘Théré is néver an-advantage.in‘the'unséaxiﬁgof aprefiousxyL
assigned member of the group in favor of a subsequent faéility57as
thépassigﬁments are made in tﬁegOrder of descehding hierarcny. No

-snﬁseqﬁent facility cén be%moréfavorable for the group than one

I

:Aa%ready assigned. A flow diagram for this procedure is given

|
!
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in Appendix B.

38

The Non-Cumulative Flow Method

-~ | o
This method of clustering considers the aﬁtractignjbetween

individual facilities rather than that between a facility and the
group. When facilities are grouped, the external flows are

established by-the‘highest single flow to any member of the group.

‘Therefore, subsequént.aSSignments to the group are made on the

basis 'of the degree of flow between‘tQQ facilities. Obviously,

there is no difference.between this method and the cumulative one

if only two facilitieﬁ.are to be assigned to a group.
Consider the flow matrix of the previous example for the

formation of two groups.

6 | o 3 0 6 io

The flow between facilities 5 and 6“iS the:highest, so they

are grouped into one entity.
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) Y 0 o o 6

56 1 5 0 6 o0 - E

fNOté=fhatwthe flow from 4 to 5-6 is now six units rather than -
sﬁven¢aS'BefGre, This value was selected as the higher of flows

4 to 5 (1 unit) and % to 6 (6 units). Again the matrix is reduced

in dimension by the comblnlng of facilities. The next s electlon is

the flow from L4 to 5-6, so facility 4 is added to the group.

From

1 0. 5% 2 L | o
2 | 5 o 3 5

3 | 2 3 o 0

4-5-6 [ 5% 0 0

The next level of flOW‘lS five units and there are tWO flows at |

thls value. Faclllty;Z cannot be added‘to-the'cluster of ha5a6, SO_

‘the flow between 2 and L-5-6 is blocked fram the matrix. This

l

*lleaves the hlghest flow between 1 and 2, which are joined as a new

group

= -
_— —— —— — — — e, i




ween groups 1=2 and h~5~6

.Whlch must obviously be blocked from the matrlx This leavesf@ﬁlyt.‘

the, flow from 3to 1-2, so t‘h;;e flnal group 1s complete.

|

’ : ' o !
Note that this method has fermed groups of facilities 1—293 : 3 E
and L4-5-6, Where the cumnlatlve method formed groups of l«B«h and E

2-5«6. The=meth0dsﬁw1lliueuallygproduee different results,~except'

fer the case of two fac1llt1es per group. A comparisen of the

effects of the two methods on the finsl results of a preblem.w1ll be

‘made in the next chapter. A;flgwpdlggrameef thefmethod lsgglven‘1n3

ne T

~Appendix B.

The Complete Model

The groups resultlng from the decomp031tlon can be epthalLy
arranged.by the branch andﬂbound.technlque. This technlque;canﬁbe

’:applied to these;grouPs at two levels. f@ne is a "macro™ level to

find optimal relativefpcsitions for the groups, While-thefsecond'ie

a "micro" level to arrange the facilities within their respective

- groups.

The number of groups to be formed and the relative configuration B g}

of their positions must be submitted by the user. The model assumes = R




:#l

‘that all trgffic bétWeengroupsorigina$ESand terminates at the -

centroid of the aréa, which iS-Similar to the assumption made

'cOncerninggﬁhe tfaffic between the»individualfaciliﬁies.
Theﬁmoael proceédS~tQ~partitiOn the facilities iﬁtoLgrqups,

- to locate the groups, and to assign_thé_facilities withﬁﬁ each of

»5the groups-.  The‘resu1tant layout is the tested for possiblg I

?imprbvementzﬁy'rotaiing:each group about its centroid and also by

créatipg and evaluating the mirror image of each group. The justi-

fication of this improvement technique lies in the fact that thé

' relative positions chosen by the branch and bound algorithm are not

alfere@, while the distance’betweenCommuﬁicétingfacilitie$5tﬁat
7are»located~iﬁ:different;groups may be reduced. This pbssibility.
for lmprovement results frqmthe»aSSUm!tién that macro £ravei
~originates and terminates at the centroids of the groups' aféasl"
AfterithelayOuthas"been igproved,ifpossible, aﬁd then

- evalusted, the final é&signménts and the total cost are written out

-On:thefc@mputér’s‘pfinter. A flow diagram of the model is given

in Appendix;C.
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VI - EVALUATION OF CLUSTERING FACTORS

Five factors associated with clustering were selected for the

evaluation of their effects on the solution to a facilities-location

assignment problem. These five factors appear to have the most rele-

" vance to the partitioning of a job shop layout problem:

Clustering Method - This factor pertains to the two methodS‘that;

were discussed in the previous chapter. These methods are (1) the , o |

clustering of facilities with cumulative external flows and (2) with

Aon-cumulative external flows. . - B "

Divisibility Factor - This concéerns the numbei of’facilities to

 be assigned and whether this number is a prime or a non-prime integer.
Non-prime numbers of facilities (such as 5 or 13) are not conducive

to partitioning. This factor creates considerable difficulty in the -

AW

selection of partitions and their geometric configurations.

Number of Facilities - Thisfactor ¢oncerns‘the size of the

complete problem: It should be of considerable interest_tDLknOthow-'

the problem size effects the quality of the solution.

Number of Partitions —~This;pértains to the number of sub-sets
that are created from the complete problem. by the partitions.

Configuration of Partitions - This factor defines the geometfﬁc  ““  :i

configuration of the arrangement of the partitioned locations. The “ ;

~ shape of theée'locations'Should have a significant effect on the final

result. This factor is defined as being either linearly or centrally

i
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h3

ured. Figure VII shows an example of how efght locations can

| - - | s
be partitioned into either linear or central configurations that
~ accept two groups of four facilities each.

i

2 3 Ly

o] -

Linear Configurations

Basic Floor Plan

" 0

Central Configurati¢ns

FIGURE VII
An Example of Linear and Central Configurations
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The Experimental Design

It is obvious that the partitioning of facilities assignment

problems is unnecessary for problems having less than nine or ten

facilities, since these small problems can be solved in reasonable

times by the branch and bound method. For the purposes of this
study, it is desirable to compare the results of a partitioned
problem to the true optimum sqlutign,'and optimum solutions are un-

known for the large problems. Therefore, it was decided to create

small problems and to solve them twice, once by the branck and

:boun&-teéhniqueiand.bncerwithwthe_Partitienipg‘mode1;

Four basic floor plans of five, six, seven, and eight locations

were chosen to evaluate the model. These floor plans (Figure VIIL)

are similar to those used by Nugent, et al™ in their study. The

“floor plans for five and seven locatibns,;nQnaprime,divisibility

factors, were augﬁentea~with~d*QfliOeations to faéilitate<multiple

“siZEd'partitiOﬁs-thatgis made by the model.

5

A normalization of the results is.néede&te,provide;a-cbmmon

i

basis for the comparison’ of problems of different size. This

‘normalization was chosen as the ratic of the partitioned solutions

true optimum solutions:

PR
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Five Location
Floor Plan

Six Location
Floor Plan
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Location

——

Seven Location
Floor Plan

. \' Eight Location
| | Floor Plan

FIGURE VIIT
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Partitioned Solution
True Optimum Solution

Inefficiency Ratio =

A ratle of unlty 1mp11es that the two solutions of the same problem
‘Were equal, Retlos hlgherthan one indicate the measure of addltlonal
cost 1ncurred due tEDthe partitioning of the problem,'

! One-hundred prdblems were created for each of the four floor
plans by generating the 1nter—fa0111ty flews ﬂTheseéflows'were Created
.Wlth the IBMéllBO computer and a-randam number‘generator~ The values
of - these flows were unlformly distributed between 0 and 10 units to
approx1mate the JOb shop layout problem. These problems were flrst
solved.by the branch—and—bound algorlthm,to produce the Optlmal |
| solutlons, and then they were solved by partltlonlng to yleld the
lnefflclency?ratios. |

The one hundred inefficiency ratios that resulted from each

I | : - :
experimental session were averaged to give a mean inefficiency ratio.

According to the Central Limit Theorem, these mean ratios can be
assumed to be normally distributed due to the large sample size§; |
Thisdnormsliﬁy-alldezan evaluation Qthhe results by analysis of
fﬁariance ﬁebhniques.

Analysis of?Variance

The presence of several factors;at~differeﬁﬁ-leve1sfo£treatment

:suggested-the;pdSSibility-of using?the*Yates?teehnique for the analysis"

of variaﬁcet Thisitéchnique”is.a;simplifiedhmechanical,methoddfqr-

determining-fhe total effects of the'factdrsiinvolvedsaﬁditheir“intef;

actions in a two level factorial experiment. Therefore, the.expefhment_

was structured to evaluate the five factors at two leyels each, Which

SruenE oy "
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‘the treatment, such as algorithm used, are not actually used at

. s . - SO o ST A
LN ;. SR o SRR

recorded on Table III.

's1x (the nuMber of 4 and 5 level 1nteract10ns) glves a p@oled estxmate

Square Ratios" for the other sources (Table IV). "The'significant'

- St L ., : L et et te e T T R T Y S NI R L e T pi-i

made itfa925 factorial experiment.

The application of the Yates technique;requires-alphabetiCal
A - Partitieningumethod,
B —,Divisibility_factor
€t~:Numberef:faeilities_
D - Number of partitions
E - Confisuratisn»ofpartitious
Table I lists thetfaétors,'theiflevels.ef*treatment;-and.cerrespeuding

i
|

aliases that were used in the experiment. Note that some factors of

different levels, but that the»definition_is arbitrary. This is a
Table II gives the.mean<inefﬁieiency-ratios that were observed
for each of the combinations of the treatments. This experimental

data was then processed by the'XateS‘féGhﬁi@ﬂé‘ahd*ﬁhe,reSultﬁiare

'To-prcvidemau.estimatien of the varianeeg’thegfdur and five

 factor interactions are assumed to be zero. This permitszthe total

of the squares for these six effects (1ndlcated in Table IIT by an *)

to be used for the re51dual sum of squares. D1v1d1ng thls total by

Qf“the*varlanee. This estimate is then used to calculate the "Mean

ratios are denoted by asterisks and.are?keyed,to the critical F ratios

R R e ‘
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Factor Levels with Corresponding Alaises

Divisibility '”fBO

Factor - Not a Prime Number

51

Primé Number

- e —

Number of | | CO | Cl
Facilities 5 7

e T IR

- Number of Dy Dy D Dy
o Partitions 2 3 2 .k

R =

Configuration

Linear

Central

Linear Central

AR e ——————————

” | A,
Algorithm 0 L
Cumulative - Non-Cumulative

Aj

Cumulative

Aq

Non~-Cumulative

TABLE I

EXPERIMENTAL FACTOR LEVELS WITH CORRESPONDING ALIASES




G

1.0771

1.0528

1.0762

1.0363

1.0607

1.0453

LAYOUT SOLUTION INEFFICIENCY RATIOS WITH CORR

TABLE IT

R

1.0381

+
1.0410 I

1.ou72I

SR

SPONDING FACTOR TEVELS
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. Treatment

Combination

Inefficiency

Ratio

(1)
A

B
AB
c

" AC

BC
ABC
D
AD
BD:

ABD |

ACD
BCD
ABCD
E
e
BE

ABE
CE
ACE
BCE,
ABCE
DE
ADE
ABDE
CDE

 £0§3
- BCDE

ABCDE

TOTAL

- GRAND MEAN

* - L and 5 level interactions used for the residual sum of squares

- RESULTS OF THE EXPERIMENT AND OF APPLYING THE YATES TECHNIQUE

1.0L66

1.0502

1.0546

1.0501

50 .

Average
Effect

| N

~2.125x10"

-32.37Lkx10"

2.249x10"
191.750x10_
-~0.125x10
-T79.875x10"
-2.749x10"

-153.499x10"

2.125x10"
36.125x10
~-2.249x10
56.999x10
0.125x10
-58.87Lkx10~

2.7h9x10,

-82.999x%x10"
16.874x10™

8.124x10"
14 .000x10

—lOO:h99XlO—

23.375x10

66.12Lx10

-4.499x10"

-1h:000x10_
-2k . 749x10"
-23.375x10

=21.875x10

4, 499x10

TABTE TII

)
L

L

N
)
L

)
)
)

L
Y

v

L

L

I

)
)
)

Sum of
Squares

0.003xlO"ﬁ

0.838x10
- 0.00kx10
29.h1hx10™
0.000
5.104x10"
0.006x10"
18.849x10
0.003x10
1.0hkx10
0.00Lx10
2.599x10
0.000
2.773x10
0.006x10
5.511x10
0.227x10"
0.052x10
Q.lSGXlO:
8.080x10
0.437x10"
3.498x10
0.016x10
0;06leO_
- 0.227x10
- 0.340x10”
0.156x10
0.490x10™
0.437x10
0.380x10
0.016x10

L
L

M

)y
)
N
A
N

)
by
LI-.
L
)

N

L
X
L

) %
L
) %

*

)y %

o
3

§
3
|
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BD
BE

—— AT
SN
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- SOURCE

HY o W

AD

c

ABC

: ABD

ABE
ACD

~ ADE
~ BCD

BCE
BDE
CDE

Y AND 5
FACTOR

INTERACTIONS 1.031x10~

TOTALS

|

SUM OF

SQUARES

O.
0

29.
18.
5 .

OO0 WNOOOOOO

oo3x10”t

.838x10"‘h
hihx10"
8h9x10"h
511x10

.00kx10™H
.000. )

. 22710 )

‘thX1o-u
.Ohhxlo—u
.052x10:h
.599Xlo;h
.080x10 N

__,_;,,u
*QQ6X10_A

_a
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DEGREES OF
FRELDOM

N

80.75;x10-4

‘Bignificance limits for F:

e

NEOH R R R R

e ] Ry

6

31

F1,6,o.95 -

Fls6,6-99

- TABLE IV

MEAN
SQUARE

0

5

H \ul O

oo N

'°O3X1O:u
0.

29,
18.

OO WMN OO

L

838;x10_h
hlhxlo-h
8L9x10™

3
3

.T8%

.0 %%
,75***

|

ANALYSIS OF VARTANCE FOR SOLUTION INEFFIC

.sllxlo’“

-MBTXlOZQ
. 227x10
.T73x10"
.498x10"_
.340x10 L
.490x10"

3 .

172x10™"

MEAN SQUARE
RATIO

0,021
L,955%
173.8L48%%%
111.408%%x*
32.5T2%%%.

L ]

1.346
30.166%%%
6.1T70%%
15.362%%%

h7.756***

2.583
1.3L46 |
16.389 %%
20.67&***
2.011
2.896

INCIES
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fdiagonal of this matrix yields an absolute minimum cost, some of

N S R R e e i Z

~in the*pursuit 0f'a.local_bbje¢tive, namely the proximity of highly'
: C | | _ "

|

52
listed at the bottom of Table IV.
From these results, it can be seen that there were ten sources

ofisignificant;eﬁfects within the range of treatments that were

é .

evaluated. Of the fivé;main‘factors, only the partitioning method

was insighificant. The divisibility factor (B) is mildly significant

at a level of ten per cent, while the factors of problem size (C);

_w.humber%0f partiﬁions (D), and the configuration (E) have strongly

significant effects on the quality of the final solution.

The diviSibility,factor~andnthernumber:Qf'partitiQHS‘havefa

significant interaction (BD) at the five per cent level. This is

. | L ; L o L
uinderstandable, since it has been noted that a non-prime number of

locations is difficult to partition-effectively.

[ "%
|

'Thefnumher»bf_facilities interacts StrOﬁgly with th@_divisibility |

factor (source BC), the number of partitions (CD), and the configura-

tibn‘(CE),‘.Apparently'the quality of the pérﬁitionedﬁsqlution'Wil;.

ﬁ-déérease significantly as the problem size increases, if the decompo-

sition is not limited to a minimum and the partitions are notecentrally 

configured. This conclusion is supporfed”by'the significance of the -
three factor interactions, BCD and BCE, at the one per cent level.

i

. explained by comparing partitioning to the ranked cost matrix of the

'5GavettePlyter algorithm. While thé set of assignments falling on the

'”thesemassignments must be traded off to achieve feasibility. The

[

.{hierarChical clusteriﬁgfmethods.ovgrlﬁbkfsu¢hwglobal consideratiqns‘

l

!
|
|
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related facilities.

Qhée'thesé clusters have been formed, the"trade-offs for over-

all;éfficiengy'arEﬂpreClUded. During this exPeriment an attempt was

made to inﬁluﬁé‘a_subroutiﬂe*that+would:make such:an.exéhange of

facilities between groups, if the cost could be reduced. However, this

routine was an_assignmentalgorithm:in»itselfﬁand‘causeda‘prohibitiVé
gsagé“of'time, éo it was deleted frgmstheﬁmodel.

It can be concluded that the'best par%itioning straﬁegy‘is to
¢reate'the:minimum;number-qf:ciusters that will maintain coméutational
;fé&SibilitY‘within‘the groups. The number of facilitiés‘in a, grgup

As was expected, the configurationﬂof'the1p~*ﬁitionedfioor

plan has a'very'significantseffecton the quélity df'the solution.
'Since thézfagilitiés are clustered by the degree of mutual flow, they
ghgqid'be_QIQsely?lacatedg and configuring the.locatidﬁssin.ajlinear
‘arrangement tends to separate the facilities rather than to join

them. A partitioned assignment problem should use configurations

that are compact and are*uniformly distributed about their centroids.

Comparison to Heuristic Techniques o o a
Now that the proper choices of partitioﬁing strategv-areknown,
‘the partitioning1t80hni§ue canbe.COmPared.tO‘the_beftEriheuristic
lmethods'oquclvingrthe~samé problem. The resultsbf~th¢ Nggpnt4l
study can be‘use&.as~the vehicle for suCh a camparisoﬁ. ( |
The’problemg’ﬁith twelve and.thirty‘facilitieSVWere‘chOSenvﬁrqm-

3

e
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Problem Partitioned Solutions - Hillier's 1963 Hillier-Connors - CRAFT

MR $U090909090 e

e

Size ° Cumulative  Non-Cumulative Algorithm | Algorithm

2 315 313 317 - 310 296

00 3359 3459 367 3206 3189

. Cost of Final Layout Versus Problem Size

-~

Problem Partitidning m Hillier's 1963 Hillier-Connors CRAFT
Size Algorithm Algorithm

e e e

12 - 37 sec.¥ | - 55 sec. 19 see.  T0 sec.

30 . 20k sec.* 398 sec. = 285 sec. 3150 sec.

i

* Times normalized to the GE-265 computer

;TABLEfVI | ; i o o .

COmputérfsQlutian,Times'VézsusaPrdbleﬁ size'

_ T e Co - ™
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"with the partitioned branch and bound technique. ~Such a problem

shqﬁld.require,approximate;y twenty hours of‘eomputer time. SN
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those used in that study. The twelve facility problem was partitioned

into two groups of six, and the thirty facility problem was decomposed

inte five groups_ofsix.  These partitions allcwed the maximum sizest
of groupe~with centrally configured locations. ,The‘solutions to these
prOblem;'with.the-CGrreSPOHding'results asfreported by Nugent are
givEn-in;Table'V.

| The partitioned solutions are definitely eompetitive.for the-
twelve facility preblem@'butthe inereasedeamount of partitioning.
that is necessary to accomodate the large problem causes the solution'
tohrun from 2.8% to B.M%.higher'thanAthe heuriétiC'SﬁlﬂfibnS- It
must be conecluded that the heuristic techniques are as good as, or.
better than the. nartltlonlng technique, when quality is the main

Crlterlon.i

.The:chmputingftimes for these problems are given in Table VI.

. Note that the times for the_partitioned”solutions_haye beenenOrmalized4

| 7te appreximate*the ruhningﬁtimESﬁén;a»General Electric-265 computer,

which was the machine used in'ﬁhe‘Nugent etudy; The partitioning
m@thed:iSVnot only competitive in the lower range; itnis clearly
superior in-the~upper'ranges of problem size. This advantage 1s'.
relatively unlmportant for problems in the twenty to thirty fa0111ty

range, but it could mean that partltlonlng is the only fea51ble

I

_«techleHﬁ fbr*truly-large problems.

A problem.W1th one hundred fac111t1es, ten groups of ten fa0111- |

ties each, is the approx1mate upper limit for computatlonal fea31b111ty
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VII - CONCLUSIONS AND RECOMMENDATIONS FOR FURTHER STUDY

The*fraDCh and'bOund;tEChniquecan produéeoptimum.solutions fgr
:facilities”aSSignment problems'that fall within the current limit'of
computational feasibility, which is approximately ten facilities.
This limit can be extended to problems with one hundred facilities
by partitidning them;withihierarghical clusterkng techniques similar
to fhosé usedin'thisnthesis,’-Aproblem;ofthié magnitude can,be.; 4
expected‘fo require frbm.fifteen to twenty hours on the IBM-360/50
Acomputer;

In the 1ower'range~df tentotwentyjiacilities the'partitioning
te¢hniqﬁe equals the speeds §f the heuristiéalgorithms of Hiliier,,
Hillier and Connors, and Buffa. In the range above twenty facilities
thé speed of the partitioning technique is superior to;theSé Same
algorithms; . .

.This increase in speed and the resultant increase in pfdblem
‘cap;city~is.agcompanied by g'decreaSe in the qﬁality of the final
solution. in the loWer[rangé of problem size, ten or twelve facilie:

ties, the partitioned solution is competitive-with the heuristic
- solutions and there is no significant differencé bétween them, At
the highest point tested, é thirty facility problem, the heuristic
solution; average from 2.8 per cent to 8.4 per éent better than the
‘partitioned solution. This superiority bf the heuristic algorithms
Can'béexpected to increase with problems of even larger size. How-

¥
%

ever, the heuristic methdds'will_rapidly‘become computationally

- infeasible while the partitioning technique remains ﬁsaﬁle.

%
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There are two factors concerning partitioning strategy that the

analyst should consider when solving a'problémpby'the partitioned

branchféndTbOund_technique. First, the problem should be decomposed
ihto the minimum number of subsets that will maintain computational
‘feasibility. Secondly, the number of partitions should be chosen to -

‘facilitaté the bbnfigur&tion Ofgcentrally arranged'locations,to

recelive these facilities. The éonfiguration of these locations
N should be compactly and uniformly arranged about the centroids of
the groups in order to minimize the cost of thé final lagyout.

It was found that a problem with a non-prime number of facili-

ties is difficult to partition effectively, and must be imbedded

v in a larger problem that has a prime numbér. This is a minor diffi-
culty and should present no serious problems in<actual layout prac-

tice.
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Recommendations for Further Study

Since this study evaluated the factors effectipgithe solutions

achieved by decampdsing facilities assignment problems, theAdeﬁ%ity'

fo'the:inher—faﬁiIity fl@wﬂmairixﬂwaszﬁurpgaelywcverlooked~ This

factor is &an atfribute%0f thejpr6blem“tha$ is not contrallable'byf
the analyst, so it was considered tOHbe_outside~thescopé-af the

study; The worse posgsible case Was~aSSumed*with.approximately;ninety;

%PETCGHﬁ'Of'the=facilities communicating with each other. However,

it seems intuitively appealing to assume that the quality of the final

| Shquldfbeqfather easy to modify the model’used.in,this<theéis to providé ; jv”

iBéSearéh-infﬁhis areaﬂmay‘prove-br»&ispréve-this;hypothesis5:andfmaym

combination of, the first two recommendations.

solution will improve as the density of the flow«matrixndecreasestf

}

~determine a relationship between partitioning policy and the percentage’

of zZeros in the flow matrix.

A second area for further study stems from the limiting factor of

divisibility that was found in this study. Since it was found that .

certain odd numbers of facilities are excessively costly to partition,

‘the concept of unequal partition sizes seems very attractiVe, It

i

.
f . . .
such a. feature.

?m A,ﬁhird area:of'similarfresearchzis.rélaieﬂatbjﬂand éouldfbé a

i

This suggestion

ecncérns modifying the model to permit the clusteérs to continue
growing in size as long as there is a high degree of flow between the

group and other facilities. Of course an upper limit on the'clustéb

E

{ !
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Compute committed assignment bound ti-j(i) from
. |

recursive formulas, selecting C . : from C .
| | | Xast(x)aJ(Y) Sr.

Ccmpute’lower bound from Uncommitted
1b. () = t. ()+ Min C. « [ o -
1sJ\1 aEDAT g=i+]1 1339J(1)9J(S)

Yes

Unassigned

No J=Min | w=j+1,j+2,..,N+1

b = b. .,.
cu 1,5(4)

for solution X

cu 1=1+1

i=i=2 Yes

Unassignedi
_j=Min 'W=l,2,..,N :3

X is optimal
cu

with  cost bc

Flow Diagram for Turner's Branch. and Bound'Algorithm
Part 2
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Reduce The

Matrix Size
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