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APPROXTMATION TO THE
DOUBLE SIDED DISTRIBUTION OF
‘A STATISTIC FOR TESTING NORMALITY R

[

by

- ABSTRACT

n.

/

" 'The MB stati stlc and associated MB test has been proposed

for use as a test for normality. Use of the test requires

»

knowlé&gé=offthe distribution Qf-ﬁhe;M} statisties. Originally=

this distribution waé-db@ainea?from:samples drawn under ‘the null -

hypothesis of normality by the meﬁhbd-of*empiriga; sampling.

2

Expressions are now aveilable which can be used to approximate

the null diSﬁributibn,OflMBj ~Theée apprgximatingqéxpresgioﬁg;:

aref@ependeﬁf*only on the size of the régdgm sample drawn from

fheipépyﬁéﬁipn heing'tésﬁéd.for~thé_property @f~normality? and-
can be applied to samples of sizes six to orie hundred. The

expressions are capable of yielding both a frequency ai stribution

aﬁd{a-cumulétivemdistfibuti@n_whi@h are extremely ¢lose to the

A
v

gamplingi

This thesis aéééribes7the.deriVation of the expreSsions

which approximate the MB distributions. Also described in'détaili

.is~theutilizaﬁicn»af'the MB test for normality where it is

shown how the approximating expressiong can be used to ealculate

and confidence levels for hypoth esis testi ng.

- .
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Y ABSTRACT

1ThejMB;StatiSfiC andﬁassociatad'MBsﬁest~has'been’propbﬁed
for use as a:test fdrinarmality, Uséaofiﬁhe'MB-test reQuiréé ‘
a ;kncwledge of the dlstrlbutlon of the MB statisties. @rlglnally
.thlS dlstrlbutlon was obtalaed fron samples drawn underlthe null
hypothesis of nprmallty by the method Of ampirical.samplipg.
Expressioﬁs are now available which can be usedato‘approximate

the null distribution of MB. These approximating expressions

are dependent only on the gize of the random sample drawn from

the population being tested for the property ofinﬁfmaliiys-anﬁw

can be applied to samples of sizes six to ome hindred. The |

expressions -are capable of yielding both a freguency distribution

and a.eumulatiVe;distribuﬁian-whiphzane extremely close tﬁ;?he

empirical distributions of the MB statistics obtained by empirical

.samﬁliﬁg;

fThis-thasis iascribessfha ﬂerivation~ofitheexpressioas
‘Whieh.a@@rgximate-%hefMBrdiSt?ibuﬁionsm Also deacribéd in detail
is the utilization of the MB tast for normality where it is
ahowh how the approx1%at1ng expresslcns can be used Fo calculate

critical regions and confidence levelséf@r'hypdthasia testing.




CHAPTER 1
INTRODUCTION -

A statistic, labeled MB, has been proposed and ddtumented
for e o o test for IlOI‘mallty (1)." The Statlstl ¢ 18 independent
e Froviedse of the me an and standard deviation of the popu~
latln being tested for the property of normality. The value of
the MB statis tic msay be readily caleulated from & completely,
%r&n@Om"Sample\gf.amY;size fr@m’thé'unknownﬂPOEUlatiOn. fo order
to ﬁtl lize the MB Statl stic .as & test of normali ty ., th e f dlS tri= |

bution of MB derived under the null hypothesis of normality is

required. wull distribution provides the basis for ch oosnlg
a critical region for the rejection of the alternative hypothesis..

In reference 1, the null distribution of MB was rertved vy

the method Of e j-rj-C‘al‘k S8 ling from a normal p@p ati | Ol’l, and

was then used to analyze the power of the MB test against,several
- types of non-normal populations. -The null distributicn of MB

was obtained by empirical sampling rather than mathematical

analysis becduse of the complexi ty of the joint dist rlbutl on of
e method of utilizing the MB test outlined in reference 1
h a.s the drawback of need 1n g to have on hend the percentl s

the empirical distribution of MB, or having to. generate the null

distribution of empirically for each sample size under consid-

eration. The present thesis deals with the d Yelopment of




approximations to,the null and cumulative dlStrlbU_‘tl ons of MB as.

functions dependent only upon the size of ‘the sample drawn from

the unknown population. Such an approximation to the cumulative | (> B

distribution of MB would yield the percentile values for the MB . | —

statistic, and would theref@re, have appli catlon in the area of
. the testing of unknown populations for the praperty of mormality.

P2




’ MB STATISTIC AN

The MB Statistic for a sample of size n is defined by ﬁhef

equation:

where. h'a

Ml
I

and

Under the hypothesis of normality, the distribution of x is:
f(x,) = — e 2 ok » Where u and

a aré‘the unknown population parameters. In order to have

application as a~gucce33ful'féstier'normalityﬁ the distribution

of MB ﬁ”d@r'thé nul

1 hypothesis of normality should be well
defined and expressible in terms of percentiles as .a function of

lar, the median of the null distri-

théfsampiezsizey. Th “partieid
bution of MB for a given sample size was defined in reference
one aScheMB va1ue of’a’”pepfect"hnormal sample. A simple
relation was ﬁhén foﬁnﬁ.which_éXPreSSQd'MBAmédian as a function
of the sample size. |

Departures ern,théqpropertyfof'ﬁormality Qf~a_pbpﬁiatidn

-~

]
i)
s



may be classified ds due to eitﬁér bimpda1ity’or:lgﬁg&taile&néss

(outliers). 'Theaetdepértures ﬂause*the;waluefdf”theﬁmg statistic

ation to depart from -

calculated for a sample drawn from the popul
thé median value of the MB distribution derived under the null
hypothesis for the given sample size. The test for ﬂ@r@ality
fUSng MB*wi11havecritical‘regions removed from the median of
the null dlstrlbutlon of MB and'w1ll 1nvolve a double sided test.

& | X:

The double 51ded MB test is defined such that the farther a

sample's.MB%statistic ig fr@mntheﬁmédiaﬁﬂvalue,“ﬁhe;gréaﬁerﬂthe~
probability will be that the sample was drawn from & non-normal

population. Values of the MB statistic larger than the MB median

lation from which the
| ;
sample was drawn, while values less than the MB median 1mply

for a sample imply bimodality for the popt

outliers or long-tailedness for the population. Table 2-1 gives
Valuéshof=MB:Obtained.by=empiricaldsampling.for-séléctedpercent—
‘agépoints below and-above the median wvalue for several sample
sizes.

The MB statistic is the basis for the MB test:

:‘q:

Ho: A random sample comes from a normal population against
the alternative hypothesis,
Ha: A random sample does not come from & normal population.

, several

J z

types of?testhmay?herpeerrnedéoh:ﬂhefandemtsample:drawn from
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unknown population. The type of test selected depends on the

_1nformat1©n desired about the poPulatlen from which the sample is
taken The types of tests are described by the follOW1ng cases:

hCase l - Double Slded.MB Test

This tést is used to estsblish the Qritieal.regieﬁ.ﬁbr-the

acceptance of Ho. The steps are:

1

1. Given an error of the first kind; Pr { is in the -

critical regl on if Ho is true } = ]_ook up - 1n ,

T

o -a

2. Compute the MB statistic for the rardom sample of n

elenments, x .,Xh,:uSing'the;fdrmula-in section 2.1.

1 2,,, .
3. If the MB value is inside the range [MBL , MBU 1,
| ue | +a . =a
reject Ha in favor of Ho. If the MB value is out81de
the range, then it is in the critical reglon and Ho
cannot be accepted at thisﬁleveifof @ .
For example:
If n'= 12 and a = 0. OM ~then MBL - = 1.379 aﬂdpMBU' 7:2,203,
Therefore, if the MB value of a sample 1s 1in the range
[1.379, 2. 203] tﬁ@halterﬂaﬁlvehypgthesisiﬁa-éaﬂjbggrejectedu

in favor of Ho at a confidence level of 0.0k,

Case 2 - PrOpertles of the Pqpulatlon o #

———

It may be determlned from the MB statistic caleculated for a

Sample whether the populatlen dleplays blmedal or long-tailed




characteristices. Thig is dependent upon whether the MB value ;' |

calcula¥ed for the{samp1é is above or below ﬁhefmedianzvalue_of

'~ the empirical null-distribution for the sample size in question.,
A;test-may'be:defined,in'Whiéh:a,confiaénéé-value~may‘bé found o |

on the rejection of Ha: A s a.mple comes from a bimodal type of

non-normal population. Likewise, a long-tailed non-normal

1ld be the subject of Ha. The steps reguired for

‘this type of test are:

1. Given a ran dom sample of size n with elements
Xl’X PR COmpute the value of the MB Statlstl c
us:Ln the formula in section 2.1.

2. Using Table 2-1, loc ate the upper or lower percentile

*baseduQHpthe choice of a“tg determine thé type of non-
n ormall ty and the confidence w1th which Ha may be
rejected.

For eiample:

1) Bimodal Population.

found in Tsble 2-1 is +80%. Since the value calculated foy
is greater than the normal MB medianfgr'n:1253thépopu1ati0n
from which the sample was drawn has a~bim0ﬂalleharaéterisﬁic and
Ha"maY”be~rejeeted&in favar~§f H0~3t a confidence levél_cf 80%.

| ii) Long~tailéd”(0utiier)_Popmlatibn-

If"n = 12 and the value~of“Mﬁfgalculated for the sample is 1.379,




the percentile found in Table 2-1 is -U%. Since the value calcu-

n = 12, the population from which the sample was drawn has a
definite long-tailed or outlier characteristic and Ha‘may be

rejected in favor of Ho at a low confidence level of 4%,

fif,ip is desirable to know only ifﬂa;samplé comesrfrom.ajbimgdal
(or long-tailed) p opulation, then & single sided MB test may be
used. iThe alternatiVe.hypothesis theh beEQﬁes} Ha: A random;
sample comes fromga7b;m@dal(or long-tailed) type of non-normal
population. -Thé.steps for this type of test are:
1. Given %he.error ofﬂhegfirstTkindJ Pr‘§ MB is in the
¢ritical region if Ho is true | = § 3 look up in
Table 2-1 for the eﬁiticélV&ldé éfwMB« The critical
value is defined &t « = 2§ and is MBU or MBL depending
| | Cww — )
on the alternative hypothesis that is being tested.
2. Compute the V&lué:Qf'ﬁh65MB-S@ati§tiE-fﬁr fhé_randqm

sample of n elements, x X5yeee5X 5 Using the formula

l ) f,
in section 2.1.
3. TIf the value of MB that is calculated from the sample

is greater (less) than the critical MB value chosen,

then Ho cannot be accepted at a confidence level of

®/2 =5, 'The population from which the sample was

drawn may then be said to have bimodal (or long-tailed)




characterls tics at the confi dence level of a/2 = §.
If the value of MB calculated from the sample is (less)

:greater:than:the Cri%ical-MB;yalue, théﬁ_Hagmay_be

rejected in favor of Ho at a confidence level of a2 =4§.

For example:

If n =12, 6=0.02, and the alternative hypothesis chosen is

Ha: A random s ample comes from a bimodal type of non-normal
population s the critical value of MB is at MBU = 2.203. If

the value of MB calecul
between MB median and the critical MB valué, MB less than 2.203 ,
then-ﬂama§ be rejected in favor of Ho and the sample ﬁéﬂ be.
sald as not coming from a'bimodal.type-of«nonhnoxmalipgpulatign
at a conf idence leVel Of - 0.02 . If the value of MB calculated .

for the sample is greater than the critical MB value 2.203, then

Ho cannot be accepted and the populsastion from which the sample

~was drawn can be said to exhibit the bimodal characteristic at
a confidence level of 0.02.

The single sided MB test is ‘not meani ngful for confidence
levels greater than o = 0. 50 When 5 takes on values greater
~than 0.50 the c rl tical reglon includes more than half of the
MB null distribution.

At the present tine, the tests described in this section
can be performed only for those sample SiZes.an@ ngfiﬁenceW
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gene rat e the MB null distribut 1on and calculate the percentile
Jvalﬁes desired. It is the aim of this thesis.to;qllb& ﬁhe‘quiCkz
calculation of MB crltl cal values for all confidernce levels and
f§r~aniasample size; the eaiculation'being dependent only upon
‘the_sample sizéw: This-Willbbelaccemplished.Eydériving a method

of approximating the MB empirical statistics in Table 2-1 which

were derived under the null hypothesis of normality.




[RICAL PERCENTAGE POINTS OF | b-STATISTIC FOR NORMAL POPULATION

LOWER VALUES (MBL)
. -a Level (based on median with a= 1)

3 s me ew ap e o s
1.128  1.118 085 .0kl .001 .960 . .922 . 880

. 281 276 2Ls5 .210 176 .131 .081 .033
.hos .381 .35 311 <273 .23k .18k
. 505 482 451 ol .393 . 356 .31k
613 .592 .556 . 521 . 192 458 b2
. TO5 683 655 .625 . 590 548 51k | \
. 866 . 840 .813 .78k . 752 .T16 .683 |
012 .980 . 956 .929 ..898 870 . 835
137 A1k .089 .061 . 029 .001 967
2L 226 .20k 175 .153 L1292 .08L
. 340 . 323 . 302 277 .250 .218 187
+556 .536 515 491 L0 IV L3
. 728 . T1h 697 67T .655 630 .603
875 .863 . 848 . 829 . 811 . 786 . 761
.00k .991 975 .958 .91 .922 . 896
;22h. .213 .197 .182 . 165 .150 .127
.393 . 379 3.363 °° 3.348 . 332 .313
546 .532 .519 : 506 . 189 473
.680 667 654 .6h1 627 611
. 796 . 786 T2 2759 . . TL8 731
. 898 . 886 .87k . 862 . 850 . 836
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TA}LEZZala.?EMPIgg%ALPERCENTAGE POINTS OF MB-STATISTIC FOR NORMAI
” LOWER VALUES (MBL) (Cont d)
- e Level (based on medla.n w1th a=1)

-873. - 7193 STTh . Th87 <135 ,715 .70k .699
128 841 . 805 . 786 LT79 0 LT65 751 . 728
281 980 .905 . 8lh 811 T LTS .75 .Tha
11 1.121 1.040 .963 .921 - .850 - .809 . 766
,513: L 24 166 073 .019 937 862 .841
1.363 .291 .210 © 1.133  1.035 966 908
.2h65;“ ~399 . 322 264 7™ 1.15) 061 956
637 578" .511 ATl 1.379 ) .209
.T87 725; 657 .601 1.510 ,379~
917 . 805 752 1.678
0L 917 B8tk 1.802
.1h1 ;013' :97TL 1.896

2

2

2

2

2

3

3

= (
O
00 \

G L

.378 .220 2.148
.570 435 5;360
723 59k 2
867
.099
204
L6
591 264 3.5 51 3. > oY

90 3,806 - 3.713 . 3.689 3.662 3.6L6 3.606 3.563 244
100 3.907 © 3.819 +  3.797 3.776 3.758 3:723 = 3.693 3650
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TABLE 2-1b EMPIRICAL PERCENTAGE POINTS OF MB- -STATTSTIC FOR NORMAL POPULATION
| : UPPER VALUES (MEU) (Cont'd)
H%xr Level (based on Medlan'W1th a = 1)
—ediw 3% e o

. 873 .191 1.253 1.301 1.331 + 359 . 369 . 379
.128 372 L Lo6 1.4 1.461 . 486 .502 . 509
.281 481 .520 1.576 1.60k .650 .679 .701
Lh11 60T 1.654 1.697 1.729 768 .803 .830
.513 .T23 .T63 1.800 1.828 . 878 .912 937
. 619 . 817 . 862 1.901  1.926 976 .013 .0L0
.T11 .909 1.945 1.991 .052 .085 L1128
873 062 2.097 2,135 . 203 .235 2T
.008 .196 2.226 2.275 345 . 375 . 395
2
D
2
D
D
3
3
3

\O o =3 ON\JF = ° =1,

10
12

.140 310  2.3k7 2,387 RIE .hop 526
. 250 10 2RIy} 2.478 .531 . 564 594

1.

1

1

1

1

1

1

2

_ 2

. 16 2
. 343 .505 2.535 . 569 626 664 .693

2

2

3

3

3

3

3

3

3.

L.

18
20
25
- 30
35
Lo
50
60
TO
80
90

€T

. 560 . 705 2.73h 2,764 . 816 .853 . 878
875 .898 2l

.005 . 035
.131 .154h
. 3365
.508
,773T.
. 892

.0L8
. 163
476
.63k
- 173
. 896
997
093

.002
143
.263
56
615
LT57
. 878
.978
.082

.OT8
.113
.228
g} ,
. 587 N
. 730
. 855
.961
057

. 730
. 879
. 007
. 226
') )40 6
.559
.690
.8@6 “

. 36 1 3
.531  3.55k
3.675 3.696
3797 3.818

907 3.927
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EMPIRICAL: PERCENTAGE POINTS OF MB-STATISTTC FOR NORMAL
R VATUES (MBU)

”f+a_Levéi (based on Median with a= 1)
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CHAPTER 3
APPROXIMATION TO NULL MB DISTRIBUTION

gﬁe-s%eps»iﬂvblved.in;@eﬁiving the approximation to the

normality are discussed in this chapter. The Johnson system of

frequency curves (3) was chosen as the system to be used for ob- «

taining the desired approximation.

Step 1: The empiri é.c:‘e_a;?l null dis-t-ributti,oﬁs of MB for twenty-
two sample sizes were generated on an IBM-360/50 computer using
the procedures outlined in re ference one ; w:Lth the exception of
the rahdomnﬂmbeT geﬁeraterz(2)- The SamP1€=SiZe§’Weré‘nzh(l>105
:12(2)29a525(5)M@y'aﬁdf59f19>lQO, 'Twalthausan&.values of MB were
generated for each sample size. |

Step 2: For each sample Size , the'values df~ﬁl anﬂ,ﬁg
were estimated from the empirical data. .

; 1s the
'eStimatorlegi’bzfig the estimator of B, and m, equals the

- ith moment about tﬁeénean.oftheemPiricaladistributionw The
estimates of B, and B, for each sample size were plotted on the
Johnson chart for determining the appropriate distribution
approximation. See Fi gure 3-1. It was concluded fr om the

figure that the Johnson SB_diSﬁribuiiOn“Wéuldmresu;t in the most -

reasonsble overall fit to the empiri cal MB null distributions.

A

oy
&
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The Johnson | SB probabllity density function, as applied %o

ﬁheaMB-staﬁistic, is given by the equation
| | _ 42 4
~(MB) = —T N > | [ 1B (3-1)
fWB) oo (B-a(e+xaB) &F —~57+"hé+x_mg »(3-1)

e ad

where eSMB S €+X, 9>0, ~coc Y<ooy A > 0, and —oco< e < oo.

Using the Johnson S, distribution.as‘an.appraximation to-the‘ﬁull |
'MﬂidiStribution is equivalent to expressing the»null distributiOn
0£;MB as a transformation of a~standard normal variate. Specifi-
| z=Y+7In[ (MB - €) / (€+)\-MB) ], | L (3-2)
Whefe e‘is the minimum MB V&lﬂﬁ,
¢+\is the maximum MB value, and
z is a standard normal variate.
Step 3: The J ohns on SB distribution requires knwledge of
faﬁryparameters;Whichzmust’be derived ffom.the.empirioal data.

These parameters, erm;equation (3—1?,;are-é, A s moand V.

The parameter € is a location parameter and is the smallest

possible value of the MB statistic. This parameter was set

equal to zero. The parameter X is a scale parameter and rep-
resents the range of values of the MB statistic. The value of
e + X 1is the largest possible value of the MB statistic which

1s sshown in reference 1 to be In(n).

The remaining parameters n and 7Y are shape parameters,
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and were estimated by the equatiors

| g —z

N T (33

’7\ =z;__-71ln [( MBl—.a -€)/( e+ —MZB ):’ ( 3=k ) o | ”

-«

where z o and z;  are the o 100th and (1- )100th percentiles

corresponding values from the empirical data.

>

The parameters 3 and Y were ealculated for a=0,01(0.01)0.20

tor each sample size for which an empirical null distribution had |

e

been generated up to n=50. Theiresults of these calculations sare
exhibited in Table 3-1, where 3 and Y are shown as functions of

Btep L: For the values c¢aleulated for 3 and Y , the wvalue

of;afwassﬁeedediWhich?yielded=ﬁhe_Johnson SB distribution that
best;hpproximated.theempiriéai-MB distribﬁtién; The Chi~gquare B |
_SOaaneSS of fit tes£~waé used to do this. In order“ﬁa compare

the distributions, the fangeHOf'the*émpiricalMﬁ'statistics-fér?
ea@h:sample:éize“was~difidea.into*intervalsQnyOS‘andlthé:

frequency calculated for each cell. The Johnson S probablllty | . | ‘
density function,; equation (3-1), was then'uéedwté éalculate'tHEah %

,approximated_numﬁer‘o£~db5érvétions for each cell with the mid-

point of each cell chosen as the value of MB in the equation.




A Chi-square value for L<n<50 was calculateqd using the
equation

xﬁ = (Mﬁ-frequency—SB frequency)gfgj'frequency

Chi-—

fdrgeachJSet éffparameters 3 and 9‘; The'results of the
square tes ts are exhibited in Table 3—2 .  The large values of
Chi- square for small sample siges 1nd1cates that thé Johnson SB
dlstrlbutlon is undble to yield a good approx:Lmatlon to the MB
distribution for very small sample 81zes . The rel atively low
values of Chi-square Tor the majority of the s ample sizes does
indicate however, that the Johnson S, distribution will give a
good fit. It can also be seen from Tsble 3-2 that the quality
of fit, as§indicét@d~byzsmalle§%-Chiasquare5 1s dependent only
on the value of a as no p‘ith.err' relationshi p is :ap.pzarge;ﬁt

Step 5: In spite of the inconsistences of "best fit" found
in Step 4, there does exist.a smooth and COHSiétEH% relation of
'3 ana 9 as functions of the'éamplE*siZé for n'>A5¢-ASeé

Figure 3-2 for 7 and ¥ vs. n at a = 0. 05 and « = 0.15.

inconsistences of 1'7\ and ? for n=L and n=5 can be Justifi ed
because of the poor fit of the Jcohns OH iisB distribution to the

MB empirical distribution for these s ample sizes.

From the data in Table 3-1 and Figure 3-2 it can be seen
that the values of 7 and ¥ are significantly more dependent on
the sample size than on the value of a. Thus, the criterion

for selection of the “alues of S‘and Y was based on the value

e e e
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0f a which yielded the smallest Chi-square vaiue forﬂeach:sample
size. For n=l, n=5 and n=6, the sample sizes for which the
Chi-gquare Values-wére~éli-tbc largE‘tcxpermit'the above basis
for the choice of .« dn a value of 0.0?Waswghgsen”tg-bQHSed fof
calCUlatingfthe~va1uesof 6 and ? .

The values of 3 and ¥ for smallest Ch i-square are plotted
as functions of sample size in Figure 3-3 and listed with the
corresponding values of Chi-square and o in Table 3<3. From
Figure 3-3, it can be seen that a consistert relationship exists
between:the-pa?ameters 3 and 9 and the.saﬁplg size under the
Qriteria_gfigméllest Chi-square fdrhsampleysiZes gﬁeater'than
five. Due to the results in this step and Step k4, it was decided
toexclude Samplé.sizés four andfivefrbm.fUIthQIECOﬁSideratiQn‘

Step;6; Expressions dependent.only on the sample siée{were

A

o , L R A . o
desired to express the relationships of n and Y to the sample

hibited in Figure 3-3. Due to the smocthness of the

" monotonic relatioﬁé involved_foy;samyle;gizés'greatef_than tive
the method of polynomial regression was chosen to model the
functions, A standaid computer program, POBYNbMiAL”REGRESSIQN
(8), was used to determine the desired expressions. A third
degree Pol.VnOmJ_al as a function of n was found to yl eld :satis-—

Tactory approximations to the graphs of Figure 3-3. .The'régres—

sion models being




“F.

and - Y = IO +,]ln+ l%nﬂ‘“ Bgn | - o | (3-6)

The results of;£hé pglynomial regreséion and the coefficients
for the équatl ons are tabulated in .;-Tfa,ble; 3-L,
| 'The'work,p¥esented so far in this chapteér will aliGW‘thé
qul ek approximation of the MB. empl rical distribution as a function
of sample size for 6 < n <50. Estimates of 7 and ¥ can be ob-

tained from the pOlyn@mj_a]_ regression model . equatl ons: ( 3=5 ) and

(3-6) respectively; for a given sample size. These estinates,
combined with the minimum value e =0 and the maximum value
X =1n(n) of the MB statistiecs 5 can be subs tituted into equation

(3-1).

Then, by selecting values of MB where O < MB S 1n(n), an

dpproximation to the MB empirical distribution may be generated

from the Johnson Sp density function.
Step T: The Johnson SB distribution may also be used to

estimate the pei:c’;ent:‘i les of the MB empiriecal distributions. To

3

from the polynomial regression model, equations (3-5) anda (3-6)

respectively. These estimates are then substituted into equation
(3-2), along with the minimum and maximum values of MB for the

given sample size, in order to obtain the standard normsl variate z.

iUSing:auchpuﬁer subroutine packagegfqr finéing’theraréa under g
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normal curve (7), or a normal distribution table s the proportion
of the area under the standard normal curve to the left of z can |
be calculated. This value _, then is also the expected proportion
of observations below the MB wvaluée 1n qguestions .

In order to determine the accuracy with which the MB

B

equation (3=2), the cumulative distributions were compared for

empirical percentilescould be approximated by the Johnson S

6 <n £50. The MB empirical cumulative distributions were ob-

tained from Tgble 2=1. The .Johnson SB cumulative distribution

was obtained from equation (3-2) with in that equation taking

on the valiies of MB in Table 2=1. Two different Johnson S
cumulative distributions were generated; the di fference being in
the meth od used to generate the parameters n and Y in equat1 on
(3-2). The models are as follows:
| (1) n and v were estimated by 7 and ¥ which are the values
in Table 3-3.
(2) 7% and ¥ were ésti mated by % | a.nd Y which are the values
of the parameters gener ated by the regression model
equations (3-5) and (3-6).
Table 3-5 exhibits the Per centile values obtained for .
n=6, T, 8, 10, 25 and 50. TFrom this table it can be seén that
for n=6 and n=T the approximations are noét exact in the t ails,

but are satisfactory for most of the cumulative distribution.
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Farnni2;7g thémJanson@SBdigtribuiicn-dQéS'yield a good overall

£it to the MB empirical cumulative distributi on.
As a means of comparison between the MB empirical cumulatlve |
-distribtﬁionand the approximating Johnson SB diatributions, the ' ’H
sum of' squares of the differences was calculated for 6 <n <50, | | |
*TheséﬁreSults are tebulated in Table 3-6. The small sums of | E
Squares 1n -the table indicates that & good approximation can be
obtained with the Johnson 8; distribution. It canialsOWEe seen
from;Table.Sfé ﬂhat=the"mgthg@ of estimating the parameters j?m
‘éndwv‘by théiregression model compares favorably with the results

G e A 4 y e r I
obtalned when 7 and Y were used as the estimators of n and ¥ .

From Step 7 it can‘be;cbncluded that the MB percentile wvalues

can be approximated as functions of the sample size. This is due

ﬁ@,ﬁhé}ability t@'estimate theiparameters“ﬂ and Y of equation (3?2)

o,

by the regression equations (3-5) and (3-6) respectively; these

“equations beihg.functiéns-af#n only for 6 g{nggﬁSQ,}
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FIGURE 3-1 THE (87, B,) POINTS ESTIMATED FOR THE
E'PIRICAL MB DISTRIBUTION ‘
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FIGURE 3-2a ESTIMATES OF THE JOHNSON S, PARAVETERS 1 AD Y - |
AS FUNCTIONS OF SAYPLE SIZE FOR o= 0,05 |
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FIGURE 3-28 ESTIMATES OF THE JOHNSON Sp PARAVET,
AS FUNCTIONS OF SAYPLE SIZ
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FIGURE 3-3  ESTIMATES OF THE JOHNSON Sy PARAMETERS‘« AD Y
AS FUNCTIONS OF SAMPLE SIZE FOR o YIELDING ’
SIALLEST CHI-SQUARE VALLE

JDHNSON Sy PARAVETER n\

JOHISON S, PARAVETER Y

THE

|

il




TABLE 3-la JOHNSON S, PA
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5y PARAMETER 7 CALCULATED FROM MB EMPTRICAL DISTRIBUTION
AS A FUNCTION OF SAMPLE SIZE AND o (Cont'd)
SAMPLE SIZE
> 96 18 20 55 3 3% ko 55

.01 Lo . ThO .839 .265 3.606 .908 L, 193 .965
.02 .556 . 838 .903 .292 3.625 .962 L.311 . 8Lk
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TABLE 3-1b JOHNSON S, PARAMETER Y CALCULATED FROM MB EMPTRICAL DISTRIBUTION

AS A FUNCTION OF SAMPLE SIZE AND «
| w 'SAMPLE'SIZE.
a e h S 5 6 L - 7 T 9 l 12 | 5 lh g
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TABLE 3-2 CHI-SQUARE VALUES FOR GOODNESS OF FIT TEST BETWEEN
DISTRIBUTION AND MB EMPIRICAL DISTRIBUTION
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TABLE 3-2 CHI-SQUARE VALUES FOR GOODNESS OF FIT TEST BETWEEN
JOHNSON SB DISTRIBUTION AND MB EMPIRICAL DISTRIBUTION (Comt' X

SAMPLE SIZE

1T
.18
.19
.20

.01
.02
.03
L0l
.06
0T
.08
.09
.10
11
12
13
.1k
«15

23. 88

18.28
15.65

15,77

19. L0
16.77

17.20

15.94

16.33

17.33

20.10

16.90
17.02
20.93
16;98

37.
20.
le
20.
20.
21.
20.
20.
19.78
21.
20.
19.
19.61
19.55

19. 77

13.78
27.78
19.91
- 15.68
13.97

k.70

1h.52

12..33
11.81
11.72

11.86

12.94

1. 48
12.84
13.63
12.81

17.C
19.1

13.
10.
10..2
10. (
10.2
124"
11.3
12.
13.
15,
12.¢
12.0
.lSQ“
151
20.0
?O;.

11.47

16.30

ll@&h
13;334
11.66
12.76
10. 35
11.73
10.88
12.32
11.85
le85

10.81

10.63

11.69
10.78
1k.19

12,47

no




TABLE 3-3 ESTIMATES OF JOHNSON S PARAMETERS

<
R
<>

1.232  -1.688
1.380 1,429
1.503 -1.356
1.616 ~1.546
1.740 -1.707
1.80k =1.862
2,000  -2.151
_ 1. f 2.238 -2.507
1k 14, 49 05 2.384 ~2.789
- - ,
>
2
3
3
3
)
)

O U1 =B
<
N

O\
oY
o
®
—J

N o
O
w O

2.5h0  -3.106
. 81h ~3.595 -
2.902  -3.702
3.290 -k, h39

3.972 -5.753
4.330 ~6.%08
4.905 ~7.589




A

Cs

Loefficients

(@

0.6855260

- 0.14k83192

= =0.2174305 x 10
= 0.1799766 x 10

Regression Results

A
n

;nf

-2
-k

__residual

-0.8365309 x 10
~0.22484 3L

0.2L8060k4 x 10
-0.1979058 x 10

B

TABLE 3-L ESTIMATES OF JOHNSON S_ PARAM

)
_L

BASED ON THIRD DEGREE POLYNOMIAL REGRESSION

Y

_residual

10

12

14
16
18
20
30
35
Lo

50

\@cne§0\ s

#'qu>U)u>N>mJR§RJN>R%Hi4l#iJ

. 503
.616
. Th0
. 80
.000
.238
. 384
. 540
.81k
.902
. 290
.653
.72
. 330
- 905

.501
.Tho
<857
.969
.183
.385
;576
.926
.316
664
.985
.915

n “AO , Aln. Azn “

0

= B._ 4 B.n + B.n"
B, + Byn + By

2

_.OOT
e O @ 2 :
-.053

.031

. 055
-, 001
-.036
058
~.02L
-.026
=.011
-.013

@@39
-.010

A n

B.n

-1.356

-1.5L6
~1.707

~1.862
-2.151
—2;507

:_3.106
-3.515

—h.h39

~5.753

**6;MO8

. 348
,73ﬁ
.lOM
,800
127
343
L ThT
L6l
. 131
- 763
. 375
.598

-.008
-.003
027
.059
-.0kT
011
.021
~. 072
.0 h 5
. 025
.007
.010
-.033
. 009
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TABLE 3-5 PERCENTILE VALUES FOR MR | l

EMPIRICAL PERCENTILE PERCENTILE

. Thl .005 .030 .031 | ;
LT75L L0110 - .033 .03L | F
- 715 020 .039 .oLo - a
811 .0k .050 051 |
. 8hk .060 - .063 .062 | | |
-905 .100 .093 .09k | %

980 . 150 .1h2 -~ .1k3
.033 . 200 .186 .188
.081 .250 .23 . 236
.131 . 300 292 29k
176 . 350 . 350 .353
+210 .Loo = .Lhoo . ko2
245 450 : 453 . 455
276 oo .502 . 505 |
.281 500 .510 512 !
. 286 .510 .520 .522 .

.311 - .550 .561 .563
.3u1 - .600 611 613
. 372 650" .665 . .667
401 - .T00 . T13 .T15
o8 . 750 . 758 . 760 |
452 .800 L7960 .T97 |
481 . 850 . 840 . 8h1 * |
.520 .900 .89z . 892

.576 - .9Lo .9k9 .950
.60k . 960 .969 .970 | %
. T50 980 - .990 .990 R

. 680 +990 997 997
701 995 .999 | .999

*F*FVH'FLHPHYFWHPH F‘P“F“H’HRF'HW4‘HW4 e
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TABLE 3-5 PERCENTILE VALUES FOR MB (Cont'd)
SAMPLE SIZE = T |
MR | SB | 'SE

EMPIRICAL PERCENTILE  PERCENTILE
MB ____ PERCENTILE naw ¥ ¥ a ¥
. TT6 . 005 .01k .01k
. 809 .010 .018 .018
.850 .020 .025 .025
.921 040 .0L3 Nelltc
.963 .060 05T | .058
.0L0 .100 .093 <09k
121 .150 L1hT . 148
.18k ;200 @292 ‘;QOA
¢2T2 | v;3OQf ;302' @305
. 311 . 350 .35 .357
. 345 Riole] L Lok 40T
. 381 . 450 .L59 1463
.Lhos . 490 .498 . 502
Jh11 500 509 .513
b7 .510 .519 .523
. 139 -550 m.556 «560
ol 86 ,6 5 Qﬁ . 6 3 7 641
.515 . TO0 .686 690
.540 . 750 ~.T729 . 733
.512 . 800 . 780 < T8k
607  .850 - .83k . 838
.65 .900 . 896 . 899
697 .9k0 <940 .9k
,729 ,960: .965‘ ,966
.8oh v ,99@ -:995E .955*
. 830 995 .998 .998

19HHHHPHHHHFFW%%MﬂJHHPPPHH




TABLE 3-5 PERCENTILE VALUES FOR MB (Cont'd) | " w
SAMPLE SIZE = 8 |

- o -
MB 5 S

EMPTRT CAL PERCENTILE PERCENTILE |

8Ml .009  .008 . | |
~1362 011 .010 ; I
{019 .038 .036
073 .055 .052
. 166 .100 .095
2Lk . 156 149
.31k . 222 21k
. 356 270 .261
. 393 . 318 . 308
Lol . 360 .351
.L571 Lol .391
482 . 450 .L39 |

‘505 . 188 ,h7t
q520' .512 fSOZ' | : J
.538 . 543 .533 ]
. 566 - +593 .58L :
. 590 .650 .63k 62l E
.622 ,700‘ +690 | ,681 | |
.689 | ,800: . 799 ,793 |
. 723 . 850 . 850 .-8hk
. 763 .900 .900 = . 896
. 800 . 940 .938 _ .93k
. 828 960 . 960 . .958
;878 {980 .985 - .93&
.912 -990 994 =99k
937 .995 .998 -998

fHPHHHHHHHHHHPHHHHHHPHHHH“H
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TABLE 3-5 PERCENTILE VALUES FOR MB (Cont'd)
SAMPLE SIZE = 10

MB

-f;BERCENTILE‘

SB

PERCENTILE

2 anp

PERCENTILE

MMMWFHPHPPHPHHHPHPFHHHHHHFHH

. 956

.061
.154

. 590
625

683
. 705
. {15
‘742

.819

.909
.9k5
-990

.112

.26k
. 322
-399

548

655

ST11

QSHT

.019
.052

. 005
010
.020
;ouo
xloof
150
. 200
.250
. 300
. 350
iTele
. 450
. 490
.500
.510
.550
. 600
650
. T00
. 750
~..800
. 850
.900
. 940
960
4,_;9 80
?990
.995

.002
007
016
. 060
+ 101
+ 149
.198
;23&
.293
3k
. 391
I
. 190
49T
546
.59k
6L
-690
oy
.T86
;8h3
.962
.991
.996

-003
.008
.018
. 043
065
107
m156
.206.
.2h6
. 301
. 351
.398
485
. Lig6
: 202
.551
. 598
.6L8
- .6973
L Th2
.843
. ‘9 l |
.939
.979
:991




TABLE 3-5 PERCENTILE VALUES FOR MB (Cont"d)
SAMPLE SIZE = 25

MB ESB ‘ :SB‘

EMPIRICAL PERCENTILE PERCENTILE

.006 .005 .003 .003
099 .010 - .009 .009
,1u8 .020 +016 -016
,277 .060 .062 fQéz
. 326 .100 - .098 .098
. 378 .150 .15k .155 |
LL13 .200 .203 <204 w
kel .250 .255 .257 | ‘
. L70 .300 . 304 .306

L1 . 350 . 348, . 350

'Blﬁ 3%00 yhOO ihOﬁ

.536 450 Lhs2 . L56

.556 .90 | .99 . 504

.560 . 500 .510 s51k

.56 5100 .520 .52k

.578 550 .556 -560 - .

597 .600 .60k 609
613 .650 645 650
.636 - 700 701 706 B
65T .750 . Th8 753 |
679 . 800 . T97 . 802 : “ :
. 705 .850 L BLT .852 m )
.TSM 1900 aBQﬁ .898 ) - !
. T6h .9ko .933 .936
. 790 .960 .958 .960
. 816 980 975 - .976
. 853 .990 .990 .990
-378 +995 - .995 . 995

memmwmmmmmmmmmmmmwmmmmmmmmwm;
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TABLE 3-5 PERCENTILE VALUES FOR MB (Cont'd)
SAMPLE SIZE = 50

EMPTRICAL PERCENTILE  PERCENTILE h

.925 | .010 .012 012 |
.963 . 020 - .022 .022

.003 ©.0Lo .02 .0k |
.037 . 060 1069' ¢o69 W
;099 .150 ,lssi ,1Sﬁ |
.127 200 .209 211

.150 <250 266 .268

.165 . 300 | . 307 . 309

.182 . 350 . 356 .358

197 - koo . 403 . ko6

213 .50 .56 . 458

.22k .Loo 493 . k96

. 226 .500 .501 . 504

. 229 .510 .512 .515

. 240 550 | .548 .552

255 .600 604 .607

272 .650 .660 .662

.28k . 700 . 700 .703

. 300 . T50 . 751 .T54

.318 . 800 .803 .805

. 336 . 850 . 846 . 849 E
. 361 -900. . 399 . 901 ﬁ l
. 387 © 5 9Lo .940 9Ll n
.Lo8 .960 | .963 .96L4 -

ik .980 .98k .985 | |
. U56 .990 . 990 . .991

476 .995 - .995 | +995




TABLE 3-6. SUM OF SQUARES OF DIFFF]
CUML

L1

n_AND ¥

JOHNSON_SB_JOHNSON.SB

on |5

.0038
.0022
.0019
.0019
.001k
.0012
.0018
.0020
.000 7
0008
.0006
.0012
0027
0007

.0ok1
.0021
.0029
. 0008
.0007
. 0026
.0029
.0005
.0011
.0006
.0011
.0029
L0017
0007
. 0012

RENCE BETWEEN

LATIVE DISTRIBUTION OF MB AND JOHNSON S




CHAPTER L

APPROXIMATION FOR LARGE SAMPLE SIZES

The work presented in Chapter 3 is Valid~fof:sam§1e"sizes
6 <m < 50. The work presented in this chapter will deal with
large sample sizes where 50 < n < 100 The emplrlca]_ MB null
distributions for sample sizes n=50(10)100 are tabulated in

obtain an approximation for large n. The Johnson S, distribusion,

B

cquation 3-1, was also used to approxinate large n. The procedures

used are the same as the procedure outlined in Chapter.Bg .
The Johnson Sﬁiparameters N and ¥ were estimated by equations

(3-3) and (3<h4) respectively, for each « = OOl (0.01)0.02. A

Chi-square value was then calculated for the difference between

- the Johnsen S, distribution generated for each set of parameters

% andfg and the MB null distribution. Using the smallest Chi-

square efitefian,'the-éhoice of the wvalues of 3 and Q'for each

sample size was based on the value of « which yielded the smallest

_ : | 4
lhe values of-%‘and Y chosen

Chi-square for each sample size.
are exhibited in Table L-1 with the corresponding values of Chi-
square and « «

in order to obtain expressions for the parameters 7 and 3
as funetions of n, the values of these parameters for small n

teken from Table 3-3 were combined with the values in Table L-1.




The graphs of the parameters ;;\ and g/\ as functl ons of n for
.G:S.n < 100 are shown in Figure L-1. It can be seanffrﬁmqﬁhe
graphs that a smooth relationshi p still exists even when the
values for large n are 1ncluded

Polynomi &l regression was again used to determine the desired
expressions, with the third degree polynomial as a funection @fjn
yielding a satisfactory approximation to the graphs in Figure L-1.
The results obt alned_ from the regression models

7= Gt OntCn ¥ o (b-1)

)

O 1 2 3

for 6 < n <100 and the coef?icients for the equations are
exhibitéed in Table h-2 Comparing Table 3-4 and Table L2 ., the
residuals for 6 S n £ 50 are greater when large n is included in
the model. Therefore, the equations (4-1) and (4-2) are not ex-
pécted to give as good a result as equations {sﬁgjyéﬁdx(g_éjifgr'
6 < n < 50 and o0 will be used only for sample sizes where

Using equations (4-1) and (L-2) for the estimates of n and
24 reSPectl vely in equation (3=1), | approxmatl ons to the empirical
MB distributions may be generasted for 1 arge sample sizes. The

approximations, as for small sample sizes, will be dependent

only on the sample size which has been drawn from the unknown

The MB empirical percentile values may also be approximated

for large sample sizes from equation (3-2). The values of n




Ll

| and Y in equation (3—2)imﬂy'be'eétimatedfby“thé regre§$ign equa=
tions (L-1) and (4-2). In order t6 determine the:accﬁra¢y~wiﬁh

which the MB empirical percentiles could be approximated by the

Johnson S equation (3-2), the cumulative distributions were

compared for n = 60, 70, 80, 90, and 100. The MB empirical

cumulative distributions were obtained from Table 2-1.

dehnsenﬁSBzcumulative»distributionsfwere obtained from equation
(3-2) with MB in that equation taking on the values of MB in
Table 2-1. Two different Johnson Sy cumulative distributions
were generated for each sample size as follows:

(2) m and ¥ were estimated by~$“&ndi?(fgund.by equations

(4=1) and (Lk-2) respectively.

Table L-3 exhibits the percentile values obtained for
n = 60, 80, and 100. It can be seen from the table that the :
sJQhHSQn'SB_CumﬂlﬁtiVE:diStributibn-dQeS.yield;a gbOd,approximaﬁion
for large sample sizes. As a means of comparison between the
distributions the}SHmSOf squares of the differences between the

empirical distribution and the Johnson S, distribution was cal-

B
eulated for the two Johnson S}lmodeiszhesevalues are tabu-
lated in Table L=k, From Table L=l it can be seen that the method
Of:estimating‘the parameters n and Y by the_ragresSiQnideel
;equétiqns (ﬁﬁl) and (L-2) respectively, ¢ompares faverably with

the results obtained when 7 and ¥ were used as estimatons'ef“nf

and Y in equation (3-2). Therefore, it can be concluded that the




ks

MB percentile wvalues for large n can be approximated as functions

when the regression coefficients in Table L-2 are ised to -estimate

Mm and Y .




FIGURE 4-1n ESTIFATE OF THE JOHNSON S, PARMETER Y| AS A FUNCTION ‘ ;\
OF SAYPLE SIZE - INCLUDING LARGE N |
|
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FIGURE 4-18 ESTIMATE OF THE JOMNSON S, PARWETER ¥ AS A FUNCTION |
 OF SAYPLE SIZE - INCLUDING LARGE N
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TABLE L-1 ESTIMATES OF JOHNSON S
BASED ON SM

n PARAMETERS FOR LARGE n

\LLEST CHI-SQUARE .

60 12.06 .06 L 5.470 ~8.752
70 12.0k .12 5,786 ~9. 482
80 L. 80 0L 6.453 -10.805
20 7.9k a7 6.761  =11.513
100 13.55 .07 7.19k  -12,kk2




TABLE L-2 ESTIMATES OF JOHNS@N SB PW?}[PTERS INCLUDING LARGE n
BASED ON THIRD DEGREE POLYNOMTAT,

K. Coefricients
Cy = 0.8727656

= 0.1180268

= -0.9350k25 x 1073

= 0.3898801 x 107

-0.2855893
-0.1919572
:0,1123195-leﬂ;2
-0.1421933% x 1077

O o g

N o

C,
':C
C

o

3
. Regression Results A
7 I Residual 5 Aw_v_f?f,ﬁ__Regidual

.503 1.548 —.0k5 ~-1.356 -1.398 .0k2
.616 1,654 -.038 -1.5k46 -1.576 .030
.Tho 1,759 -.019 ~1.707 ~1.752 . OLs5
. 804 1.862 -.058 -1.862 -1.925 .063
000 1.963 .037 -2.151 -2.097 —~.05)
. 238 2.161 07T =2.507 -2.435 -.072
. 384 2.353  .031 -2.789  -2.76k -.025
. 540 2.538 .002 ~-3.106 ~-3.087 -.019
814 2.717 097  ° =3.515 -3.402 -.113
. 902 2. 890 .012 =3.702  =3.7T09 L0007
. 290 3. 300 -.010 -4, 439 =L LL8 .009

3

L

I

Ly

5

5

6

6

T

it

0 o —3 On B

10
12
1k
16
18
20
30
60
80
90
100

653 O6TT =.024 -5.12k =5.1hk7 023
=972 <025 -.053 -5.753 ~5.809 .056
. 330 34T -.017 = -6.408 =6. 437 .029.
. 905 L. o2k -.019 -7.589 ~-T7.603 .01l
.hTO. 'EA3O @Q&‘g *8 752 —3;67l ;*1081
. 786 . 890 ~.10L -9.482 -9.666  .18L
453 . 327 .126 ~10.805 ~-10.61L4 -.191
- T61 6. 764 -.003 =11.513 -11.540 .027
194 224 -.030 -12.kk2 12,469 027

*JQ\@ﬂﬂxﬂJ?{#uiuLuEMWU{EJDWDﬁJkiP F’H

C. ZRegpessibngMQdels

o~ B ) | 2 .
0 1" 2" 3




TABLE L-3 jPERGENTiLE‘VALUES FOR MB FOR T

B 55 'SB

EMPTRICAL  PERCENTILE PERCENTILE
- ) o A
_MB PERCENTILE 7 anp ¥ W awp ¥

3.061 .005 .002 .003
3.103 .010 .006 007 .
3.151 .020 .016 017
3.199 - .0ko <037 -039
3.228 .060 . 060 .063
3. 061 .100 .10k .109
3.294 .150 «155 161
3.313 200 .198 ~ .20k
3.332 . 250 - .2L8 . 255
3.3L8 . 300 .295 - +302
3.363 +.350 .3k2 . 349
3.379 oo - 397 Lok
3.393 450 ghh9 A56
3ah@3 ,qu ;hS‘fA wh95 ;
3. 406 .500 498 .505
3.409 - .510 511 .518
3.420 .550 .553 560
3.432 .600 - 597 .603
3.447 .650 .655 660
3.460 . 700 .T703 LTOT
3.47h 750 750 L7540
3. L88 . 800 . T9L <T97
3.508 : 850 . 850 . 852
3.531 .900 . - .901 .902
3.554 - .9ko .9Lh0 L9417
3. 569 9601 .958 .958
3.587 +980 9Tk 975
3.615 .990 .989 .989
S 3.634  © .995 995 . 995




EMPIRICAL
. PERCENTILE

51

SAMPLE SIZE =

PERCENTILE
? aNp ?

TABLE L-3 PERCENTILE VALUES FOR MB FOR LARGE n {Cont'd)

- 80

SB 

PERCENTILE

~o

wwwwwwwwWwwwwwwwwwwwwWwwwwwww'

. 39h
450
482
51T
+539
. 56U
D91
611
627
6L
654
667
.680
68T
690
.692
.TO1
.T712
.T2L
. 736
.749
v?ég
.T78
. T9T
.818
. 834
. 85 5
.878
. 896

. 005 .002
.010 - .009
.on - .019
“,060. . 060
. 100 .095
.150 ,1&8
xQSQ d250'1
. 300 . 299
WESO _,3h&
.hSOi ,h53
,500 ,u97
. 510 . .506
. 550 546
600 .598
650 - .6LhT
. 700 .699

. T50 . 750
. 800 798
. 850 .8LT
.9@0 ;896
. 960 .960 ”
. 980 . 979
. 990 - .991
+995 {996

.002
.020
.062
.096
148
.198
@2h8
.295
.343
+ 392
L Lh6
478
. 489
.498
. D37
.588
637
.688
. TLO
. 788
. 888
932
.955
;976f
§995
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TABLE L-3 PERCENTILE VALUES FOR MB FOR LARGE n (Cont'd) | |

SAMPLE SIZE = 100 ‘

EMPIRICAL PERCENTILE  PERCENTILE
_PHRCENTILE 7 awp ¥ ¥ awp ¥

.650 .005 .002 .003
.693 .010 .008 009
. 723 .020 .019 .020
. 758 .0ko .0Lo oLk
L TT76 .060 .062 .064
797 . 100 .096 099
819 .150 L1k : J1k6 : m
.836 .200 187 .193 i
. 850 .250 .236 2h3z F
. 862 . 300 279 287
;87A 1350‘ 329‘ r338'
. 886 . 400 . 381 +390
. 898 450 ',43A | k3
:905 . 490 .L69 479
907 . 500 T . 486
. 909 .510 . 489 498
L9117 - <550 .528 | .538
932 <600 2599 .609
.9L2 650 650 .660
955 . 700 -T09 - T18 ~
96T . 750 . T60 .769 -
981 . 800 - 2812 .820 ]
993 . 850 853 .859 S J

. 010 . 900 900 .905

026 .9ko .935 .939 J
.038 - 960 +953 .956 a - ;
.057 .980 975 .976 - |
.082 990 990 .991 | . "
.093 .995 99k .995 A '~ |

bt#rﬁ#wwwwwwwwwwwwwwwwwwwwwwwf




JOHNSON S, JOHNSON S‘B

A
n

AND %

100

. 0003
.0006
. 0001
.000L
.0ok2

.0007
.0003
.0018
0017
.0026
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The approximation derived for the distribution of the MB
statistics based on the-asSumption of normality will have applica- °
;imatign, it is now possible to analyze samp.les with respeet to
normality without neediﬁg-atable Of’emgiri@ai_pETﬁéﬁtiles_(gugh-
aS-Tabie:2~l) or without having to enpirically_genetate the MB
null distribution.

The types of hypothesis tests describédin SEetiﬁﬁé;QQan
rnQW”be:restaﬁed;intermS»of‘the~approximation_of’MB. The type of
test selected again depends on“the4inf9rmation-desirédlabqut-the
population from which the sample is taken. Some OfithSE;téStS
Wi11=TGQﬁire that a critical régi0n be defined. This is possible
when equation (3-2), (with = 0), is solved for MB resulting in

the expression

: //{ L+ exp (‘(Z-V)/77]} > - (5-1)

which may then be used to approximate the critical MB values MBL
‘ -

and MBU

Case 1 - Double Sided MB Test

This test is used to establish the critical region for the aceept-—

ance of Ha: a random sample does not come from & normsl population.

This requires that a critical region be defined based on a desired

TSR
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confldence level o . The steps required for this test are:
1. Given an error of the first kind; Pr | MB is in the
eritical region if Ho is true fli a ; use equation (5-=1)

to find the critical region [MBL ~ , MBU ]. Tn the

- + a |
i@quation;%:=»ln(n) and. n and Y are estimated by
equation (3-5) and (3-6) for 6 < < 50, or by equati ons
(4-1) and (4-2) for 50 < n < 100. To determine the
value of z to be used in equatlon (5-1), find the area
unﬂerfthe standard normal curvefWhére:F(_X } = 1= a/2 and
then find the value of the correspondln g standard normal
variate z/, (which may be found from a standard normal
table or by computer subroutine). To find MBL,  use
-z’ for the Value_oftz in:équatipn.(S—l),ana-EZr-MBU

, + o
use +z for the wvalue of =z.

-

2. C@mpute’the,MBﬁstatistic:er’the raﬁ&om.Samplé of n

2 9 s o 0 > n

elements, X5 X, x_, using the formula in section
3. If the MB walue is inside the approximated range

[ MBL » MBU ], feject Ha in favor of Ho. TIf

the MB value is in the eritical region, then Ho

cannot be accepted at this wvalue of .

For example :

If n = 12 and a= 0.0L, A= In(n) = ?@h851

and z’ for F(x)




- 0L
(5-1) with z =+ z7 . Therefore, if the MB value calculated for | W

equation (5-1) with z

2.206 from eguation

i Y |
i
|

Ha may be rejected in favor of Ho at a confidence level of 0.0k, | f

‘a random sample of size twelve isinvthe.range [1@357,’2»206]

:
an$e 2 f_Propertiesfo-ﬁ?g,Populationj | L . “ )
Using the approximatiogs to MB it is easy to ascertain "how close"
a sample is to being from a normal population and whether the
sample exhibits bimodal or long-tailedness (outlier) characteris-

tics. This is depéndent upon whether the MB value calculated for

the sample is sbove or below the medisn value of the null-distri-
bution for the sample size in question, and cam be evaluated from
the percentile wvalue found using MB approximsgtion.
The steps involved are:
1. GiveHLa.ran&Qm'samplé.@f“size«n.with_élements
%15 XpseeenX 5 compute the value of the MB statistic,
using ‘the fOEmula-in;&eﬁtiOn-gel,
2. Estimate the values of n and ¥ for the sample size

using equations (3-5) and (3ﬁ6).if“6fgﬁn,§j50§:or

equations (4-1) and (4-2) if 50 < n < 100.

3.  Compute the transformed standard normal variate for
the sample using equation (3-2), “ |

L. Determine the percentile of the MB statistic by use of

a computer subroutine or the standard normal table.




5. GanlusiOHS'may'be.dra%a about the.sam@lerased on this

percentile, p.
'PQPUlati@H:eXhibifingibim@dal characteristies. To

of Ha: A random sample doé€s not. come from a. normal

population, the following equation is used:

5, = 2(1-p).

ii) If p < 0.5, the sample has been drawn from a
population exhibiting long-tailed (outlier)
charaeﬁeristies. The confidence level &_ With
'WhiéhEHa ﬁay‘be rejectéd for this case is found
by the equation:

o = 2p.

‘For example:

i) Bimodal Population

For n = 12, the value calculated for MB = 1.920. The values
T and ¥ as estimated by equations (3-5) and.(S—é);respeeﬁively
and 7= 2.183 and ¥ = -2.459. Then, from equation (3-2),

z = 0.213 which yields an ares under the:standard,narmal,euryé

lation from which the g ample

p = 0.58L. Since p > O. 55 the popul
1s drawn has bimodsal characteristies. Also,'Hagmay'be:rejected

in favor of Ho and the sample can be said to come from a rormal

population with a confidence level of s, = 2(1-p) = .832.
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lation

ii) Long~tailed (Outlier) Popu
For n = 12 the value calculated for MB = 1.379. The Values
of n | and Y as estimated by equations (3-5) and (3-6) respectively
are W = 2,183 and ¥ = -2 459, Then, from egquation (3-2) 5
2z = =1.978 which yields an area under the standard normal eéurve
p = .02k, Since p < 0.5, the population from which the sample
is drawn has long~tailed (outlier) characteristics. Also, Ha may
be re Jected in favor of Ho and the sample can be sald to come
from & normal population at a low confidence level of 5_ = 2p
= .0L8.

Case 3 - Single Sided MB Test

‘The MB approximation can also be used t6 determine specifically

1f a sdmple comes from a blmodal (or long-tailed) pop ation.

The alternative hypothesis for this type of test becomes, Ha:
i
A random sample comes from a bimodal (or long-tailed) type of non-
normal population. Th373t6p3 for this test agre: )
1. Decide on the confidence level, called o , which is
where § < 0.50.

2. [Estimate the values of 7 and ¥ for the sample size 6

ation using equations (3-5) and

be drawn from the popul
(3-6) if 6 < n < 50; or equations (4-1) and (h-2) if
50 < n < 100.

3. Equation (5-1) can then be used to find the criticsl MB

values for the establishment of a critical region. MB




median will always be one of the critical MB values and

when z = 0. To find the remaining MB critical value,

the value of z in equation (5=1) must be found. This
is done by:findingfthé~areaxuﬂder the standard normsl

curve where F(x) = 1 - d and then finding the value of
the corresponding standard normal variate z’ . T f g
bimodal test is being performed, z = +z’ in equation
(5-1). If a long-tailed (outlier) test is being

performed, z = -z in equation (5=1). This proecedure

yields the r ange [MB ‘median , MB IR
2 0

Calculate the value of the MB statistic for tHe random
sample of n elements,_xl,;xg;,,,,xn,using.thé Tormula
in seetion 2.1.

If the vglue of MB cal culated in step L is inside the

range [MB median, MB 1, reject Ha in favor of Ho

o

at a confidence level § . If the value of MB calculsated
from the sample is greater <1égs) than MB % 53“ )s
then Ho cannot be accepted at a confidence level § .

The population from which the s ample was drawn may then

be said to have bimodal (or long-tailed) characteristics

at the confidence level 3§ .

.
i
i
L1 - — P —
— -_— —_




For example:

For n = 12, 6 = 0.02, arid thé alternative hypothesis Ha: A
random s ample comes from a bimodal type of non-normal population,
the values of 7 and Y as estimated by equations (3-5) and (3-6)
are N = 2,183 and Y= -2. h59 . Solvi n equation (5-1) when z = 0 >
MB median = 1.876. For F(x) = 1- 5 = 0.98, 2z~ = 2.054. Since &
bimodal type of test is being performed, z = +2.05L in equation

The critical region is

then outside the range [1.876, 2.206], If the value of the MB
statistic calculated for the sample falls within the range

- [1.876, 2.206], then Ha may be rejected in favor of Ho. If the
MB value is greater than MB = 2.206, then Ho cannot be
accepted at a confidence level 0.02 and the population from which
the sample was drawn may be said to have bimodal characteristies.

The tests described in this chapter are valid for all s amp ple

sample drawn from the wiknown population.
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6

. CHAPTER

The mlnlmum value of MB wused :Ln deve loplng the approxunatlon S

ilative distributions of MB (see Chapters 3 and

tO the null and cum

L) was set equal to zero. This is the value obtained for the MB

statl stic when all the elements., Xl, x2 seeeaX of the randonm
Sa:mle of size n drawn from the unknown population are equal.
This type of sample is obviously drawn from & céonstant population,
and is thérefore of little value from the po:Lnt of view of tes ting

for normality. A simple departure from such a s ample would occur

when all of the elements are equal except one. This type of

sample would be expected to yield a MB minimum value othe¥ than

The devel opment of II]:Ln for the gener‘ al case wheh all

elements, x X5se++5X 5 Of a random sample of size n are equsl

except one is as follows:

Let x, = x for i =1, 2,...,(n-1)

and ~ X =X+ nA

_ n
Y= 3 x
K 1

./n = [(n—l) Xtxtn A ]/ n

Then,

I
P
+
>
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In order to find ¥, where
- n )
J:

2

(Xl_x) =[x - (x+A) ]2 = A for i = 1, 2,...,(n=1),

2

%= a-1)% a2,

[x +nA - (x+tA)

and En: e 2. (x,-x) "4 (x -x)°

= n(n-1) A

Substituting these values into the equation for V.

Vi T 6"/In(n-1) 4%1 = 1/In(n-1)] for 1 = 1, 2,...,(a-1)

and 7y

T-1)% A%1/In(n-1) %] = (n-1)/n.

Il
Comin’ Z I lIlA Iy

which can be rewritten as

H

|

a3
i =
e T
)
?ljl—‘
|._I
—
)
?I—-’
l_J
—
|
e
D)
Sl
|_l
}._.I
R
1\
IB
Sl
}._l
—_—)
N

H
|
S
-
-
—
s
:?i—'
-
-
|
IB
=il
=
—
]
.
|13
S
|
—_




Which:can-be-simplified to

' n-2
H ﬁih = 1n n/(n-1) H ) : o (6Fl)'

The»MEmin valués obtained for selected sample sizes from equation
(6-1) are tabulated in Table 6-1.
It was shown in reference one, howewver, thatﬁMEmin

for samples with symmetrically placed outliers. For n £ 6, this

= 1n(2)

- value 1s less than tﬂe'Value=obtain6d;fbr'MBmin from equation

(6=1).

ﬁﬂ@, n-2- féé?);
| 1n | n/(n-1) t n>"7T |

-

The MB . values defined above were used to develop the
Johnson Sp @pproximation to the null MB distribution to see if a
better approximation could be obtained. Equation (3-1) was used
with e =LMBmin from ‘equation (6-2) and € + xm=-1n(ﬁ); and the
procedure outlined in Ghﬁpﬁ@r’S‘WaS'lelowed, The smallest Chi-
- square value obtained for the-diffe%ence'betWeen the Johnson

:SB distribution and the empirical MB n

1ll distribution in
Table 2-1 are exhibited in Table 6-2.
Comparing the Chi-square values in Table 6-2 with the Chi—

sguare values in Tables B—Bjand.ﬁelﬁ;it can be seen that using

1




6L

€ = MB .. (equation 6-2) does not yield as good of an approx—
imation to the MB null distribution for the majority of the

sample sizes. There is a significant decrease in the value of

Chi-square for n = 4 and n = 5 when e = MB . , but the resulting

value of Chi-square for these values of n are still to large to

dccept the approximations. Therefore, based on these results,

it was decided not to pursue any further the use of e = MB

min

(equation 6-2) for obtaining an approximation to MB.
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TABLE 6-1 MINIMUM VALUES OF

n-2
MBm_ln = 1n [n%n-l) ; ]

e 55

6 .T19

T 666

8 FGQQ

10 . 5k45

12 L8T

1k cLko

16 k03

20 346

25 295

' | 30 258
| 35 - .230
50 176

60 .153

70 135

80 129

90 | <111

100 .102




66

TABLE 6-2 CHI-SQUARE VALUES FOR GOODNESS OF FIT TEST BETWEE]

JOHNSON S, DISTRIBUTION AND MB EMPIRICAL DISTRIBUTION

WHEN € = MB .
min

O
U]

Co
-
O




CHAPTER 7 . o
SUMMARY AND CONCLUSIONS \

The MB test has been proposed and documented as a test which

may be used to determine whether or not a random sample of size n

comes from a normal population. The test is easy to apply and is

statistic is double sided, and from this property it is also

possible to determine if the population being tested for the

property of normality has bimodal or long=tailed (outlier)
characteristies. " | i

In order to apply the MB test, the @istribution of MB

statistics under the null hypothesis of normality must be known
so that critical regions and confidence levels can bBe established. | B
Originally this distribution was obtained from samples drawn under

the null hypothesis of normality by the method of empirical | J

sampling; a time consuming process.

Expressions which can be
used to approximate the empirical null distribution and the |
empirical cumulative distribution offmg;haveﬁngwqbeen,derivedz. ‘

for samplées of sizes six to one hundred. The expressions have

~been found capablée of yielding very close approximations to the

The approximating expressions were derived from the Johnson

483 distribﬁtiOn, a distribution based on the transformation of
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a. standard normal variate. The Johnson SB dis trlbutl on is a four
parameter distribution, and equations. for th ree .of the parameters
were found which are dependent _v only on. the s ample s ize:. The
fourth parameter, the minimum value of the distribution, was set
equal to zero.

The ability to approximate the empirical MB cumulative dis-

tribution has valuable applicati on in the area of hypothesis

testing. Tests for two hypotheses' (1) {Ha: A sample of size n

&hes-haﬁ-came frqmga_nbnmal“pQPUlatiQﬁ $and (QQ{Haf Aﬁaample

comes from a bimodal (or long=tailed) type of ‘non-normal Popu- -
Tlation } may be considered as alternatives to the nulil hypothesis -

{ Ho: ‘A sample of size n comes from a normal population | .

regions and confidence levels for the rejection of the alternative

hypothesis chosen in which only the knowledge of the size of the

sample drawn from unknown population is required. Furthermore,

ii?the-alﬁerﬁaﬁiVeﬁhg;othesisiis fHaa -A.sample.eamag.frdm.a

bimodal (or long-tailed) type of non _normal popu’
appTOXimating expreSsions.can‘be'usedﬁtouestabliSh the confidence
with which a population may be considered as having bimodal or
long-tailed characteristics.

In this thesis, good approximations were derived from s

ar family of distributions - the Johnson family. Although

particu

satisfactory results were obtained, a better method of approxi-

mating the empiriecal MB null and c umulative distributions may




exist. A different method may also yield better results for the

very small sample sizes and for the non-zero minimum value of MB.

Approximations to the distribution of the MB statistics was

not i nvestigated for sample sizes greater than oné hundred in
this thesis » and in general the sbehavior of for la.rge sample
sizes has not been inve stigated. Also, sg comprehensive andlysis
of the power of the MB test when the approximating eXpreSSl ons

were used was not undertaken.
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