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ABSTRACT

In the daily operation of a;coﬁputer system, the need arisés for a

tool that can be used to evaluate the effect on system performance of

B

changes in workléad and modifications in hardware configuration, soft-

ware parametefé, and Scheduling<stratégies. .Simulation is the most

flexible of the evaluation techniques.

- This thesis describes a.simulatiOﬁ“mbdéiwfbritHe CﬁC_6400;computer

v pa

, systém.undér the SCOPE- 3.3 Operating System. The-désigﬁ goal of the model;‘ }; ,l

18 to predict, with a 90 percent level of confidence, the performance of

the system in terms of turnaround time, time-sharing response time,

cqntrol pqiﬁt dwell, and central processing unit utilization. Onewof"_    ;§ff

 the most significant aspects of this model is‘that it simulates both -

X = | | | e
the batch and “intéractivé’modes - of the system's operation. Inter- .

~ active jobs are modeled at the command level; and batch jobs are modeled

at the task level. The validity of the model is improved by‘the'use of
parameters which represent the state of the system in terms of the aVail—o~,v:
ability of peripheral processors.

~ The’results of a number of experiments conducted with the model are

'presented;_ The results show that it is necessary to compromise between

batch turnaround time and time—shariﬁg response time. -
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"47  'f1uence”fthe performance of the‘cqmputer.'-Compilers; assemblers,.

© CHAPTER 1 -

<>

PERFORMANCE EVALUATION = ' o e

-~ 1.1 INTRODUCTION

Computer system performance evaluatioﬁ'is of vital importance in

~ the désign‘of hardware and software systems, the selection of computer

Sy

- systems, and the analysis of exiéting“systems.,_The'perfdrmance of a

computer sYsteﬁ depends not only on the'hafdwére and‘tﬁevjob load but
'_ta also on the operating system thét“contrbls.thé flow of jobs through the ‘f3 ] -

"syétem. " The caﬁabilities_of.the Qperéting system.signifiéantlygin—

.fapplicatioﬁ programs'ahd utilities are part of the cqmputer”system;' .
a_aﬁd their performanéeAéffects the_totai systeﬁ\pe?formaﬁgé,lfrhe'poténtial
effect. of software on: the totél sjstemperfofmancé~is-Wi&el§ recognizéd,_,A'
.J&he'cost of softwafe development an& méinféﬁénCe repfesentsa sig- .
| nificant portion&of‘theltotal system cost.‘,The évaluation of softwaie.in.

_ terms of cost and performance is therefore very important.

- 'Lucas[30] has identified thfeé reasons for evaluating the performance

Y

. of a computer system: performance projection, selection evaluation and

performance monitoring. Performance projection is usually involvgd in the

design of a new hardware component or a software packaée° The design

process involveSfthe'deveIOpment of several design alternatives and  .the

- selection of the best alternati‘ye° The designer has to estimate the

" performance of systems that do not yet exist.




__.existing system. A study on how the syétem can be

Performance is one of the major criteria considered when a new

‘computer system is being purchased. Other factors besides performance

are training and application programs provided by the vendor, reliability

#

"and expandability of the proposed configuration. The selection procedure

includes both hardware and soft@are evaluation.

Monitoring provides information on theactggi\i:fformance of an

proved usually'

 ‘ac¢ompanies the monitoring. A Computer center is usually confronted with

the question of how to_deal with a growing load and for a changing job

- T ~—— K

~ mix in thé face of tight financial constraints. The needs may be met

by altering the eqﬁipment configuration or changing scheduling and dis-
patching algorittha. Another -solution may be to establish preferred job

classes for differént time intervals; for example, only jobs requiring

. central processor time of 200 sec. or less may be'ﬁrdcessed.thrdugh the

system between 9:00 A.M. and 12:00 P.M.

-~

1.2 PERFORMANCE EVALUATION TECHNIQUES

The three basic appfoaches to computer sYstem'evaluétioﬁ are the

 i',__fb11owing: o N ..

(1) Monitoring |
(2) Analytic evaluation, and
(3) Simulation |

0 1.2.1 fMonitoring

" Monitoring is a method of collecting data on the performance of an
existing'system. Hardware or software probes are inserted into the
system, and major system events are monitored and recorded.. Two

activities are involved in the monitoring process: the actual

o | | 3




_collection of statisties during operations and the analysis of the

~ data -- which is usually done at a later time.

- Hardware monitors measure parameters such as central processor

| °< ‘time, peripheral processor time, d%sk read/write time, and waitiﬁg time.
‘Given a specific set of readings, an analyst can calculate a number

" of performance'meésures such as total system idle time, compute only

time, I/0 only time, and etc. [3]. A.major advantage of hardwére

“monitoring is that the system is not disturbed in any way by the act of .
f making'measurements.‘ Thus, .the monitor described by Bonner [3] can

‘;méasure“many system parameters without affecting the normal oggration
| - _ _ ' ‘ @ 3

{'A'job accounting routine, such as the “Day File" generator of the

‘I*?‘ ﬁpSC0PE-6per;tin8SYStem’ is the éimplest form of a monitor. This type. |
’,  of monitor can pfoyide réliable statistics on-central'memory usage,
“_j;7peripheral'processor‘time, centrél processor time, number of cards read,
‘T.‘ﬁumber of lines priqtéd, aﬁd etc. Thehoperating system automatically
“.f f,$toresthe Day File data on disk; it can be retrieved for anmalysis at
,‘“',% ;é:1ater time.. bee SOphisticated software monitors can be implemented
ﬂ>  ;byal£;ringthe operating systeﬁ itself. Software monitors may also
j"Be‘implemented by writing spécial routines and submitting them as user
;'iﬁ;fjjobS- The disé&?aﬁtage 6f a software méqitor is that it can and does
‘ ' [dégrade the system during operation. A software monitor. takes meﬁory
.“ spaceJand uses central proceSSOr and peripheral processor time. The

~major advantage of a software monitor is its: flexibility in determin-

ihg what parameters are to be monitored and in making changes in the

statistics to be collected.

 Momitors are primarily used to analyse the behavior of an existing -

4

';




ffff 'w1th faster ones.

’7“?ff1 2 2 AnalXPic Evaluatlon  3.

,,,,,,

'=f1f"méaSurement technique, they cen be used to predict the behavior of the

 on the perfornance of the systen.

"  5t;System; “Monitoring.can“bquSEd to‘identify system bOttlenECks and

1nadequacies.. Monitoring is also useful in developing a ptofile on

the use of a‘systemQ For example,'the percentage of jobs which re-

quire central memoty space of less than 70,000 (octal) words can be

- determined'by mouitoring. This date can be used to determine which

programming systems the installatiOn should support. For example,

,@.Tjit; 1f statiétics shOW'a'ﬁigh percentage of cdmpile time compared to

:u .fJexecuti0n time, an installation may decide to replaee their compilers

The second approach to the evaluation of computer systems is the

-%‘u.analyticapproach. An analytic model is a mathematical representation
ft.tof a computing systemb[30] A number of such models have'been]de—

.tniveloped and many have proven to be eatisfactory, Sherr [44]'W33 able t°_-:»ilv
 J‘constru°t a simple analytic model of the project MAC system at MIT, and
f‘it:'smith[ﬁsj:ﬁas able to cowstruct;a'uodgl.refIEQting a paged time-
~fﬁ_«sharingsystem. " .

,Anadvantage.of analytic models is that, unlike the direct

o system under different conditions. They can be used to investigate

"~ the effect ef‘different system configurations and algorithm modifications

¥

o AnaIYtic models‘do‘have some serious“problems° The major dis-

. advantage of analytic models is that they are difficult to develop. A

r.u' f;ﬂ”multiprogfmmming'Computer system‘SUCh as the CDC 6400 exhibits a high




o I.A'f..not have enough flex1b111ty to permit the investlgation without sub-

- d“'f configuration, sof}ware,parmmeters, and scheduling'algorithms,
;“'1;2;3 Simulafion'

~ and Gnugooli (34) as "a numerical technique for conductingdexperhments

degree of randomness because of the 1ntefaotion bétween the hardware,
software,'and user programs. Such a complex system cannot be reore—
sented very easily with a series of equations. The simplifying assump-
tioos often necessary to develop analyfic»models~tend, in many

a instances, to reduce the validity of the model.

Another disadvantage of analytic models is that they usually do

| stantial additional effort, in the effect of modifications in the systmmv B

’Analytic'modelstakéa lot of time to develop and revise.

-

‘The third approach, simulation; is the most potent tool for the |

evaluation of complex computer systems. Simulation -is defined by Maisel

on a digital compﬁtef; this technique involves certain typas of
mathematical and logical models that describe the behavior of business, -
~ economic, social, biological, physical, or chaﬁical Systems (or some
component thereof) over periods of time." ’

Siggiation offars severai advantages over‘the analytic modeling

and monitoring approaches. Simulation permits the study of a real

system without actual modification of the system in any way. Monitoring

would i:equire changes to the system, thereby interfering ‘with normal

operations. Substantial costs may also be incurred if ney hardware or
software components have to be purchased- or developed to monitor the

‘system.




,,,,,

- Realistic simulation models of.complex'systems can be developed

‘.'ﬁwith\a reasonable investment of time and money. Analytic models may

require simplifying assumptions which render the model invalid.

An important advantage of simulation is flexibility. Simulation§is

"~ the most flexible of the three performance evaluation techniques.

Simulation models can be built to study almost any computer system. aOnCe |

~ the simulation model has been developed, the effect of any number of

'modiflcations in system configuration, prlorlty ass1gmment rules, ;

schedullng rules, and dlspatching rules can be investlgated w1th a

- minimum of'additional effort. Another advantage of 31mulat10n 1s that

it provides'operational'insight into the system being‘modeled.” This

“makes simulation a very rewarding educational experience.

The greatest limitation of'simulationyis its high‘cost.*’Thlef'

| gfdeve10pment of a simulation'model requires extensrve studies of the sl

T system belng modeled, additional time for the development of the model

and considerable t1me for executlon on a large and expen51ve computer.

This the31s describes the development of a simulation model of the

A* ”CDC 6400 computlng system under SCOPE 3.3 and INTERCOM 3.0. The
u:primary objectlve of this proJect was “to develop a val1d 51mulatlon “

~ model of the CDC 6400 computer system which can be used to predict

the performance of the system under typicaloloading'eonditions,

3 .Another objective was to study how changes in workload, modifieations,ih :

scheduling and dispatching rules, andwchanges in system configuration,"//

Y S P e .

such as different control point. assignmments, affect the performance of

the system. These objectives are discussed in more detail in section 1.4.

R
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®

.-

The'CDC 6400 computer system;is a fast multiprogrammed mﬁltiple~
’computer system, which has eleven independent computers consisting of
one large central processor and ten smaller peripheral and control
processors. The SCOPE'(SuperviSOry Control of Program Execution)

 operating system, version 3.3, is a group of programs that control

the operafion.of the cbmputer'system. Katzan (28) defines an operat- :,i"’f
ing systemgs."an integfated set of control programs and processing ]
programs‘designed tp'ma#imize tthusefof the system's resources and U

';“to reduce the complexity involved in preparing a program for execution ) .

on a computer'.

4 A:1;3~PREVIOUS.WOkK.v.;f ;f;E tf.,5;j”i '3¥""" 'v -
o Simulation modelséf’a'nmm5ér'ofcdﬁputer systems ﬁaﬁe'beep :;

- \ developed. 'While'thé number of simulation projects reported in ,J “'
theliterature iS:large,‘very few are relevant to the simulation bf‘~'j;:

. cDe 6000 series computing syétems. This saction discusses some of.'f:; 

the most,important'projects that have dealt generally with the
"“,f simu1ation’of'muitiprogrammiﬁg and time-sharing systems. Articles

N ]dealiné wiﬁb,CDCb6000 series cowputer systems are of.special interest.

e ;Q  One‘df”théfééfliéSt*repdrtedprojectswas the study of a computer."
vlcéntef by Hutchinson [26]. In this'pfoject, Hutchinson was interested
vih the total -operation of the compuferJCenter, includingmanpower“~Mfw~wWMww-
f””f“’asSignmént“andéosthistfibgtion; the“computer was just one element of

thé total system. . ;

Another important project was the study of the Compgtiﬁle Time

~

" Sharing System (CTSS) performed by Sherr [44] at MIT. This study used




a software probe addedjto the operating system to gather data about
user interactions with the system and system responses to user actions.
Sherr developed a simulation model of the system and used the gathered
T data for input‘to'the,model and-as a means of validating the results
.g_Of the Simulation. “He studied the performance of the system with Mot
"ldifferent aeheddlihglalgorithms.Oneeitentof particular intereet was

- - the "transaction" approach described by Sherr for the representation

hlof'interactive user jobs. ~ This approach, which was used in the modeling o

| fwrofthetime—sharihg-part ofpthis'project5‘is defined and described
in Chapter 3. | |
Noetzel [38] descrlbed a tool he used to measure and evaluate a
",;.icomputersystem'while it was in.operatien. He called this tool the
.fMeta—S&stem"; TheMetaESystem.cdmbined onrlinemeasurement with,t
"simulation.',Signifieant events in‘the operation of the sﬁstem.were
";‘kmbniteredbysoftware probes and the data collected was fed as input"” ?i*57

'7'3;{t6 thepsimulation model. Potential modifications to the syatem.were'

,.:Qfevaldatedrusing'theasimulation model, and the actual system7was adjusted

accordlngly Only the trial runs of this system were reported

the General Comprehon51ve Operat1ng System.for the Honeywell H~-600

-jf 4 ~ -

gatherlng fac111ty that automatlcally supplles important stat1st1cs.“
e | | A
”The¢data supplied by the operating system was used to drive and validate

'““.Qhe'model.' The approach taken by Norland is very siﬁilar to the

apprdachdusedfin the modeling of-the-batch_system in this report.

R
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Norland and Bulgren (39) descrlbed a 81mulat10n model of GECOS III, pldf“-

line'of‘computers. The GECOS TIII Operatlng system contains a data- v




"nStatistical distributions of job characteristics were used to drive

the model.

Cheng {8]'reported on the deveIOpment of a trace-driven model

' dof the IBM/360 computer at IBM. Tﬁis was a landmark article which p
Antroduced the technique of trace-driven modeling. In the trace
driven approach, data traced on a real running system is used to.run_.dffdflf

~ the model. The workload and the activities of system components in »_d '

q

n~r‘response to the workload'are supplied as input to the model in the
" form of trace data. The trace data is ‘obtained dynamically by

~ monitoring significant events while the operating system and the

workload interact [8]. fShivelej-[45]uused this app{oach in his  ? ‘j3-°"“'

'”,dissertation,

ProjeCtS7USiﬁg CDC,GOOO_series cOmpnters}have_appeared in thep"'" 

"literature lately. 'MacDougal of Control Data’Corporation has'written. B

- a number of papers on the 31mulat10n of operatlng systems [32 33]

&

‘ﬂfr;fd._One of his eerller papers [32] dealt,with the srmulatlon of an ECS ;‘
dinfpbased operating system In it, he described‘thedesign of.aislmulator-‘”
.cx_‘for a Proposed Extended Core operatlng SYStem'(ECOS) for the cDC 6400
'Aand 6600 systems.y‘Another paper [32]~descr1bed the construction of a
| -basic“simulatisn modei for a disk—-bds’ed 'multiprogramming computer SY‘Sﬁem-?i":'t“"“‘
'Considerable.effOrtvhas‘been expended at the University'of‘”_”-‘;;;;;;;_-
a'd'Washington on the simulation of their CDC 6400 computer system. 'A L

Wwp group there has develOped a package called SIM 6000 whlch can be

used.tosimulate the CDC 6400 under SCOPE 302“operating~system |

[40,37,25]° One major deficiency in their model was that it ignored the

timeésharing part of the systen.

0 . c_,




" The University of Texas has done extensive simulation studies on

o the CDC 6600 [42, 43, 4], Sherman [43] described a tidce-driven

modeling analysis of CPU scheduling in the UT-1 Operating system. The
'UT-l and UT-2 operating systems are software packages which were
written at the University of Texas.-'They both have software probes

7which_automaticallycollect operational data. After testing several

‘;, ischeduling rules on the model, Sherman concluded that a successful

CPU scheduling method'must be pre-emptive and must prevent a given

job from.holding the CPU for too long a period. Another recent paper

t'*fg;'from the Univer31ty of Texas written by Browne and Lan [4] dealt with

"the interaction of'multiprogramming job scheduling and CPU scheduling on
- the CDC 6600“ Browne and Lan experimented with several scheduling
strategies, including'firstecome-first-served, shortest-processor—time-
first,.smallest?cost-first, and smallest-memory-requirement—first.

 They evaluated both pre-emptive and non-pre-emptive CPU scheduling

N (or dispatching) strategies. They concluded that'pre~emption is a key

:;3¥ tt-element for high throughput- They also concluded that the best

scheduling strategy depends on the specified'measure of effectiveness.

‘ij it is desirable to maximize /0 utilization, smallest-cost

(cost=core size + processor service time) or shortest-processor-time is
gwthe most desirable strategy. If the primary objective'is to maximize
- CPU utilization, shortest burst time (SBT) is the best CPU scheduling

- strategy.

' The two basic types of simulators are trace—driven simulators and

i .statistically~drivenrsimulatorso The difference lies in the way input data

is supplied to the simulator. A trace driven simulator uses raw data

11
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monitored during the normal operaeion of tﬁe system to drive the
.‘” quel. A stétistieally-—-driven simulator generates job parameters and,
| system service parameters from statistical distributors and uses

the generated data to drive the model. The simulation model discussed

in this thesis is of the latter type. |

The cur.rent project parallels that of the“‘University of

| Washington -~ Seattle, Washlngton [25,37,40]. The dlfference is that |
.t-:he s;tmulator descfibed by this ‘thesis'models both the batch and
time-sharing asﬂ'pectvs' of the computer system.' It also models the .
djsamic allocation of memory during program e’xecutioh. The University
ef 'Washington project dealt with SCOPE 3.2; this proj"ect': examines

operations under SCOPE 3.3.

1.4 OBJECTIVES AND SCOPE OF THIS PROJECT «

| ‘I'he main obJ ective of this project was to develop a valid
simulation model of the CDC 6400 computer system under SCOPE 3.3/ INTERCOM .
30 0per'at\ing system which can be used to predict the performanee

;Of the ‘system under dynamic and different loading conditions. Another B

B -Objective was to deterfnine how changes in the workload, modifications

 in scheduling and dispatching rules, and changes in system configura-

| t’ioﬁ, such as different control point assignn‘ien"ts, affect the perfor-

S i*j'.f*_ mance of the sjstem. '

The performance measures selected Afor_this evaluation study were:
job turnaround time, int-eractive job response time, job throughp‘ut and

equipment utilization. Turnaround time 1is the total time a user job

spends in the system. It is the time lag between the submission of

12




" the card input deck and the receipt of output in the form of a punched
output deck and/or a printout. The response time is the time

‘between the initiation of a request (issue of a command) at a remote

console and the beginning of the reply from the system. Response

time is a function of the number of users of the system, the nature of

their requirements, the nature of the specific request, and the design

o

of the system. Throu§?put 1s the number of jobs completed by the

AsASystem in a specified interval of time.

e

Response time, throughput, and turnaround are all meaningless

3 - figuré3 unless they are backed up with information about the circum-

- stances under which they were collected. Average, maximum and

minimum figures for these measures of effectiveness (MOE'S) are based

on statistics collected over a period of time and are more meaningful

'than isolated individual MOE'S. In this project, the average,

‘maximum and minimum figures for the MOE'S were used to evaluate the

system. No attempt was made to predict how longla specific job

- spent in the system since it would have been almost impossible to
R specify all its interactions with other jobs in such a dynamic

 system.

&

Utilization of a system component is the percentage (or fraction)

. of time when the.component was busy. It is the sum of all busy

time intervals divided by the total time when the component could
have been working. In this project, utilization statistics were
sollected for'thehcardxreader, ths.central memory (occupancy), the
central processor, the disks, the line printers,the card punchésg

and the seven control points.

. 13




"'y‘Theeffects of changes in the scheduling and Adispatching
strategies on each .of the MOE's were investigated., “*Scheduling can be
| found in the 1itlerature to refer to the selection of a user job in
" the input queue for central memory'assignment, the selection of a

job in the central memory for execution by the central processor, and |
, \ s

the selection of an input/output request for input/output processing
" In this report, scheduli_ng is used to“refer. only to the selection of
a job in the input 'qu‘e-ue | inuoediately prior to central memory
| assignment.,b 'Di‘Spatching is used to refer to the selection ofv a job
7. within the central memory for execution by the central processor.

The different kinds of scheduling and diSpatching algorithms are o
: :limited only by one's imagination. For this study, the following o
»‘ strategies were considered: priority, round-robbin, pre-emptive dis—' -
patching, non-pre-emptive diSpatching, smallest—memory-— requirement—- -

first (SMF) , largest—-memory—requirement-first (LMF), and shortest-

. processor-time-first (STF). In priority scheduling or dispatching,

the j'ob‘with the highest priority gets the central memory. space or
_the CPU.A' Pre?-emptive means that when a higher priority job requests
the, use of a facility which.is currently being used by a lower priority

job, the lower priority job loses the/facillty to the hlgher priority

‘-‘ job. Round robbin is the scheduling or dispatching strategy where the
first job-that requests a fac.ility gets it when the facility becomes
availa'ble; the‘.current user goes to the end of the queue if he requests
‘the use of the facility again. The other strategies are self—explanatory.

Simulation was selected‘lfor this evaluation study because of the

flexibility inherent in the technique.

oy
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This chapter has outlined the three -approsch'es'to the evaluation

v of computer systems. The objectives of this simuletion project and the

: princ dpal measures of effectiveness were ai_s'o discussed. Chapter 2

descr ibes the computer system being modeled; it is organized into

three parts; The first part which is introduction discusses the CDC 6000

gerles computer systems and gives" a htief hi'stoi'ical’ bachgro’und on the
deveIOpment of the SCOPE 3.3 operating system. ‘
' Chapter 3 describes the simulation model.a .The features of the tnodel,
., the level of detail, the constraints on the investigation, and the
-design of the simulation model are discussed Chapter 4 discusses the

~ .valid ation of the model and the resul,ts. of the experiments conducted

using the inodel. Finally, Chapter 5 concludes this thesis with a
suma xy of the important issues in the development of the simulation

model 'and,presients suggestions for further studies.

15




o data channels. One option is extended core storage (ECS); it can be

@

'CHAPTER 2

~ ' THE CDC 6400 COMPUTING SYSTEM

. 2.1 INTRODUCTION

'@\'2.1.1 CDC 6000 Series Computers
e The CONTROL DATA 6000 seriés computer systems are highly modular,""'
-v‘ ' Mi1arge-sca1e, solid-state, generalfpurpose digital computer systems.
 Ihis series consists of the 6200, 6400, 6500, 6600, and 6700. Each P
of these computer syStemé consists of a "main frame" and a number
'3~ '.of pefiphéral eéuipment.A.complete system requires input and output‘
.'}'.peripheral.equipmentwsuéh aé card readers, magnetic tape units, disk
"11;: mstorggé unifs, ériﬁter uﬁits4and an operator comnsole. The "main frame"
containg the'centrél'memory (CM), one or twb central prqcessors
z°:_(CPU's), tes.peripheral‘énd contfol processors (PP's) and fwelve
~ included in sdge of the systems (6400, 6500, 6600, 6700) to augment
rapid acceSS'mémdry. The 6500 and 6700 each have two cenpral proces-
sing units; all théothers have one. .
R | Thefe}are t%p types of central pfbcessing units used in the 6000
\“ ‘ééries'cdmbuters:theunified arithmetic central processbr and the
functionél centrai processor. These are terms used by CDC to describe
“the two CPUfs, Thé‘unified CPU is used in the 6200, 6400, and the

 6500. The 6500 has two‘of these unified CPU's. The unified arithmetic

central processor executes instructions'in"a éefial order. The functional
central processor has ten functional arithmetic and iogical units which '
can operate concurrently on unrelated instructions. This functional

CPU is used in the 6600 and ‘the 6700. The 6700 contains one unified CPU ~

e

16




N

and one functional CPU..
i The only difference between the CDC 6600 and the CDC 6400 1s
that the CDC 6600 has the faster functional central processor while

the CDC 6400 has the unified central processor.

et
l

"'2.1.2 Historical Background

_The CDC 6600 computer was‘primariljconceived ahd déveIOped by‘:¢‘ ,-=. 
.Oneindiﬂidual, Seymbur Gray. He worked with a group of hard@are o
Qéngineers on his'farm.at_Chippewa-Falls, Minnesota, to deve10p-ahd a
faBrigatgAthe first few units of the CDC 6600.
'-‘The'first'6600'Was completed and-deiivéfed without software tovthev
'iivermore Atomic Energy~Laboratory in Livermore, California, in 1964;
it marked the'beginning of a new genératiqn of computing systems. This

~ computer consisted of one central.processor and ten peripheral and

control pfocessors. Control Data. at this time, decided to inclﬁde the
- 6600 in.its standérd'product'line. A special software group was
'l”‘organized to develop a sophisticated opérating system to market with.tﬂ;
sqphisticated hardware of the 6600. Unfortunately, the unit of the
6600’which this group had to work with turned ocut to be more unreliable
“than any'other built before or since. TIts reliability drastically,cut—
tailed the effectiveness of this softwarevgrouﬁg
In.the'meaﬁtime, the hardware group at Chippewa Falls realized that

they needed a simple operating system in order to conduct extensive tests

on the hardware. They rapidly developed a system, the Chippewa Operating

System. | | - |

The delivery“df the 6600 in the general market did not really begin

17




‘until 1965. The early users of the 6600'nad to either develop

their own.software or use the Chippewa system which was still not

.completely debugged. The offic1a1 CDC 6600 operating systemgq

SIPROS (Simultaneous Processing Operating System) was still under

development. At the first users' meeting in August 1965, CDC an-

nounced it's decision to fully back the.Chippewe:Opereting’SyStdm“““”“WWWwwwwwwme

beCause of the extensive initial use. .Then, rather than supporting

"~ a single software effort, Control Data attempted to split its meager

' resources.

¥

The performance of SIPROS was never adequate. After a few

. frustrating‘years CDC decided to terminate all support of SIPROS and

concentrate on the Chippewa System. ' The Chippewa System eventually

evolved into the current operating systems, SCOPE.

2.2 HARDWARE ORGANIZATION

2.2.1. Overview

" The Control Data 6400 iszimultiprogrammed file-oriented system.

‘It consists of eleven independent computers, one large central

processor and ten small peripheral processors. The large central
processor is the main computing element and is similar to a typical
central processing.unit of a general purpose computer. All the eleven
computers have access to the centrai memory. The central processor has

no connection with the ten peripheral processors except through the

central memory. The peripheral processors cenfcommunicate'with the

external peripheral equipment and with each.other via the twelve

independent bi- directional data channels. Figure 2, Iisalgeneral block

\\\t
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" ‘diagram of the CDC 6400 computer systeﬁ.““"'

A large variety of peripheral devices is available with the 6400

"éomputer.~ The peripheral devices attached to the 6400 at Lehigh Uni-

versity include:

1)
2)
3)
4)

g
6)

P

8)
9)

two

diS!SAtorage units, the CDC 808 and 821 units,”

four mégnéfic tape units,

g

telephone data set controllers, |

one

two

one

two

one

one

card reader,

Jiine printers,

carp punch,

CALCOMP plotters,

paper tape reader, andi"

paper tape punch.

There is a VARIAN minicomputer (VARIAN 620/F) which handles all communi-

cation between the system and all remote terminals. The paper tape

% |
reader, the paper tape punch, and the two CALCOMP plotters are also

connected to the VARIAN.

The central processor, the céntral'memory and the peripheral

processors are discussed in the next sections in more detail.

0 2.2.2 Central Proéessor

The CDC 6400 computér system has the basic unified arithmetic cen—; |

R

|

- tral processor. In the unified arithmetic -central Processor instructions

are executed serially, with no concurrency. The central processor is a

very high—-speed arithmetic. processor, which consists of an arithmetic

unit and a control unit. The arithmetic unit contains all the logic

20




hardware implemented.

necessary to execute arithmetic, manipulative and logical operations. ‘ |

‘The control unit directs the arithmetic operations and provides inter-
face between the arithmetic unit and the central memory. It also -
performs instruction retrieving, address preparation, memory pro-
Itection, and data retrieval and storage. Fi- o

The central processor does not perform any I/0 operatibns; All

_ I/O operations and system control tasks are handled by the peripheral

#

‘processors. The central processor has no'connection to the pefipheral

. processdrs except through the central memory under the cognizance of

' two Instructions, the exchange jump instruction and the central pro-

gram address instruction. The central program address instruction

monitors the address of the program currently using the central

processor. The exchange jump instruction, which may be issued by a.]   £ T? ;iF:;fi

peripheral processor, initiates the program execution in the central
processor or interrupts a current program and starts execution of a
new program. In either case, the central processor is directed to a

central memory file of 16 words which stores information about the

'new program to be executed. The 16-word file 1s called the exchange; %  f;fi:f;5

Jump package.ﬂ
The exchange jump feature allows the transfer of control among
programs and the‘Operating system; this is the essence of multi-

programming. Before a jump to a different program occurs, the con- .

tents of all the 24 registers in the central processor are loaded ,1

Into an area of central memory. The exchange jump instruction is

b4

@P
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2,2.) Central Menory

The c:t:s uemotr of the CDC 6400 system at Lehigh University has
65K decimal tase o <o tit worde. It is organized into 16 logically_

* Ti A

1n‘d@pmm¢:;f [ - o ut oy v i e aoh. .ﬁ_“'

sade via a common addseas clearing house called a stuntbox The
stunt box accepts addtesscs under a priority system at a maximum rate e

of one sddrcos everr 170 nanoneconds. The address is sent to all

banka, anf 'tc ct:ic t lank, {f free, accepts the address and noti-

flen t'c =t tox ot itz action. The associated d_a_ta."wo'rdf is then

A

a central data distributor'rhecorrect

gent o of tely teved ¥Eon
bank ighotee the addreos !¢ it 18 busy processing. ‘Ifthlis‘happ ens, | the
stunt bor sawves the afirczz and reissues 1t later. ‘ _The adarésses that
are nave! e ozose foontirots renide dinoa hopper mechénismwhiéh has |
the /. ~-+ 1 ity in laay ing addresses. The centralProceSs or has " *

the e o priotity and the peripheral processors havév'_,i_’:t_he__ythirdvp_rior-

fty. Figure 1.7 1e & block diagram of the stunt boxi ©o o mao

TRAL MEMORY BANKS

RIS TRES




et

the data distributor handles the actual transfer of the content of the

|
\

In a manner similar to the way the stunt box handles the address,

word associated with t-he address. Data words and addresses are corre-
lated by controi information (tags) entered in the stunt box with thé
address. The tags define the address sendier and the origin/destination |
of the data, and detelrmine whether the address is a Réad, Write or
Exchange Jump address. | | | | - o
The data distributo;has.a series of buffer régisters which pro'-‘
vide temporafy storage for words when a conflict occurs. Each group
oihf'{four banks communicates with the distributor on separate 60-bit
read and write paths, but only one word is trans_ferred at a time.
Wo;ds are transferred every minor cycle or 100 nanoseconds. Figure 2.3" S

is a simplified block diagram of the data distributor.

‘CENTRAL MEMORY BANKS

St | —
1 5 | \ 11)12 §13 14 |15 ! 16.%
———— 4 —.—-,\ \L RPN W 3 i ‘. j
- T
- |
~ CPU DATA DISTRIBUTOR —
\ o
P , | | . N “ N
PPO PPl PP2 PP3 | PP8  PPY

Peripheral Processors

"FIGURE 2.3 DATA DISTRIBUTOR
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A1l central processor references to' the central memory are made

"relative to a Reference Address (RA). The reference address defines »

\

the lower limit of a program in central memory. The capability to

change the reference address permits easy relocation of programs din

central memory. This hardware feature aids the software in progr am

" loading and dynamic felocation.

'2'.2.'4_..‘Peripheralv«and Control Processors - |

The ten iperipheral and control processors (PP's) are identical

i e ek e e i it et i

1ndépendent ‘stored-program coiﬁpufers.‘ ‘A peripheral processor consists

| of a control unit and a memory"of 4096 12-bit words. The ten PP's

gshare a fast arithmetic unit on a time-division multiplex scheme.

. The ten PP's éan&ntunicate with external equipment (disks,

 card readers, printers) via the 12 independent bi-directional I/O

- channels. Only. one pi.'écewaf equipment can be att.ached to a channel

~ at any time, but all 12 channels can be activated simultaneously. A

. peripheral processor may communicate with another peripheral processor

over a channel which 1is selected as output by one and input by the
other.

Dag::a is transferred into or out of the systém in 12-bit Wor'ds; L

..............

g : . \‘:;.'

e each channel. has a s‘ingle register which holds the data word being

"""""

e R B etk bbb e e e

transferred. Each channel operates at a maximum of one word every

100 nanoseconds. Data being transferred between the central memory

and an " external device has to pass through the memory of a peripheral

processor and the register of a data chaQ?ela

24




' remaining seven PP's form a pool of processors from which the monitor

Data flows between the central memory and the memory of a PP in o
blocks of words. When data is being transferred between the memory of

a peripheral processor and central memory, five consecutive PP words

!

~ are assembled to make one 60-bit CM word. Similarly, when data is
_being transferred from central memory to a peripheral processor, each

central memory word has to be broken down 1ﬁto five 12-bit words.

. One of the peripheral Processors. (PPO) monitors and controls ‘th.e

'operation of the central processor and the other'peripheral processors.
The executive monitor pfogram (MTR) resides 'pﬂermanently in PP0 and

. controls the operation of the whole system. The system display pro-

gram (DSD) which héndl_es communication between the operator and the

operating system resides p‘ermanentfy in PP1. Another peripheral

processor is assigned to the VARIAN frpht—end minicomputer which handles

all communication between the system and all remote terminals. The

&y

‘may assign tasks as required.

2.3 SCOPE 3.3 OPERATING SYSTEM'

2.3.1 Intfoductidn

" SCOPE (Supervisory Contro'.ljof Program Execution) is a group of

programs and subprograms that monitor and control inpulf9 compilation,

assembly, loading, execution and output of all programs submitted to

- the computer, and allocate resources to these programs. |

The system resources that have to be shared among jobs are the
central memory, the central processor, the peripheral processors, data

channels, disk controllers, line printers, punches, plotters and paper

. | ¢
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~tape readers/writers. The central memory is shared between system

routines, system communication areas, and user jobs. The amount of

space available to user jobs is finite, and even though up to seven

~user jobs may be multiprogrammed, i.e., up to seven jobs may reside in

core simultaneously, the sum of their core storage (CM) may not exceed

~ the maximum amount of CM space allowed for user jobs. The maximum

space allowed its user jobs at Lehigh is 140,000 (octal, base 8). |

words. The central processor can be used by only one job at a time;

therefore, the jobs in central ,.memory have to wait their turn for the
CPU.

"The central memory and the central processor are the two main

 resources that have to be shared by jobs. Queues of jobs waiting to |

be assigned to these facilities are maintained by the system. Also,

a queue is maintained for each of the peripheral devices such as the

o ___disk, printers, punch, and so on. : U

Programs written for execution in the periphe'ral Processors

- . (PP programs) p‘erform all . the functibns of .the operating system. SCOPE
- consists of a monitor routine (MIR) which monitors and directs the whole

operation of the computer system and resides permanently in a PP (PP0);

a system display program (DSD) which resides in PPl and handles all
communication between the operator and the computer system. There are

a number of PP programs which reside in core or on disk and are called

by the monitor (MIR) to perform specific tasks.

A product set that comes with SCOPE 3.3 is INTERCOM (version 3.0).

INTERCOM is a 'sy'st'em of programs which allows for the submission of jobs
26 ’
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to the CDC 6400 computer from remote terminals on a time-shared basis

with other remote jobs,and locally submitted jobs. Jobs are submitted

on one of two bases: either as complete jobs punched on cards and sub-

mitted through the card reader of a 200 User Terminal, or as inter-—

active conversational jobs submitted via teletypes (TTY) and cathode-
ray-tube (CRT) terminals.

~ Communications between the remote terminals and the central com-

- . puter are handled by data sets (TUCK, BELL, MILGO), a VARIAN 620/F

minicomputer, a dedicated CDC 6400 I/0 channel and a dedicated pe-

ripheral pro‘cess.or. The peripheral processor and the I/0 channel

,asshigned to INTERCOM cannot be used for any ‘Oth.'er purposes dur'ingthe‘_'
\enti'r.."e time that INTERCOM is running. All other ha'rd;;rare requirements,
except fhe’ ce'ntra.l memory, are on a t‘emporéry, or transient basis.
' INTERCOM uses pool PP's for running various PP programs. External
. storage devices _-‘(disks‘) afe required for storage of INTERCOM system
S programs and authofizatioq ihfbrmat;ion, as well ..as for thé_, files

- generated by the users of INTERCOM. -

\

e

e 2.3.2 SCOPE Monitor (MTR) f -

The SCOPE system functions under the direction of the systen

. monitor (MIR) which is loaded into PPO at deadstart and remains there

&

for the duration of system execution. Primarily, MIR controls and

coordinates system activities to avoid conflicts betwe‘en various
N . .

system processors. The tasks performed by MTR include the control of
| ot |

~ the execution of CPU programs, the 'ass.ignment of tasks to pool pe-

ripheral processors, the allocation of central memory, the reservation

i
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~and assignment of'data 'channels and. peripl;era]. devices, the periodic re-

 evaluation of control point priorities, and the maintenance of accbunting-

and the system clock. (See Figure 2.4)

ST , .
. A T iy , . . .
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-

L_‘il

Main Control Routines

Scanning - N\

Output Register T S R

CPU

) - Assign‘ment’ |

| Memory
‘Allocation

1

Assignment

PP |

CPU

PP

Request
Processing

Request

Processing

st

- FIGURE 2.4 MTR MAIN LOOP

The monitor routine goes through its lon every % milliseconds.

During‘each loop, MIR scans a set of central memory locations that are

- set by other peripheral processors when they require monitor action.

When MTR finds any request or a message, it jumps to an internal sub-

routine to »pr‘ocless the request. The monitor then scans the communi-
cation areas of all control points for any requests. Running jobs
may request PP's on I/0 devices. MIR assigns and releases all pe-

ripheral processbrs and all I/0 equipment required by running jobs.
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| Thé monitor (MTR) 1s.in.control of the system at all times. All
the other tasks of the operating system are performed by peri‘pheral
processor (PP) routines. The PP routines reside in core or on disk,
and are called by the.ﬁonitor'when needed. If one of these routineé
'is needed, MIR puts the name of the routine in the communication area

of a PP. The PP picks up the name, locates it in core or on disk,
‘loads a copy of it into its memory and transfers control to it."After
;thé’PP cqmpletes”its task, it signals MIR'via'the'communication area,.
and waits“for the next MIR order.
‘The SCbPE'monitor‘system wdrks inhthe "mailbox" fashion. All ST

'vc0mmunication.between the mbnitor (MIR) and the dévices and other ' |
" operations it controls have to go through the communication area in

‘central memory. There are no interrupts.

2.3.3 Central Memory Residence

”  ;; “Portions of the}operating systém.residg in central memory through-
out the operation of the system. The portions of the operating system
- which reside in central memory are the central memory resident (CMR),

" the library directory, the central memory library of commonly used PP

programs, the INTERCOM buffer area, and the record block table (RBT). :  ' ¢§.w

Figure 2.5 illustrates fhg;allocation nf central memory to portionsudf.'

the operating system and to the user programs. ~
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The “central memory resident” contains pointers, tables, PP comuni- |

cat!t o -, o0l the central processor resident,areaa The INTERCOM

b‘ufff“i area vl i AR I“"Ointers, message buffers for Qpetiator communi— R :

cation, uner tables for keeping traek~of eonhected terminals,and datéf?;fideifasd 

buffers for data being transmitted to/frooftenminals;

Bloc¥n of central memory that are not allocated for system use

W8y bc utllirel by user programs. The user program area is PartitiOneashrs::*%-*"-‘

off into seven variable-sized partitionsfoalledfCOntrOI pOints; “An
sctive propram has to reside at. one of these seven control points.'

Control points may be assigned to Speciflc classes of JObSe Any of the

cont: ! ;o lnte mav be assigned to INTERCOM ]obs by the operator. A e
control potat so designated may be assigned Only to INTERCOM system.,{5°‘;f{;ffﬁf7
rout ines or interactive user jobs. .Another control point may be'.Ao'ﬂf""h'
assipned an a buffer area for the storage of syStem routlnes and ovef'hli;sfﬂ""

lays =% an JANS. The remaining control points are used by batch

joba.
Two other areas of central'memory'may be referred to as control

points. An area just below control point one is referred to as control

pofnt zero. Control point zZero is'Used.tofidentify all hardware and  faifff}ff{£?fﬂ
gofiu. v o 1ocs which are ndt presentiy'allocated to USerjohsoorhfrfffﬁfffféfifﬂ
those that are uscd only by SCOPEo The other sYstem Pseudo~control iﬁfféfﬂfinfﬁfﬁf

point, control point 8, 1s used by SCOPE for system utility programs.:!edffﬁfsf!~"

T T
2.0 4 vriarticies

e m——

o ol tion of a job for central memory allocation and the

&

gasioooent ol t he
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- parameter (IP.MPR) which is equal to & at the Lehigh installation.

&)
XS
!

(4]

prioritiﬂes of all jobs waiting for the availability of the facility. The

upriority number of a job in the SCOPE system is stored in twelve-bits;

this indicates the relative importance of the job. This number can

range from 0 to 7777 octal. TFor convenience, we shall assume that a |
priority number consists of four octal digits. The high order digit is
called the prioriﬁy 1ev-¢1 and the three low order digits are called the

priority sublevel. The number of priority levels is an installation

There are two types of priorities in the SCOPE system, fixed and non—

life of a job in the system, unless changed by operator intervention. T

Non-fixed priorities are subject to periodic recalculation upward‘

or.downward depending on a job's ‘activity within the system and on its

“‘elapsed time in the input and output queues. During priority recalcu-

lation, onlyl the sublevel (last three digits) 1is recomputed. The level

. (first digit) remains constant. Thus, a priority of 2000 octal can

never exceed 2777 octal, no matter how long the job stays in the system.

All fixed priorities are higher than any non-fixed priority. The |

 installation parameter (IP.LVF) which is equal to 5 at the Lehigh

installation establishes the lowest fixed priority 'levela 'I'hgfs any
priority less than 5000 is non-fixed and may be recomputed by the
SCOPE system.

The priority levelA of a batch job may be assigﬁed by the user on
the job card. The maximum priority level that may be specified on a
job card is 4 The operator or the syétem méf,; }assignpriorities 5, -

6 and 7. All interactive jobs are assigned the fixed priority level

32

. fixed priorities. Fixed priorities remain constant throughout the RE
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| of 7. All interactive jobs, therefore, have a priority of 7000 octal.

o ,, System_routines ‘are assigned a priority of 7777 octal.

| The scheduling priorities of jobs in the input queue are treated
in the following'm'anner; All fired priorities remain constant. The
priority sublevels of all non—fixed' priorities are incremented by one
(up to their maximum value of 777 octal) periodically 'l'his process |
“:‘is known as aging the input queue.; The time period between incre-
meenting sublevels is determined by the installation paramet;’er IP.IQD.

;"Recalculation takes place every 2%*(IP. IQD+6) milliseconds. "At the

- 'Lehigh installation where IP. IOD is equal to 6, recalculation takes

| place every 16 seconds.

The scheduling priorities of jobs in the output queue are handled

in’ the same fashion, except that the installation parameter IP.OQD

_;det?rmines the time delay ‘between recalculation. The value of IP.0QD

at’Lehigh is ”lin(o‘ctal'); therefore, recomputation takes place every
64 seconds. I |

The pr'iority of 'a control 'poi.nt’ is the priority of the job _residing
at tllat control point. Control point, priority is initially established
~ when the PP routine 1RA schedules a job in the input queue by attaching
it to one of the seven control points. The initial value of the control
point priority is the final value of the job priority in the input

queue. For fixed priority jo‘bss, this value has not been altered since
4

the job entered the system. For non—-fixed priority jobs, the initial

control point priority may  be greater than the job card (or default)
priority; this can be caused by priority : sublevel recalculation which

may have ‘occurred while the job waited in the job input queue. The

¢
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time interval' between priority recomputations 1is -determined by t’hea in- "

stallation parameter IP.CPD. At the Lehigh installation where IP.CPD
° 4ig equal to 5, priority recomputation takes place every 2,048 seconds.
| "._ " The new Sublevel, S(new) 1s calculated using the following formula (43):

L ~ T-CPT.
- S(new) = A

+ (-1) * S(old)
W )

where, - | L e T e

T = 2%% (IP.CPDM) ; time :lntiervgl' betweéri recalculations
- 2048 milliseconds |
C,PT = sum of the accumulated milliseconds of CPU time 'tgllied at
| the control point since the last recélculation \
A = 2%k(IP,CPD+6-N) ‘ T
N = 9, number of bits of sublevel
W = 2%%2, a weighting factor

S(old) = the old priority *sublevel L IS

Upon examination of this formula, one can see that a job which has
~ made use of the CPU during the latest interval will be penalized when

recalculation occurs, whereas a waiting program which has not had access

to the CPU will be réwarded. Therefore, within a given nén-fixed prfié
ority l'evelﬁm(detérmineq by the non-changing high order digit), all
programé will eventually have access to fhe CPU. However, a 0 level
program will riever run ahead of a 1 level ptogram regardless of how
long the 0 levei program’ has been waiting. This is not a serious
problem at the Lehigh installation because the majority of the batch

jobs are at the same priority level of 1.
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2.3.5 The Processing of Batch Jobs

-

The operation of the SCOPE system on the CDC 6400 computer was
modeled by tracing the flow of jobs through the system,. Before the
" model can be presented, the £low of jobs through the actual system

| should be described in detail. Three types of jobs are processed by

' the systenm: normal batch jobs, remote batch jobs and conversational or

interactive jobs. .T'he_portion‘ of the operating system_ that handles
interactive jobs 1is knoiz as INTERCOM. The flow of interactive jobs
through the system {s dekcribed separately in Section 2 3.6.

The SCOPE operating system is a file—oriented system. TIwo files,
j

.designated as INPUT and OUTPUT respectively, are created for every

job that enters the system. Other files may be created by the user

~ program or by the operating system for the user job.

A batch job consists of a number of control cards, program deck(s), |
and data deck(s) .‘ A batch job ‘ma‘y enter the system via a card reader
at the {nstallation, via a card reader at a remote location (remote
job entry) , or via a magnetic ‘tape drive as »-card -ima.ges oh magnetic ]
~ tapes. The system is usually entered through the card reader at the

A, installation. The flow of a typical batch job through the system is
oW discussed'in detail. The flow of johs through the system is

monitored and controlled by the monitor (MTR) The monitor calls on

peripheral processors and 'PP routines to perform tasks for the job.

Some of the more impor:jtant PP routines are mentioned- at the- appropriate-lw IR

time.
Figure 2.6 1s the flow chart of a jo»‘b entering the system. The

operator loads the job card deck into the card reader. Every one-half

<
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FIGURE 2.6 ENTRY OF BATCH JOB INTO THE SYSTEM
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second a PP routine (1LT) checks to see if anything is in the card reader.

~ If a deck is waiting, a PP routine (2RC) reads the first card (which must

be a job card) into central memory. The job card contains the job name,
the central processor time limit, the total central memory requirement

for the job, and the priority level (in octal) for the job A routine

'(2RC) then passes control to a PP routine (2TJ) which, along with another‘

‘_ routine (2BP) reads the remaining control cards and sets up all necessary

files and tables, 1hcluding the File Name Table (FNT). 'Finally, two PP

routines (2ES, 1SP) write the remaining card images on disk storage un-

" til an end-of-file card is encountered. The job is now in the input

queue.

In order for a job to be scheduled from.the input queue into the

active job mix, i.e., into thencentral‘memory, three conditions must be
" met. First, one of the seven control points must be free; a dummy file
'NEXT attached to a control point indicates that the controlb-point is free.

 Secondly, the priority of the job must be the highest among all jobs in

the input queue. Thirdly, the amount of memory‘required by the job (as
specified on the job card) must be available. Figure 2.7 is a flow chaft

of the scheduling process.

The actual scheduling is performed and controlled by the PP routine

| "1RA, the resource allocator (15).. 1RA also ages the input and output

queues. 1RA is loaded intd a'peripheral processor every 250 milli-
seconds. Each time it is loaded9 it examines all control points looking
for one which has the dummy file NEXT assiéned to it. If no "NEXT"
control points are present and if the input and output queues are not

ready to be aged, 1RA releases control for another 250 milliseconds.
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If an available control point is found9 .LR.A then examines all JObS in

the input queue to determine which job is most eligible to be scheduled e

It will edither choose the fixed priority jo‘b with the highest priotity

or, in the event t-here are no-“- fixed priority Jo‘bs9 the highest ptiority ¢
job which will fit into thé avallable main memory. In the event two .
jobs have the same priority, the sys tem chooses the job with the hi gher
maln memory requirement. . LR fre
With an availdble control point and a s-'el‘egged:505?‘qigxﬁé;;timg_;.:
cates the control point and requests main memory for the chosen jo]o .’ |
It is poss ible that suf f ic ient main memory may | not be available to .('
honor the request; the use of memory may have changed since the last |

time 1RA checked .it. In this csse9 _one of two things will take placeo | |

If the selected job has a non—-fixed priority, it will be retutned to

~the 1nput queue and another ]ob will be selected However ; 1f the Job T
has a fixed priority, lRA will not attempt to find any other Jo‘bs for . -

any control points until the selected jo‘b can be scheduled When this ":{ o

condition arises s a message is sent to the oPerator giving him the -

Option to roll out a running Jo‘b or to ignore the message and wait

until enough ] jobs terminate jo;f ; t,heit;own accOtd to free suff ic_lent e f L

main memory for the selected job. =

Once the reqUired centtal}memory’f";'tecomes evaﬂable; PP'-roultine‘;-lf: |

“1RA performs all the housekeeplng essemtlal to start the execution of

the job. R . e N

When the job is ready for e:zteeutzf.on9 lRA reassigns itself to t‘he

control point zero and continues to look for more "NEXT * control points

and identify the next most eligible job in the input queue




At any- given instant of time, each contr‘ol point is in one of three
stateS° aero status9 indicatingthat it has no neerj for the CPU° recall
status, indicating that it is waiting for aperiphex;al operation to
complete, and the wait status, indicating that it has need for the CPU
and is either waiting for it or currently has control of ito{ The moni-

tor routine M’I‘R always assigns the CPU to the control point with the R

highest priority and also in the wait (:i. e., ready) state._ Control |

point priority sublevels are recalculated by M'I‘R as discussed prev1ously.k
A batch j.ob-_asslgned ttothe *central processor continues _executing_

until one of - thé”s“éf“”‘éi%é'ﬁf‘s*'*6c‘¢u“rfs : 1) it'.requﬁests an!r'I/O operatio?n,‘ or o

'2) it terminates normally or abnormally; or 3) it ifs- rolled out by a |

higher priority job In all three cases the CPU is ass:.gned to the
highest priority walting job S 'i o | s

| The switc‘hlng of the CPU from Job to Job is fac1litated by the ex?; o .
change jump package mentioned in the hardware section of this thes1s g
(Section 2. 2 2) Each control point ,whether actiye Jornot » has 200

octal words reserved | for the exchange package@ .. The first 200 locations

of every control point contain the exch.ange packagegg The exchange

package contains the contents‘ of the 8 address r’egisters‘9 the 8 1n cre- -
‘ment 'registers, and the Sdata registers of theCP‘U at the time of
interruption. It alsocontalns the programaddress;> the referencew
address, ‘the field length : the monitor -address and other control |
information; rIn order to assa.;n the CPU to a control ” point A the ’_
monitor merely‘ has to fﬂ.l all the actual machine registers .with the
appropriate values contained i,n thatcontrol points exchange packageo

If no contr\ol point isr a.n the wait »State w'hen: M‘l‘Rié pfepared to
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v AN

dispatch- the CPU, the CPU becomes idle. MTR will continue to scan the

L

. peripheral processor and control point communication areas, in search of

any activity requiring- attention. It also continues to advance the

clock and recalculate priority sublevels as required. Figure 2.8 1is

- a flow chart of the 'diSpatching and execution process.

The execution of; a job which has control of the CPU should now be

~ considered. A u's'exj JOb is tisuallyﬁritten in a high level language such

as FORTRAN or in an assembiy. lanéuag"e such as COMPASS. This symbolic
source prdgram has to be convefted into absolute' machine‘ language code

before actual execution of the job can take place.: 'l‘ypical steps which

- may occur in this conversion process are:

1) Macro Expansion - The complete text of the source program is created

~ by the substitution of a program text in p}ace of macro calls.

~2) Compilation (or Assembly) - The symbolic source text is translated

into object modules of machine language code. This process 1s
called assembly 1f the source tex‘t is in assembly language such
_as COMPASS. The' compilatioﬁ step creatés a binary' file (machine
language code) on mass storage for the user job; it is ready to
be linked with other'#binary files and eventually loaded into main

memory. - | )

o g) Linkage Editing - A number of separately compiled object modules, and

any required library routines, are merged together to form a single
program or load module.
4) Loading -~ The load module is brought into central memory as absolute

&

machine language code.
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A specific job may require one (in tie case 6f a program already
"~ 4in the absolute‘méchine code) or more of these job steps. The actual
executibn of the loadedigbsqluté machine code program is also referred
to as a job step. -

nwmm@WW@Iheucéntrol card -after the jobéérd-causes the first job step td
be executed. In the‘casejof compilation, for eiample, a copy of the
compiler is brought to the control point assigned to the job, The”

A compiler utilizes the'source progfam to.cfeate a binary file on disk.
Af ter completion Qf that step, the next control card starts the next job
;{"step, and S0 forth until there are no more control statements for the
job; the job is terminated.

A‘job may request a disk I/0 operation-any time during its execution.
"Allldisk requests are entered into a stack, the disk stack. The proc-
essing of 1/0 requesté is handled by agrbup'of.prggrams known:collective—
ly as the stack prbcessor. In selécting‘a request from the stack,; the
stack processor looks for the request that requires the smallest po-
 ,sit1oning time from the device's current position. The stack processor
. attempts to minimize the total amoun£of time devoted to device po-

- sitioning. The étack processor also uses a priority scheme tO'enéure
that a réquest involving a iarge positioning timewill‘nofﬁe bypassed
'indefinitelykin favor of requests with smallerPPOSitioning times.
Figuré ° showsvhow disk requests are handled, l

Duriﬁg execution of a‘job9 a file called OUTPUT is created on-aisk
. for thé output of the job. .Another file, PUNCH, 1is creétéd fér any
cardé that havé.to be punched. ‘At“jobAtgpmination,this file can be
sent to the apprdbriate output deirices'(eogg9 caré quEh, printer).
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Figure 2.10 shows how a job output iS'pfOCéssed after its completion.

The PP routine 1AJ checks the program for normal or abnormal termi-

" pnation. If an abnormal end has occurred, routine 1AJ sets the proper
» flags and calls a routine (DMP) to provide information for debugging;
. routine 1AJ closes all files for the job. If a normal end of program

1"_ has occurred, 1AJ'checﬁs all error flags. Then 1AJ calls routine 2DF

to close all files and enter them into.the output queue; next it de-

~ allocates all the files and eqUipment (e.g., tape drives) still

assigned to tﬁe‘job. Routine 2DF completes the Day File, clears the_»“‘

control poiht area and terminates itself.

' The PP routine 14T is called to'begin disposing of the OUTPUT

. apd the PUNCH files. 1If cé}qs have to be punched, 14T calls routine

. \
CIp. which reads the PUNCH file and turns it over to routine 1P@; 1P@

drives the card punch. If‘printing is necessary (and it is most of

o the‘time), 10T calls CIP which reads thé OUTPUT file and turns it

over to 3¢T which drives the line printer.

The assigmment of OUTPUT and PUNCH files to the output devices

- is handled in much the same way as the assignment of input queue jobs
.~ for CM allocation, i.e., by priority. Priorities in the output queue
are incremented every 64 seconds to insure that every job is eventually

'processed, After being copied by the output device(s), the OUTPUT and

PUNCH files for the job ére deleted from the SYStem,

2.3.6 Processing of Interactive Jobs

The processing of interactive or time sharing jobs in the CDC 6400

".com'pnitelr is controlled by the SCOPE operating system in. conuﬁction'wi;th

%W

45




e

(:’Job endsj)

b

Check for
type of end

Call routine
2DF to drop
files & equipment

Y 2DF

Enter files into
output queue.

Complete Day File

;], 20F

Clear control
: point

'L: 2DF drops itself

MIR

’l

PP routine
" 1fT called.

10T

Finds output
and begins
sending to

output devices

|

# 10T

> :l.:_.

Calls 1PO to
punch output
cards

: Any
cards to be

- 1PO drops
itself

FIGURE

\
Q
g
~ 4
.

punched '_;”“w

2.10

1AJ

rCall dump
routine DMP
close files

10T
| Calls

output

30T
to print |

Punch
available?

. Leave job
. in punch
queue

JOB TERMINATION AND OUTPUT PROCESSING

46

¢ Y VR ———- ¢ e ——— e aen e o
\
Printer ™ jLiéze
available ob-in
W output
queue
.| cal1 cro :
| | "
€10 .
Reads | |
file e .
from output
file
| Vs
Prints ii -
output Y
N .
>y
1r0 _ CcIio 1r0
Reads file
Cgiés . from punch
file
i O
5
ﬁ
e -




\ \i\
\
\\
’ A\
\\ ‘
\ .
‘ ®
i
. -

\
\ »

a group of prograﬁg called INTERCOM. INiERCOM.is a general putpose
file-based system Qﬁ@ch provides the user with fac’lities for file input,
file manipulation, teﬁgorary and permanent file storage, editing, com-
'pilation, and conversatibnal and non-conversational execution. IN‘]?ERCOMH~
has a delayed output facility that enables a user toArequest that the
oﬁtput of a nqﬁ—conﬁetsationai job be stored on a special file. The
output can be retrieved'at a later time. INTERCOM also permits the
submiss%on of batch pos from ram&te locations (remote job entry).
These facilities enabié a user to sﬁbmit'a wide variety of jobs from
. remote locations.
As a sfsteﬁ of programs, INTERCOM has five major parts. These
are the ﬁulfipléxdf'driver,’the schedulef; the quantum calculator/MUJ‘,
r"“\, gservicer, the buffer managér/file processor; énd the utility programs.
| The multiplexor driver is a PP program which resides permanently
In a peripheral processdr dﬁriné the time INTERCﬁM is runﬁing. The

>

multiplexor driver can service up to,two multiplexors on a:single data

channel.
The‘scheduler;is responéible for the initiation of the execution
‘ of all cqﬁﬁands; and the assignment of'INTERCOM control points ﬁo user
jébs; 'Tﬁe-schedulervis also called to swap out é‘job whiCh ﬁas uéed; .  -
up its quantum; The INTERCOM scheduler is always iﬁ cémpetition.With
the batch scheduler. The INTERCOM scheduler has priority over the
batéhsche&uler; ’ ' . -
T - The quantum calculator/MUJ servicer is'responSible for calling
the main scheduler routine 1SJ to swap out useré who'have‘exceeded

p, | | SRR . & -
- their quantums. The quantum calculator/MUJ servicer, which operates

47




 "at control point zero, also handles the co

e ""specified by the user.

R »ground batch JOBS'

© nates GPU overhead.

mmunication between multi-user

| jobs, such as the EDITOR, and the INTERCOM system. 1t also schedules

- multi«-user-1obs [MUJ s] MUJ's are programs which can be used simul-

J

| "'taneously by several users on. a time-ShaI'Ed b3315

The buffer manager/file processor is responsible for the manage-—

ey -1,“ment of the INTERCOM buffer area, the initiation of users entering the

's"_'f'system, and the transmitting of data files to and from user terminals.

 The utility programs are routines which carrv out INTERCOM commands

g

Communication between the user and the INTERCOM gystem is in the

QLT form of commands. A cotmnand causes either a system program Or a user

7‘f'-}.f.program stored on disk to be activated " The program has to share the

e central memory anid the central process,or on a time—sharing basis with

programs initiated by, othe_r INTERCOM users as well as with the back-

1

S 2 4 SYSTEM HARDWARE AND SOFTWARE EVALUATION

The CDC 6400 and the other computer systems in the CDC 6000 series

.

ko ,“;ia:e fast.mUIti"ComPuter systems designed mainly for the scientific
enviroumeﬁt. These Asystems are simple 'and high1§' modular in structure.

e They can be upgraded easily‘ and efficientl}’ They have some out-
standing design features such as the exchange 18“113 package and a hard-
= . ware relative »»»»» addressing scheiie which aids multiprogramming The uSe-

O-f periphera};‘_w:@processors to perform system functions virtually elimi-

.

~

- The CDC 6000 series. computers do have both@hardwa’re and software
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‘1limitations. These problems‘are discussed next, beginning with hard-

d’ ]2 4 1 Hardware'Limitations

“”,1f.a0ne serious limitation is that there are no hardware interrupts. This

’”results in delays in the recognition of the completion of tasks and
'*problem that candreSult'from the lack of interrupts is a peripheral
- monitor when they complete an assigned task. If, because of soft-
';rr;;ware errors,'a.PP”fails to notifv the monitor about the completion of
; "wr"a task, then the PP is lost unt11 the next system deadstarto
'~ data transferred'from'the.diSRs‘and.the peripheral devices have "to be
dd;buffered,through the small core of a_peripheral'proceSSOr. This im-
‘d?chPOSes;a'limitqof 5000-charactersﬁon the size of a record that can be

':35.jat a high rate of Speed

’”;E(BCD) format dif fers from the'standard BCD. format used for magneti¢

ware limitations.

The CDC 6000 series computers do have several hardware limitations.

causes an increasein'SyStem overhead-time.~;A potentially serious

processor run-away. PeripheralfprocesSors'are supposed  to notify the

The central memory is not directly acce531ble to I/0 devices. .Allf

transferred atﬁa time. It also[makes it difficult,to*transfer data

The 1nternal representation of data in the Binary Coded Decrmal

téﬁeél7“b555”iﬁ"tﬁé”éféﬁEAE&‘BCfodfmat muStvbe'converted by a periphe-
zral processor to the 1nternal d1Splay code format. ‘Not only‘does this
"'rd;splace unnecessary burdens on the perlpheral processors, it also re«f

Tl duces thqcrate;ofrdatatransm1831ono

fDataﬂtranSfers Bebweenxcentral,memory andfthe;procesSOrs}(CPUg PP’s)
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of peripheral processors are usually involved in processing a request
- a deck of cards for a job; one reads the 'cards into a CM buffer,

_another stores the contents of the CM buffer on disk. During heavy

in a ‘system where some of the PP's are assigned for extended periods

'2.4.2 Software Lﬁimita'tiorié

6
are méae vial a éingle path, the data. distributqre ‘The 1imit of 4 on
the number of words that can be transferred at a t'me can result in
memory reference'}"conflicts and a degradation of the performance of the
system. A
Another sefioué limitation isv thé limit of 10 on the number of

peripheral processors that can be accommodated on the system. A number

for a user job. TFor example, at least two PP's are involved in reading

Bpttleneck. The peripherallprocessor situation can become very acute

c;f time to such tésks as telecoﬁ@unications and fiie audif:i_ng. The
use of ext‘e-ndéd cofétwistorage' (ECS) will élim_inaté some PP tasks and
partially alléviate tl:Jhé'~.A1"P problem. ‘ -

- A féature not% 'éwai‘l‘able in the CDC 6000 sefies »’comput;ers is ‘core
parity checking. Thg' num'ber. of errérs 'résulting directly from the
failure to check the parity of memory is not known. It can be s.aid, -

however, that such errors can occur without detection.

A poténtial’ problem of ;serious_ ch:ons’eq_u'ence for thé Chippewa
Operafing System and ; therefore of SCOPE, is high priority degradation.
An article written by i)aﬁe Stevens (47) _diécussed the symptoms of high
priority deéfadation and 'hgw special scheduli_ng algorithms can be used
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to avoid 1it. High'priority.degradation appears when one ‘or more control
points are occupied by high priority jobs requiring more central memory
than is currently.available. The high priority jobs are unable to | !
,exeéute because they cannot get any core, aﬁd the smaller low Qriority
. jobs in the input queue are unable to reach a control éoint. High
- priority degradation can also result from the hogging of the central
‘ﬁrocessor by a high_priorit§; computer-boundjjob_while other .1/0 bound
jobs are waiting to eigcute. | |
One.solution to this problem suggested by Stevens wés the'dynamic
‘h ’éss1gnment of priorities based on the degree to which the job is L/0O
bound,.ratﬁér than thé amount of éompute time since the last recompu-
tation. He also suggestéd a reduction of operator.interaction{
'In the SCOPE system; tape assignments are not made until the pro-
;f grams havé been assigned control points and have been loaded in the
central memory. The céntrol point, therefore, remains idle'whilé the
operator is moﬁnting the‘required'tapes. The sﬁstem should require

all system resources to be available before the program is loaded

into central memory. The Lehigh installation controls this deficiency

by allowing the operators to read tape jbbs only if enough tape drives
are avaﬂé‘ble° The operators are required'to—mount the tapes before
‘the jobs are read,
~ This chapter has discussed the hardware and software-of the CQQ
6400 computer s&stem, The outstanding features of the system and the
hafdware and software limitations have also been discussed. The ne#t
bhapter describes the simulatiqn'quel'which was developed to'ﬁmitate
the syét@mo The designvof the‘Simulation model and the implementation

of the model are discussed.
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CHAPTER 3

L e S

SIMULATION MODEL OF THE CDC 6400

3. 1 INTRODUCTION

The primary objective of this project was: to develop a reasonably

o - yvalid simulation model which could be used to predict the perfomance

of the CDC 6400 computer system. The secondary objective was to use

the model to study the» effect of changes in configuration, workload

- and resource allocation algorithms on the performance of the system.
‘The key measures of performance selected for this study were job

" turnaround time, interactive user response time, job throughput,

quipment utilization, and control point dwell. Control point dwell ‘

is the total length of time a job resides at a control point in

central memory. ' | N

A critical i’ss‘ue in the development of a simulation model for a

computer system is the level of detail at which the model is to operate.

| The level of detail is crucial because not only does it determine the

executioh.speed of the model, but it alsou determines the kind of data
that is needed to run the model. Two contrasting levels of detail
are frequently considered; the extremely detailed level :i_s known as

the micro level, and the extremely aggregate level is referred to as

" the macro level.

At the micro level, the effects of ind‘i.vidual machine—language or

source-language instructions are simulated. The units of work or trans-

actions identified in a micro level model may be insttﬁctions; Such

minutiae as channel speeds, sizes of instruction r:eg:f;ﬁt'=;:‘te1r.:':;9 buffer
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sizes,'nmmory'cycle time, and single instruction execution times are

-of vital importance in a micro level model. Micro level models re-

 quire large amounts of computer time. They usually operate, at best,

two or three times faster than the actual system. This means that to

gsimulate an hour of system operation an'analyst'haSto run his model

for about 30 minutes.

Micro level models are very usefﬁl in the study of hardware and

 software design problems. They can be used to study the effect of

hardware and software modifications. For the measures of performance

selected for this study, however, the micro level of detail is in-

appropriate.
At the macro lqiél; the processing of complete jobs is simulated.

The unit of work of transaction identified in this model is the total

~ job. The macro level model ignores the job steps or tasks within the
~ job. It also ignores the individual hardware componeﬁts. The macro

level model is fast in terms of computer running time. The macro level

v J

" as defined here was rejected for this study because the resulting model

-~ would not haye'been realistic compared to the actual system. Dynamic

. &

field length changes during program execution, which are a very im-

.pbrtant aspect of the LUCC system, would have been ignored_in a macro

" level model. | o /-

The level of detail chosen was a compromise between the two

extremes. A fairly complex model of interactive and batch job flows

was used, so that important measures such as interactive user response

time, the number and duration of roll-outs, turnaround time, etc.
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could be determined. Such minutiae as the 4 msec. cycle time of the
'V- ' | ‘mbnitor{(MTR), pbsitioning time in diskaccesé9 the 100 nanosecond

memory cycle time, etc., were either ignored completely or were in-

’corporated.in grosser measures.
A model written at this level of detail runs fairlﬁ fast, usuélly
about 50 timeslfaster than .the actual system. Most of the information A
needed to run such a model can be obtained'from the daily accounting |

- file known as the "Day File." The Day File accumulates data on

~ individual jobs, such as the number of cards read, the amount of central

- processor and peripheral processor times used by the job, the total
time a job spends at a control point (referred to in this thesis as
~ control point dwell), the amount of time the job spends\in the various

kN

queues, and the total time the job spends in the system.

The next section discusses the characteristics of the workload at

. " the Lehigh University Computer Center.

3.2 CHARACTERISTICS OF THE WORKLOAD

- l/“ The performance of a computer system depends not only on the hard-.
‘ware and the operating systém, but also on the workload processed by

the system. The simulation of a coﬁbqter system involves the develop-

ment of two models: a model of the computer system itself, and a model
of the workload. The workload model provides the input to the system

model.
Two main approaches used in characterizing workloads are the "trace-
- driven'" approach and the "statistically-driven" approach. In the trace-

I G

driven approach, attributes of actual jobs are monitored and stored on
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tape or on disk. This raw data is used to drive the systemmodele In
the statistically driven approach, job attributes and System service
parameters afeigenerated from statistical distributions. The statisti-

cal distributions are either empirical distributions or statistical

- approximations to the empirical distributions. The job attributes

generated frdm the distributiqps are used to drive the system model.

‘The statistically-driven approach was used for a number of reasons.

" This analyst was not a member of the Systems Programming group at the
Computer Center, and had no authority to insert software and hardware
‘probes in the system. These probes are necessary for the creation of

trace data tapes or files. The major reason for the selection of the

statistically—driven approach was that, at the time the project was

4

started, the Computer Center was working on a Day File analysis pro-

. .
gram. This program, developed by Richard Cichelli of the LUCC Systems

_Group, analizes the Day File and generates important statistics on

- the workload for each day. These statistics are contained in an in-

ternal report known as the "LUCC Daily Operating Statistics” (9).

Data from a number of these reports was used to drive the simulation

model. Information on the workload contained in this sectidn”was also
obtained from the daily reports.

The Le?iéﬁ University Computer Center (LUCC) environment is'a.”
typical uni&ersity environment. The chafacterietics of the job mix

vary from day to.daye Table 3.1 shows statistics for batch jobs on

six selected days at LUCC. A number of observations can be made from

the table.

55 o

o ———. g N e ) . _ ) — . — e s —
— p— R R O R O T N I T T s e e e e e e e e — o e




No. Jobs
7% of Student Jobs.

Mean CPU Time (sec)

uzf‘—‘\

Mean PP Time (sec)

Mean CPU Space (decimal)  20,332.7

Mean Print Lines
Mean Punched Cards

Time in System (sec)

Control Point Dwell (séc)

L
N

TABLE 3.1

1 2 | 3
3/13/73 - 3/15/73 _3/20/73

1586 1419 772
60.07% . 65.07% 30.3%

i

10.48

-

8.55 19.44

11.82 7.83  36.8

~ 21,585.8 16,980.9

837.6 1 671.48 1709.6

247 .4 370.18 .

216 .24 ©1083.1 581.37

56.80 47 .88 154.3

284.6

4
3/23/73

872
36.3%

- 13.28 .

18,3

16,079.9
. 994.1

0 132.2

398.32

94.46

~ STATISTICS FOR BATCH JOBS ON SIX SELECTED DAYS |

. DATE

5

3/26/73

1318
’_5805%

110.37

15.85
17,234.7
~ 827.68

- 240.92

314.93

66.64

P

- B . : . . . A .0 ' N i .
. . ) ¢ e ' . . -
g e T P o S
| ' ‘\ . - -

4/3/73
1482

~ 59,3%

9.08

) 1817
’ 20,489.9

 928.7
‘ ~. 355.9

 384.4

81.52




First of all, in terms of the number of jobs processed by the V;

system and the mean values of the various job characteristics, no two

days are alike. Some of the data inl?abie 3.1 (data sets 3 and 4)

was collected during a wvacation. The average numﬂér of jobs per day

dropped from about 1506 during the regular semester to about 800.

during the\break. The percentage of instructional jobs dropped from

60 pércent to~about 33 percent. The total number of hours of system —~..f
operation is usually from.lé,to'iZ. The system usually does not '
opgfate trouble-free. Closekéxamination of Table 3.1 reveals an S ‘
abnormality on the 15th éf March; tﬁe"average time in the system was
'1083.1:Seconds while the average control point dwell was 47.9 seconds.
iThis abnormality could be due to a printer failuré. Incidentally, the
average time in thesyétem generated by the DaylFile analysis program is
énot, as one would expect, the turnaround éimé; it does not include

t
 waiting time in the input queue (see Table 3.1 - time in system).

Most of the jobs submitted at LUCC can be put into one of two

categories: instructionél and non—inStruﬁtionél jobs. Instructional

jobs are those submitted by students to fulfill course requirements.

These are generally_small jobs which require small tomodefate amounts

of peripheral processor and central processor tiﬁe; An'avefagg of 4

?~ | - seconds of CPU time for this class ofljobs is common for most déyé}
Non-instructional jobs include éponso:ed and un5ponsoredAresearch

jobs, administrative jobs, jobs“from a féw‘industrial users, and jobs

submitted by the staff of LUCC. ‘The characteristics of the jobs in

J; this class vary widely; the average CPU time for this class is 20

V seconds. Statistics collected on March 26, 1973 are broken down into
| \ | L |
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" these two job classes and illustrated by Table 3.2. Table 3.2 shows

the mean values of some of the job characteristics for each class and

for the 6vera11_‘ job mix.

b.

~ TABLE 3.2

g

- JOB STATISTICS FOR THE TWO CLASSES OF JOBS*

- | ~ Overall Instructional Non-Instructional
Variable @ =~ __Mean __Mean ___Mean
 CPU Time (sec) . ~ 10.3 3.6 - 20.5
PP Time (sec) S 15.8 6.6 - 29.0
- CM Space (decimal words) 17,234 15,000 121,000
Lines Printed 827 - 493 . 1,300
Cards Punched - 240.9  169.0 - -342.0
No. of Jobs' 1,318 - 774 - 544
. Control Point Dwell (89;:) 66.6 - 28.9 119.5

*Data was collected on 3/26/73

Statistics on INTERCOM usage are also provided by the Day File

| analysis report. Statistics on INTERCOM usage for six selected days

are presented in Table 3.3. These six days are the ones whose batch

joblcharacteristics were presented in Table 3.1

-

" TABLE 3.3

STATISTICS ON INTERCOM USAGE

3/13/73 3/15/73 3/20/73 3/23/73 3/26/73 4/3/73

Total # of sessions 175 202 143 141 213 228
Mean CPU Time (sec) 4.44 5.33 3.74 L.76 3.79  7.21
Mean PP Time (sec) 20.19 19.39. 24.12 23.10 19.57 25.74

Time in System (sec) 133.2 1202.5 1564.0 1327.3 1227.9 1350.7
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-_In a statistically driven simulation“model,_thestatistical distti—
| | | butions of job characteristics are of great importance. .Tbe di,stribution
é;t" 'c"-;'gz of core size is shown in Figure 3.1l. Two distinct peaks can be identi¥
" fied in the distribution, ome around 3K decimal words (K = 1024) and
-another around 11K decimal words. ¢
The distribution of CPU time is shown in Figure 3.2, .A single |
| peak‘value'occurs around 0.7 seconds. The average CPU time for batch

jobs on that day was 9.2 seconds. The distribution is very positively - I.

'- skewed (suggesting an exponential or gamma distribution) Several

| ‘previous studies have been conducted indicating that, generally, the ‘-_f_".
‘ o distribution of CPU time per job can be approx1mated by an exponential
s distribution (17 25). An exPonential distribution was generated to

represent the distribution of the CPU time, using the LEAPS program. - i

- The curve fitting feature of LEAPS (Lehigh Amalgamated Package for
Statistics) uses the‘least squares bolynomial method to fit acurve to
a set of data. The cumulative frequency curves for the enpirical distri--
~ bution and for the exponential approx1mation are shown in Figure 3.3.
The Kolmogorov-Smirnow goodness-of-fit test was used to test the/degree;'
of agreement between the empirical distribution andtheigenerated expo-,
}', nentialbdistribution. The maximum dev1ation D obtained fot the test
was OalOll; With a selected level of significance (C() of 0. 05 and a
sample size of 120, the critical value of D isr001242o Since D.1s -
‘0°12429 we must conclude.that the exponential distribution is a | B
satisfactory fit.

l! L | | The Erlang distribution 1is a very useful distribution. The Erlang
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b', distribufion, which is a special case of the Gamma distribution with an
integer parameter, can representvéeveral other distributions. The |
Erlang distribution redﬁges’to the exponential distribution when the

- parameter K is equal to one. The Erlang also approximates the normal
distribution wheﬁ K is large; Thus, distributions of varying skewness

~ can be‘generaéed by simply varying the K parameter of the Erlaﬁg. |

The Erlang distribution was used in the model to generate several

job characteristics. The generation of jdb characteristics is discussed

in sectibh"3.3.3. The next section deals with the design and structure

of the simulation model.

. 3.3 DESIGN AND STRUCTURE OF THE SIMULATION MODEL

In developing the simulation model at the sﬁecified'level of detéil, R
. a number of assumptions and simpLifications had to be made; The first
assumption was that the operation.of the system was fully automatic,
and that no operator intervention ocf:urredo This assumption was ﬁade
because the behaVior'of an operator is not,fully predictable. The
- data used as input to the model and aiso as a means of validating'the.__" |
mndel‘was collected under conditions other than the fully automatic -
o copditions. o
A continuous operation of‘the‘system was assumed. Thé system
R - frequently operates without any malfunction; therefore, this is not an

unreasonable assumption. Another assumption made.was that no system’

overhead was performed by the central processor. All the system over-
head activities were performed-by»the peripheral processors. The time ,'

it takes to switch the CPU from one program to'angthef'was assumed to
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be negligible. This assumption 1s not unreasonable since the gsystem 1s

. organized in such a way that the CPU performs a negligible amount of

e

- overhead.

(

In order for the model to serve as a tool for investigating the be-
havior of this complex multiprogramming time-sharing system, all the
important features of the system were modeled. Some of the more

important features in the model are discussed next.

" 3.3.1 Features of the Model

Several features were incorporated in the model to make the model

" a realistic representation of the real system.

A s:_tgnificant feature of this simulation model was the consoli-

"dation of both the system's batch and interactive operations into a

single model. This is omne difference between this model and prior simu-

“lation models reported in the literature. Most prior Simulation studies

have dealt with either the batch or the interactive a8pect of the system's

operation, they have not combined both aspects. The interaction between

“batch and interactive jobs in the CDC 6400 is too important to be 1gnored

A result of the interaction between batch and interactive jobs is

the roll-out of batch jobs by higher priority interactive jobs; The

~ roll-out of a batch job can also occur when a batch job requests more

memory dnring execution and sufficient memory is unavailable. The

) - - N n

rollvout/rollé-in feature of the system was incorporated in the model.
A special feature built into the operating system at the Lehigh

installation is a facﬂity that can.be used by the operator to specify

the minimum amount of time a batch job must have resided at a control
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- (octal) words and whose (PU time limits are less than 200 seconds may be

S ‘cantly affect overall perfdrmance of the system, it was incorporated in

| po’int before it ‘can be rolled out by ;highér priority interactive job.
This minimum dwell time is an input parametef to the modé].°

Time—-glicing for interactive jobs was also incorporated in the model.
The time-slice éan either be specified at thebeginnihg of the simulation
run, Or lit': can be computed for each job.‘during the run. ‘

‘Inl the SCOPE system at LUCC, the operatdr can specify preferred |
.‘j‘o'b classes for different times of the day. | Thus', the operator may )

specify that only jobé, whose CM core réquireinents are less than 70K
.‘ processed between 9 a.m. and 12 noon. Since this feature can signifi-
\ ~ the model.

There is a facility in the model for assigning control points to ”

INTERCOM jobs, express batch jobs,(nbrmal batch jobs, and system routines ‘

‘such as JANUS. The control point assignments are part of the input data  -

to the model.““ The ability to make differént control poinf; assignments

in the model permits the effect of different assignments "-to be studiedf" e

The _gffects of modifications in scheduling and dispétching ‘algo- -

' lv'i‘thms ca.n‘ also be studied very easily because of the modularity of the

"lpfogram, Key algorithms axe relatively isolatéd from the rest of the ’

coding so that changés can easily be programmed and incorporated. The

workload aﬁd the system configuration can be Specified and modified

very easily. * * | N o S
Before .the structure of the simulatibn model "1s" presented, the

representation of batch, remote batch, and interactive jobs, and the

generation of thelr attributes are discussed.
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3.3.2 Job Representation

A time-sharing user session is defined as the time interval between

a user log-in and log-out. During this time interval, the user may issue
several commands to the system and wait for the 'reSpo‘nse of the system
to each of his commands. Each command begins a different cycle in the
user/system interaction. The basic cycle of user/system interaction en—
tails the user 1ssuing a eommand , _. waiting for a response from the system,
and reviewing the response; it is 'knbv'm as a transactiom. | A user sleésion
__consists of a series o;f tasks, and eech task in turn consists of a series
of transactions.
A .tasklis djefinedlas a series of t?ansactions initiated by commands
_' of the same type. | Five types of tasks are distinguished in the model.
These are:

1) Fiie manipulation

2) Program input and- editing

3) Progfam running and debugging

4) | Program eompilation and assembly

5‘) Miscellaneous

File manipulation 1nvolves the printing of the contents of a file,

the com'bination of files, the splitting of a file, the deletion of files,
| the copying of files, and simila.r operations. The file manipulation taa_sk
| usually consists of a single ti:ansaction and requires little CPU ‘i:imeo
The program input aodedit’ing task involves the generation and sxodifi--
cation of disk files that conf:ain the. source program wriﬁtte‘n by the user.
The program input and editing task usuellir consists offseveral trans-

actions and very little CPU’ tiﬁéo In the program runmning and debugging
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. task, binary-coded files are loaded,vlinked and executed. The program

running task involves a moderate number of transact.lons and a compara-
tively large CPU time per ‘tronsaction. The fourth type of -task is that
of program compilation or assembly. In the compilation task, machine
language files are created from -source language files. This task in-
volves one Itransaction and a relatively large amount of CPU time.

Commands not falling in any of the abowve four categories are put in a

~ fifth category, miscellaneous.

A transaction consists of command input, command execution and user

- evaluation of output. For the purposes of the model, a transaction can

i:e considered as consisting of two states: the "console" state and the
"working' state. | In the console state, the user 1is either thinking,
typiog in an ‘input line or reviewing an output. In the working state,
the sf,rstem has a program from the user and is working on it. A trans-
action begins with the console state and changes— into the working state
when the user tyoes in an input line ox command. -

The duration of the console portion of a transaction depends on the
d

activity performed by the user during the console session. ‘During the

console part of a transaction, the user can either be thimk:ing9 typing

in a command oT typing in an input line. During executilon, a program

may generate another command and cause another pro‘gram to be loaded. A

program—generated command is considered as a new transaction with a zero

console port:’t’_on° An executing program can enter an output—walt condition

.~ 1f the program attempts to add to an already full output buffer. An

output—-wait condition initiates the comnsole patt of the next transaction.
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‘The time-sharing part of the computer system was siinulated by tracing
the initiation of transactions by users and the trunsition of transactions
from the console 'state to the working state.

A batch job is represented in the model as a sequence of jvob-steps |
or tasks. A job-step is a computation unit to which system resources,

such as memory and CPU time, are allocated. In the SCOPE system, job-

' steps areinitiated by control cards. The main types of job-steps or

~ tasks distinguished in the model are compilation or assembly, program

execution, and file manipulation. The lowest level of a batch job

R 1dentified in the model :[s a job-step or task.

| The processing of batch jobs was simulated by tracing the initiation

. of jobs, the initiation of tasks within jobs, and the flow of tasks from
service 's‘tation..to service station through the system. The service

‘v ‘stations are input dev.ices such as .the card reader, the central prOCéSéOI‘,' ,

disk I/0 processors, and output devices such as printers, and card punches.

| } ,3 3 3 ‘Job Generation

The processing of a batch job in the model begins with its arrival

oN at the card reader. The average number of arrivals per hour, which is an

input parameter’, determines. the interarrival time. Interarrival times

' are generated from a statistical distribution which is an input parameter.

Interarrival times are usually exponentially distributed; hence, an ex-

~ponential distribution was used to generate arrivals. L

On arrival at the card reader, a number of job characteristics are

e generated from statistical distribntions which represent the Awor‘kioada
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' . The job characteristics include:
N 'a) the number of cards to be read, L
‘b)- the numher of cards to be punched,
: o) the number of lines to be printed,
’d) oentral-memory soace reciuired,
e) total CPU execution time,
| £f) the priority level of the job,
g) ithe. job 'clas,s.- (instruction, non—instruetional) >
. h) number of job steps or tasks, . '
'1; i) job number (assigned sequentially).
All these JOb characteristics are attached to the job a‘sq pattri- |
butes. The full 1list of attributes assigned toieach job is shown in
Appendix Av S | | ‘
Several tyoes of distributions ‘can be used in the model to generate
job characteristic3° the normal distribution, the exponential distri- "'* :

bution9 the Poisson ‘distribution, and the Erlang distribution. As men-

tioned earlier, with the change of a single parameter, the Erlang distri-
bution can be used to represent several distributions of varying skewness‘.
- The nodeling of an interactive job begins with the log-in event. The
‘n'umber. of arrivals or 1og—~ins per hour is a data input to the model. An

exponential interarriﬁal rate is typically assumed . At log—in, a random

| num‘ber is generated to determine whether the job is a remote batch or an

‘ interactive jo’be If the job is a remote batch job, ‘batch job character-

istics are generated by the same routine that generates job attributes

- for normal ‘batch jobs. A class number of 3 is assigned to remote ‘batch
§ .

jobso
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If'the job is interactive, session characteristics such as the
total¥amount of CPU time to be used during the session and the total
PP time, are geneiafed from distributions whose parameters are speci-
fied at thebeginning of the simulation. The nature of the firét task

is determir;ed by drawing a random numBér. The number of transactionsin

- the: first task is generated from a Poisson distribution ‘whose parameters

are input to the model. The console portion of the first transaction is
then scheduled. The duration of the console session is generated from a

distribution whose parameters are specified in the input data. The gene-

" ration of transaction attributes such as CPU time and memory requirements

occurs when the working part of a transaction begins. The characteris-

tics of a user session and the current transaction are attached to the

user job as attributes. Appendix A shows the attributes attached to

each job. - - - ,_ £ '.;cf:7

" 3.3.4 The Structure of the Simulator

The simulation program (SIMLUCC) developed in this p}oject'was

programmed in the GASP IT simulation languageQ 4GASP II is an event

_oriente&fsimulation‘language which provides a convenient structure upon

which a wide variety of simulators could be constructed. It consists

~ of a number of specialized routines and an executive routine which

schedules events and advances the simulation clock. The.épecialized

routines perform the functions of system state initialization, data

‘collection, information storage and retrieval, statistical computation,

random number generation, and statistical process generation.
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In an event-oriented simulation system, the model 1is concerned only

" with the initiation ox the termination of activities or operations. The

I

initiation and termination of operations, which are referred to as
events, mark the important'transition points in the prOCessinggof'an

{tem. The l1ife of an item in a system can therefore be thought of as

\

. v |
~consisting of a series of events, each event corresponding to a transition

o “point in the 1life of the item. . - - N | ' .
T ﬂAf thé'occurrence of eaéh event, the tiﬁe.éﬁd'identity of theﬁext“‘ f' '
'eveﬁtfdr_the;item are determiﬁed. The time of the next event is de-
_\,>M  : -termined.By_adﬁiﬁg the calcﬁlatedduration.of the next activity to the

‘éufrent.simulgtion clock.time}A'Thé”generatéd event is then stored in -
"‘theevent file. The event file_is a list of events that have been
scheduled but-whiéﬁ have not already.occurred; Items in the event
. file afe Qtdered acébrding tothépime'ofigccurrence, in an éscending o ’j 
ofder, - o, o ) - “,_*M_
.When an evént‘oécurs,the.next eﬁént is schedUIéd only if -the |
I‘Q;facility'is available - to pfocess ﬁhe iteﬁ;' If.the facility is un-

-f'évailéble, the itém is entered in the’queuelfbr the facility.. When

"the facility becomes available, it'aécésseS'its queue and processes
“w}im;ffmwthe higﬁést priority item in the queue. .

The advancement ofian itemvthrough the system is determinéd'by a
2 f" ,number ofattributes‘associatedwitbthé/item° In théSIMLUCC,program,
B J.soméﬁf’theattributes of items or jobs‘ére generated on arrival. -

‘chers are'aCCumulated as the job.prdgresées through the-system, Some

- of the attributes contain flags which are used to determine the path of

the job‘through the systém° These flags are necessary because three
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types of jobs are modeled: normal batchq, remote batch, and interactive
jobs. Appendix A‘"’shows theiassignment of attributes.
- An 1item progresses through the mod{ell by moving from file to file,
until . the, terminating event occurs. At the occurrence of the termi-
" nating event, all necessary statistics are collected, and the item 1is
removed from the system.

This is the basic structure of the model. In regards to file
"s‘tructure‘, the model consists of one event file and eleven other files.
Eight of the files are queues, and the re’st arescratch files. File
assignments are presented in Appendix A,

Apart from the GASP II routines, the SIMLUCC program consists of
a main program and forty-—-eight subroutines.: Some of the subroutlnes

are event routines which are ‘responsible for the advancement of jobs

through the system. The other routines are specialized routines which

.“are called by the event ‘routines to perform specific tasks. Some of
.,the tasks performed by these specialized routines are the scheduling
of batch jobs, the scheduling of interactive jo‘bs, the dispatching of
active jobs, the termination of a currently running job, the rolllng.—

'in of - a rolled-out job, and the generation of job characteristics.

‘The advancement of jobs through the model is accomplished by

. event routines.a Figures 3 4 and 3.5 respectively show the flow of

__”_“_batch and INTERCOM Jo'bs in the model. Figures 3.6 and 3,7 respectively

: show the event routines assoc1ated w1th the advancement ‘of batch and |
interactive jobs through the modelo The ‘flow of jobs . through the model
will now be described as each job is processed hy the appropriate event

routines. The flow of hatch jobs will first 'be described. In the
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~description of the flow of interactive jobs, any routines that may have

been described in the batch job flow will not be described.

&

'S

EVENT ROUfINEA
ARRIVAL o © DESCRTPTION
| The arrival event marks}thé entry of a new job. The ARRIVAL
| tqutine calls the'job generator which generates characteristics for
‘the new job. The card reader is then checked to sge'if'it is avail-
able. If the card reader ic available, the ARRIVAL routine séhedules
ﬁn end—of—card—reading event (ENDCR) for the jobok.If the card reader
is busy, the ARRIVAL routine puts the new job in.the'card-reéderl
queue. The next arrival is then.geﬁerated. |
ENDCR
The occurrence of event ENDCR indicates the completion of the
éard reading activity. The first job-stgp or task is ready to be-
-gin. The CM core requirements and the CPU time for the first task
are generated. The CPU timeffdr the task is computed by dividing
the total CPU timé for the job by the number of tasks. The time of :
occurrence of the next I/0 is then generated, and the job is put
in the input queue. A routine ASSIGNB is then called,to attempt
to assign control points to‘jobs in the input queue . When ASSIGNB
finds an available control point, it calls the scheduler which
attempts to allocate cére to the highest priority job in the input
queue for which sufficient CM space is available. The scheduler
. SCHEDLB schedules an end of loading evént(ENDLOAD) for every job
that it allocates core to. The ENDCR event now chgcks thé card

reader Queue to see if any job is waiting to be read. If a job is
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walting, the routine schedules an ENDCR event for the oldest job
in the queue. If the card reader queue 1is ‘empty,, the card reader

‘remains idle.

~ ENDLOAD

At the occurrence of ‘an end of 1oading event (ENDLOAD), the job

is put in the CPU queue, the aétive job tqix. If the CPU is‘idle, :
| the diSpatchingj routine bSPATCH is called tb dispatch the highesf;
priority job in 'tl;e CPU quéue‘.'~ ‘ | ‘
* INTERUP
Th'e..- INTERUP event marks the end 'of a CPU execution intéﬁél
or. CPU burst. ‘The ehd of a CPU execution interval is referred to
| i_n this thesis as an intefruption. Five types of interruptions are
’ 1d.entifie.d in. the model: I/0 request, time-sharing quantum expi-
ration, interactive transaction jor batch task completion, inter-
active session completion 'and batch job completionf The type of
interruption is specified when the DSPATCH routine schedules the
INTERUP event. If the interrﬁption is an I/0 rec;'ues‘i:;9 ‘the request-
iﬂput/}qutput event (RQSTIQ) i.s scheduled. If the interruption is.
a qpantum expirationﬁ9 the interactive job is swapped dut and the
oldest job in the INTERCOM swap area is swapped in. The scheduling
of intercom jobs is §discussed imdér CONSOLE evehto If the inter-
mption is the completion of an iﬁteractive transaction, the job is
swapped out and. another interactive' job is swapped in. A CONSOLE
event for the next’transac.tion_ is then'.scheduled for the job ;r/hich

was swapped out. If the interruption is the completion of a batch

- task, the CPU time and the core requirements of the next task are

. » 19
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generated. If the required core space is less than or equal to the
core space for. the previous task, the job is put in the CPU queue.
1f the new core requirement is greater than the space for the pxevious
task, then additional core has to be requestedo_ If the requested core
‘space 1s available, it is assigned to the job. If sufficient} S pace
- 1is unavailable, the. job is rolled out to make room for another job
fbf which sufficient space is available. Rolled out jobs have highér
priority over input queue jobs when memory space ‘bec.omes avallable
~and a job has to be allocated MEemnory.

When a batch job terminatés execution, the end of job event

(ENDJOB) is scheduled for the .job’. When an interactive sessiom 1is
| completed, a log~out event (LOGOUTS) 1s scheduled for the éession.
A . The CPUis then assigned :l;q the highest priority job in the CPU queue.
RQSTIO | S
When a jqb requests an 1/0 bperation, it takes some time ¥or the
monitor té recognize the requést and assign a periphefal processor to
process the request, and finally for.the peripheral processor To0
process the request. The purpose of the request—I/0 event is to take
care of the time delay. The RQSTIO routine ass:i.gns a disk wnit to
the job by drawing a random hum‘ber., The busy state of the disk is
“then checked. if the disk is busy, the request is put in the disk
stack. If the disk is idle, the end of I/0 event is scheduled for
the job.
ENDIO
After the cdmpletion of th'e L/0 operation, the job is re\ady to

o

resume computation. The job is placed in the CPU queue. The busy
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state of the CPU is checked. If the CPU is busy, the.job remaiins in
" the CPU queue. If the CPU is idle, the d Aspatcher is called to dis-

patch the highest prioritj job. The disk stack is then checked.

i a2

L If the disk stack 1s empty or none of the jobs requires the 'services
of the particular disk, the disk is set to idle; otherwise an end-
of-I/0 event is scheduled.’. ‘

~ ENDJOB '
‘When a job termina'tes, :'lt‘ takes some time for thé monitor to
assign a peripheral r,p).l'ocessor to perform the termination procedure,
> ! {i.e., to release control point, closefil es,etc. The_ENDJOB routine
takes care of the time deléy. The routine checks to see if thefe are T
any cards to be punched. .If \thelcard puﬁch is needed by the job,
the busy state of the punch is checked. If’the punch is busy, the
job is put in the punch queue. If the panch is idle, an end of
punching event (ENDPNCH) is scheduled for the job. The busy state
of the printer is then qhecked. If the printer is busy, the job is
“‘ S ~ put in the printer queue; otherwise, an end-~of-printing event is

scheduled.

ENDPRINT

The job leaves the system by the printer. Some statistics are
gathered here. The printer queue is checked. If the queue is empty,
the printer is set to idle. If jobs are waiting to be processed,

thé highest priority job is assigi;ed to the printer. An end-of-

printing event is scheduled.

ENDPNCH

Some jobs leave by the printer as well as by the punch. The time
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a job ieaﬁes the system is determined by whichever occurs last, the
end of punching or the end of ptinting., Some statlstics are collected
here. The .punch queue is examined. If the queue .is :'emptyg the punch
is set to idle. If jobs are waiting to be processed, the highest

priority job is selected and assigned to the punch. An end of punch-

ing event 1is SCheduled..

. LOGINS

The arrival of an INTERCOM useriat' a terminal is intiicateci‘by
~‘ the log-in event (LOGINS) . Routimne LOGINS draws a random number to
determine whether the job is remote batch or interactive. If the
job ’is' interactive, session characteristics such as the total CPU

~ time for the session and the total PP time are generated. The first

R console sesSion is then scheduled. If the ‘job is temote batch, the

LOGINS routine calls the job generator which generates character-

istics for the job. An end of caxd r__eeding event is scheduled for
the remote batch job. The next log-in event is then s'cheduled.
CONSOLE
The CONSOLE event marks the end of the console portion of a
'.transactiono The job characteristics necessary for the execution
of the transaction are generatede The occurrence of the next 1/0
operation is generated and stoted in one of the a.sttrl'butesoc The
transaction is put in the INTERCOM input queue, and a control point
reqnestedo.. If a controi point is not available, the transaction
remains "in-.the'" input qneueo If a controlpoint is lavailableg it 1is
assigned to ‘the oldest job in thé input queuee Memory is then re-

quested. If memory is available, an end of loadmg event (ENDLOAD)
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is scheduled. If memory is not available, a roll-out is attempted.
If no job can be rolled out, another roll-out attemptv(ROLOUT) is
scheduled. A rolled-out batch job goes into the roll-out queue.
ROLOUT
- The ROLOUT event }15 scheduled if roll-out éitempté are un—

N auccessful; This routine merely calls the scﬁeduler to schedule an
INTERCOM job. The scheduler does not have to roll-out a job if
memory has become available since the ROLOUI eirent was scheduled.

' LOGOUTS
'The log-out event (LOGOUTS) marks the end of ‘a user s-ess'ion.,
‘ Appropriate statistics are collected at this point.
S . UPDATES

The UPDATES routine updates job priorities in the input queue,

 output queue and the CPU queue. TUPDATES reschedules itself. The

time intervais between successive priority updates of the input queue,
the output queue and the CPU queue are input parameters. |
~ ENDSTM
The ENDSIM foutine terminatés the Isimulation. Final statistics

are collected on busy states of all the facilities before the simu-

lation 1s terminated.

OTHER ROUTINES

SCHEDLT R - | | ' |
The SCHEDLT routine schedules time-sharing jobs. The routine

is called only when t'here is a control poinit available. It selects

- the oldest job in the INTERCOM input queue (or swap area) and attempts
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to assign memory to it. 1If sufficient memory is not available, it

attempté a rdllnout;ﬁand if no job can be rélléd out, it schedules
the ROLOUT event which attempts to schedule the job at a latet

time. The SCHEDLT routine schedules ENDLOAD event when a job is

assigned memoty.

' SCHEDLB

The SCHEDLB routine schedules batch jobs. This routine is

~called only if a control poiﬁt_is availablé; SCHEDLB scans'the
input queue frmg the highest'priority job down. The highest pri-'
~ ority job not‘exceeding available'memofy islassigned MEemory space;
The SCHEDLT routine schedules the end of loading event (ENDLOAD)
if the‘job is assigned memory. “
DSPATCH S

The DSPATCH routine is the dispafcher. It is called only when

7* fQ ij.f-the CPU is idle. It removes the highest priority job in the CPU

queue and schedules the closest interruption.

‘The general structure of"the;simulation'model and the flow of batch
and interactive jobs through the modél have been describ»ed in this sectic;n.ﬁ |
The functions of the event routines énd a number of!sPeciéﬁized routines
have also been presented. The development of the model at the task and

transaction levels imposes a number of requirements on the data necessary

to run the model. The input data reqUifed'to'driVe the model is de- " .

scribed in the next section.
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3.3.5 Input Data Requirements

The two types of data distinguiéhed in the model are GASP aﬁd non-
GASP data. GASP data are those which are read by the GASP routines9
and non-GASP data are all otﬁer data supplied to the'model° The non-

GASP data cards are referred to as model confiurationéfards; they in-
clude hardware configuration and rate cards, softwére parameter cardé,_
and control point assignment cards. The'model.configuration cards are °
described in Appendix B. ‘

There are eight types of GASP data cards. The CASP data cérds are
described in detail by Pritsker and Kiviat (41), and will not be described
‘-in this thesis. The distribution parameter cards are described in Appen-
- dix C. A ‘

The simulation  of b;tch énd iﬁteractiﬁe jobs at the task and‘cdmmand
or transaction levels respectively requires that data on tasks and trans-—
~ actions be Supplied to the'médel.' Data supplied to the model was ob-
tained from tﬁe Day File anaiysis report, "LUCC Daily Opefating Statis-
tics" (9)% The data on batch jobs obtained from the Day File analysis
ieport, eveﬁ though at the job level rather than aﬁ'the taék level, could
be used without any modification. Tasks are jdentified in the model be-
cause they place different demands on the system“s resources. The ele-
ment which detefmines task réquireménféih the model iscentral memory
space. IfAthe cM core'requirement of a job does not chénge dufing eﬁe~
cution, the jéb can béconsideré&as consisting of only one task, even
though it may pbnsist,of com_pila*i‘:iofn.g execution and file manipulation
processes. A task can now BEredefinedas the éomputationai‘work‘between

successive memory requests. This redefiﬁition‘ofa task allows the Day
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File data to be used to run the model. The average number of tasks or
memory requests per job has to be supplied for the two classes of batch
jobs, instructional and non~instructional jobs. Remote batch jobs are

congsidered to be non-instructional.

The data on INTERCOM jobs supplied by the Day File report was at the

session level, rather than at the command or transaction level. Detailed ]

e i -

statistics on interactive transactions could not be obtained. This was a

. significant handicap in the project. The regular Day Files could not pro-

vide data at the comman/l\evel; software and hardware monitors would be

A ST it

it o) e

needed to generate data at }hat level of detail. Sherr (44) has performed
axtensive statistical analysis of jnteractive jobs at the transaction
.1eve1 on the CISS [Compatible ‘Time—Sharing System] at MIT. The character-
istics of transactions on the INTERCOM system were believed to be fairly
~ similar to those omn the CTSS. The time required fo‘r a system to respond
to a user command is perhaps the most important perfomance measure fot
a time-—sharing system. The response time cannot be predicted if the
CPU execution time of a ‘ttansaction' is not knswno Data collected on
~ tranSactions on the CTSS System was used as input to the model because
of the 1ack of 'such data on the INTERCOM system. The érimary purpose
of incorporating the tlme—sharlng part of the system was not to determine
the response time in absoluter terms, but rather to determine the effects
of changes in system configuration and software parameters on the per-— |
fotmaase of the system; 'I‘he use of CTSS data9 thetefore; should not ‘
seriously affect the validity of tha model. The data taken from Sherr's

book (44) is-shown in ‘Table 3.4, Statistics obtained from the SCOPE
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"Day Files at the session level were also used. For example, the

total CPU time for a session was used as the cut-off for that

session.

This chapter has dealt with the assumptions made in the develop-

" ment of the model, the features of the model, the representation and

generation of jobs, the structure of the simulator, and the input

data requiréme‘nts of the model. The validation of the model and the

results of the experiments conducted with the model are discussed

in the next chapter.

o r———
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CHAPTER 4

g e

4.1 VALIDATION

Thé validity of a simulation {s a measure of the gxtent to which the
model represents the real system. The validity of a model depends not on
its ability to prec;sely duplicate the real system, But on the extent to
which it satisfies its deéign objectives. 'The primary de§igﬁ objective

of this simulation model was that it should be able to ﬁredict with a 90

'percent level of confidence the performance of the Syséfﬁ(in.terms of

~ turnaround time, response time, control point dwell, and CPU utilization.

hAhcomputer'simulation program may.fail to satisfy its desigﬁ_ob—

-°'fy‘jectives.either'because of coding errors or logical errors. Coding

errors are easier to detect because they usually prevent the program
from running to completion. Logical errors are very difficult to detect.
Many error checking statements were built into the program to check for

the reasonableness of the values of key variables. Special error pro-

cessing routines were called to indicate the nature of any erroneous

conditions that may have occurred. "WRITE" statements were used to

monitor the operation of the model. - -,

The validity of a simulation model is difficult to ascertain. Three

s approaches may be used to assure the validity of a simulation model.

Validity'méyfbe-built into a model by the use of parameters, it may be
assured by comparing run results with those obtained from observation
of the real system, or it may be checked by soliciting expert opinion

of simulation run results (34, page 33).
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Validity can be improved by making the model parametric. The
parameters are variables that denote the state of tné environment and the
underlying chafaétéristics of the system. The use dgf;wparameters permits
the modification of t’he model characteristics.to matc‘h‘ the characteristics

of the real system and the relationship of the system with its environ-

ment, .The parametric apprOach was used in the devl'e10pment of the model.
Three parameters were introduced to represenf the state of the system 1in
terms of the availabfii:ity of peripheral processors. The- three parameters
~ used in the model were Aa ioading delay, a delay in the recogniti;n of
'I/O requests, and a delay in the recognition of thé termination of a job.

' These three delay parameters were described in more detail in Section

3.3.4., These parameters can be adjusted to reflect the availability of

a

periﬁher'al pfocessors.
v'l-?he second validation approach invoives the comparison of simulated
results with actual measurements. This approach, which can be'used only
- when actual meaéurements are available, was used to validate the model.
" The actual workloads fbr fOll]-.“ diff‘erent days were used .to" .drive the
model. Two of the days selected occurred during a semester bi:eak?. the
other two."tivere during the regular semester. Thus, the model was tésted |
with a.wide range of workloads. w
The validation waé done with an awareness of' the assumptions made )f
during the dgvelbpment of the model. The two most impcrtarl_ﬁassumptior'ns
'wé‘ré '\it?‘he absence of ksystem_ malfunction and the fully automatic operat'ion

of the system. The data used to validate the model was collected under

the conditions of constant operator surveillance and imtewémtiom
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Whether or not therei were any system problems on the .'four selected
days could not be ascertained. The effect'of hardware and software
, ),
| problems, if any, could not be determined. Therefore, in validating
the model, two key variables which were unlikely to be affected
greatly by system malfunction or by a moderate amount of operator
intervention were analysed. T-tests were conducted on the two.
- performance variables; éontrol boint dwell and CPU utilization. -. ¥ Puf‘_;;'t
Cbntroi point dwell is defined as the total time a job spends at a
control point. CPU utilization is the fraction of time when the ' (”-f
CPU is busy.. The actual performance data obtained from the Day File .
" analysis report was compared With the results of simulation runs.
=f ~~ The T-test was used to test the hypothesis that the means of control
:’T point dwell‘énd CPU utilization obtained from the simulator were ‘the
| éame as the actuélrmeans. | .

Actual and simulated values of the performance indicators are

‘ j f j-presented.in Table 4.1. The model was run for 5400 seconds of simu-

lation time. The t-statistics for the average control point dwell

WS
B

,"]355;]i "and CPU utilization are also shown in Table 4.1. For a large degree

of freedom and a confidence interval of 90 percent, the critical | -

value of t for the T-test is 1.645. This means that, if the hy-

|

pothesis that the two means are the same is true, there is a

R probability of 0.90 that the observed value of t will fall in the
/ . ~ .
range -1.645 to +1.645. If the observed value of t for this test

. |
is less than 1.645, the tru€ means are equal. Observation of Table
5 reveals that the t statistics for all the four runs are less than

1.645. The hypothesis that the true means are equal therefore can-

not be rejected. |
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— . . ?  TABLE 4.1 1 R
| ACTUAL VS. SIMULATED VALUES OF PERFORMANCE INDICATORS x
| Run #1 Run #2 { "
T-test i | T=-test .
g | Simulation Day File ot _P_Simulation Day File t e
Average Control Point Dwell (sec) 149.7 © 154.3  0.1011 91.2 9% .4 123
Control Point Dwell, . | - |
instructional (sec) 62.9 ,‘9290 | 32.3 48
Control Point Dwell, | o | |
non-instructional (sec) 175.0 - 180.5 } | 122.2 120.5 |
CPU.UtiliZation (per&ent)'< 42.8% 43.0 ;0.2851 - 35% 347% 1.48
3 Utilization of Printer 1 (%) 867% 81% R 60z  50%

Utilization of Printer 2 (Z) - 83% 81% . 427 - 50%
Utilization of Punch (%) | 9% 10.5% 7% 3.8%

Intercom Response Time (sec) 4.2 - 4.3 - = N
Average CPU Time per Intercom S . R | 3 |

Session (sec) - 3.9 - 3.78 5.29 4.96
Average CPU Time per Batch | o S )

Job (sec) 21.6 19.5 - 12.4 - 13,2
Average CPU Time, o o ' -

| inStruCtiOnal jO-bS (SQC) : 907 ' 1005 ' 4033 4069 K
Average CPU Time, | | ,f’, 3fa** f ;o
non-instructional jobs (sec) - 25.0 - 23.3 _'f, .4';l -;' 16.74 18.05

gimulation Run Time (sec) 5400 | BN 5400

Critical vaiug of t = 1.645 el . |
Run #1: Data collected on 3/20/73 - Rum #2: Data collected on 3/23/73
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Average Control Point Dwell (sec)

Control Point Dwell,
instructional (sec)

Control Point Dwell,
non-instructional (sec)

CPU Utilization (percent)
Utilization of Printer 1 (%)
Utilization of Printer 2 (%)
Utilization of Punch (%)
Intercom Response Time (éec)

Average CPU Time per Intercom
Session (sec)

Average CPU Time per Batch
Job (sec)

Average CPU Time,
instructional jobs (sec)

Avarage CPU Time9
non-instructional jobs (sec)

Simulation Run Time (sec)

Critical value of t = 1.645
Run #3: Data collected on 3/26/73

TABLE 4.1

o | ACTUAL VS. SIMULATED VALUES OF PERFORMANCE INDICATORS

Run #4

Run #4: Data collected on 4/11/73

Run #3
| , T-test ] ~ T-test
. Simulation Day File 1 t Simulation Day File t
61.0 66.0 0.291 88.3 98.8 0.2005
29.5 29.0 30.1 40.2
S1201 126.0 - 178.8 183.0 - =
- 28.2 . 28.6  0.59% 23.6 24.8 1.4846
57.2 - 50.0 47.0 - 45.0 | '
36.5 50.0 g 34.0  45.0
15.0 11.0 i 9.4 9.2
4.22 - . rj,z; 4.85 - -
3.39 13.99 4 3.55 - -3.15
8.81 ©10.37 ; 8.36 9.08
3.68 3.5 | 3.06 3.07
19.0 - 20.0 17.26 17.8
5400 - N 5400




The F-test was not used in the validation of the model because the
empirical distributions for most of the job characteristics were not
easlly estimated from the Day File anaiysis report; only the means and

the standard deviations were obtained.

" 4,2 RESULTS OF EXPERIMENTATION

An objective of this project was tb study the effect of software
parameter changes on the performance of the system. Two of the most
important software parameters in the SCOPE 3.3 system are quantum and
minimum control point dwell for roll-out. In order to determine the
effect of »these two software parameters on the performance of the system,
a factor analysis eiiperiment was conducted using the analysis of variance
technique. The results of the experiment are presented below in Section
4.2.1. | .

A question of great intefest is how the number of control points
available to interaci:ive, express and normal batch jobs affects the per-
formance of the systgm@ A 4separate experiment waé conducted to determine
the effect of control point availability on key peffor@ancé measures.

The results of this experiment are presented in Section 4.2.2,

4.2.1 Effect of Quantum and Minimum Dwell on System Performance

\

The analysis of variance can ‘be used to determine whether or not
certain factors or their interactioﬁs affect the performance of a system.
In this experiment, the effécts of two factors, quantum and minimum con-
i;fol point dwell fdr ‘a roll-out, on the performance of the system were.

analysed. Two levels were selected for quantum, 0.5. and 2.0 seconds.
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Three le\}els were selected for minimum dwéll, 0.0, 8.0 ahd 30.0 seconds.-
The effects of - these two factors and their int;erati'o'n on 'turné.round
time, response time, and contrpl point dwell were analysed usiné th}e
analysis of variance technique.

Table 4.2 shows the mean values of turnaround time, reSponse timé,
- _¢ontrol point dwell, CPU utilization, "and .throughput for &Six combi-
nations of quantum and minimum dwell 'value's.‘ Table 4.2 shows that
there is a high degreé of interaction among the two rfactors. | .When |
quantum is two, the minimum control point dwel.l has a linear efféct
“on all the performance variables. Turnaround.time, and control point
dwell decréase with increased minimum dwell; response time increases

with increased minimum dwell. When quantum is 0.5 seconds, however,

the éfféct of minimum control point dwell on the performance vari-.

ables is highly non-linear (see Table 4.2). ThlS observed non— - \
linearity is not unreasonable. In a recent article on the state of " |
art in operating system performance, Lynch (31) stated tha:t the

response of an operating sys.t_em to various workloads and/or software
parametei‘»s‘ tends to be highly non-linear because of the high degree

of interaction among the modules of the operating systemn.

The LEAPS (Lehigh amalgamated paékage for statistics) program was
used to perform the analysis of variance. The F-ratios and the means
obtained in the analysis of varian'ce are presented in Table 4.3. The-F-—
ratio indicates t_hé degfee to which a factor affects the perfomanc'e of
the system. The analysis of variance was performed for turnaround time,

\ -
response time, and control point dwell. For turnaround time, the F-

ratios for quantum, minimum dwell, and the interaction of the two factors
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Minimum

ZControl Point
Run Dwell

‘'Turnaround

Time

# Quantum  (for Roll-out)

1 0.5 sec 0.0

2 0.5 sec 8.0

96
"

0.5 sec 30.0
4 270 sec - 0.0
5 2.0 sec 8.0

6 2.0 sec 30.0

o

.

381.1

 338.0

506, 3

412.0

361.0

1256.0

e ~ TABLE 4.2 |
| SUMMARY OF FACTOR ANALYSIS

- Response

Time

SR PTG 2 | | NPT ST SRR PTPSRNTIRIRIS & ¢ + SOEE

 6.37 o

»l J6.86. S

 6.19

653' 

.jﬁfControl»'

Point
Dwell

'70.87

o 68.49
 '85.3§,
i“ _'A'87.0‘ 

 1 ‘75;79 .<»

62.4

SRR 4+ S

2913
Lo

CPU

Utilization f

29.09

~32.69

27.65

28.41

28.51

~_Throughput

Batch

100.05
97.4
98.0
100.05

99.4

100.05
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) TABLE 4.3

. RESULTS OF THE ANALYSIS OF VARIANCE

FACTOR A ='Quantum”
- FACTOR B = Minimum Control Point Dwell

. —h
~ F - RATIO ' |
E | e - Interaction
Factor A -~ Factor B of A&B
‘Turnaround

rine. S S - PR S U o

-

Response o T e TR
Time ~ s0 . 208 - 016

.~ Control Point . - e T
Dwell - 00O 07 - 7.63 .

_ MEANS FOR FACTOR A -

Factor A ... Factor B
= 2.0 v . =05
Turnaround IR ST R

Time (sec) B R 344.3 R 409.6

Response

Control Pqint ¢{ 3f1[i;T,‘ ) | j,qﬂ7g f f.' .
Dwell (sec) ~, . . 1.0 . . 15.2




Turnaround
Time (sec)

Response
Time (sec)

- Control Point

Dwell (sec)

.Turnaround

Time (sec) . .

' Response
Time (sec)

Control Point
Dwell (sec)

'/ TABLE 4.3 (cont'd) . '“:f-(%b'”"
- MEANS FOR FACTOR B
Factor B T Factor B | S F&Ctor B
= 0.0 =80 =300
%97.7 . 3526 . 380.5
5.5 - 6.9 625

 'MEANS FOR INTERACTION (AB) ( A

Pt

"Factor//\\Factor B ,'l v B ;,,~ »» VB L
A 0.0 8.0 300 |

413.6  366.4°  257.8
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~were 4.6, 0.75 and 9.70 respectively. For a significance level alphé_
@) of 0.10 and 145 degrees of freedom?(numerator and denominator) the
critical value of F is 1.20. This means that any factor whose F-ratio

is greater than 1.2 significantly affects the performance measure. For

turnaround time, the F-ratios for quantum and the interaction be-

tween quantum and minimum dwell were greater than 1.2. It can be

"concluded that quantum and the interaction between quantum.andv _

. minimum dwell signifié_antly affect the turnaround time.
A similar analysis shows that both the quantum and the'mini—_;,'": S
 mum dwellﬁsignificaﬁtlyvaffect the réqugse.time ofinteracti&é,vf : 
jobs. 'Thé'énalysis also shows that the interaction between the two‘   y"'U'
factors does not affect the response time. -

Anélysié aléo shows that neither quantum nor minimum dwell
affects the batch control point dwell significantly; the intef-|

action between the two. factors, however, significantly affects

control point dwell.

- 4.2.2 Coﬁtrol Poiﬁt Availabiiitz_Eerfiments

A In brder ﬁo determine the effect on system performafice of varying
the numbérbf control points available to batéh and'interactive jobs,
four experiments were cénducted° In the first experiment, the number
of INTERCOM control points was fixed at two, the number'of&expressl
| 0'  - control points was fixed at one, and the number of control points
available to normal batch jobs was varied from one to foﬁry Four

! runs were made; the results are summarized in Table 4.4.

J
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TABLE 4.4

SYSTEM PERFORMANCE SUMMARY, VARYING

R BATCH CONTROL POINT AVAILABILITY
RO Number of Normal Control Points
B 1 2 3 4
TR Throughput (per hr) S 89.0 94.0 99.5 99.6
o Turnaround Time (sec) . 677.2 618.5 361.9 315.3
e Control Point Dwell (sec) IR 58.3 76.8 75.79 82.5
o Response Time (sec) | 5.43 5.73 6.19 6.0
. CM Occupancy (%) 41.6 50.5 49.1 48.4
L CPU Utilization (%) 27.65 30.3 28.41 31.4
fee o Utildization of Printer 1 (%) 63.8 50.5 60.28 58.6
S Utilization of Printer 2 (%) 41.3 41.3 40.26 44.9
o Utilization of Control Point 1 (%) 12.1 11.8 7.4  8.25
o Utilization of Control Point 2 (%) 70.6 65.4  59.2 59.21
R Utilization of Control Point 3 (%) 1.3 1.9 0.3 0.25
e Utilization of Control Point 4 (%) 78.1 75.3 65.35 61.7
R Utilization of Control Point 5 (%) - 69.8 51.48 46.3
A Utilization of Control Point 6 (%) - Co- 37.00 34.11
o Utilization of Control Point 7 (%) - - - 20.3
o Waiting Time in Input Queue (sec) - 497.5 451.9 153.7 104.0
- Waiting Time in CPU Queue (sec) 0.07 0.90 12 0.13
g Waiting Time in Printer Queue (sec) 10.5 5.8 8.8 8.8
© ° INTERCOM Control Points are 1 and 3° - = N
o | | T -

.EXPIQSS Control Point is 2
Normal Batch Control Points are any of 4, 5, 6, 7 ,' 5 S

’Simulatioh Run Time - -= 5400 séponds
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: ”'R.edﬁcirig: the number of control points available to batch jobs'
'Igreatly altered the peﬁformance of the system. One has to be x

very much aware of the objectj_ve 6f the system befo;re reducing

the number of cont‘rol‘_pbintsee The results show that a reduction

in th;e: number bf conté:él points ffom four to one‘ decreasedo

and therefore opfimized the control mpoin’t dwell. However,

the reduction also doubled the turnaround time and‘ decreased the through-
put. Examination of’ Table 4.4 also shows that a reduction in the number

- of control points available to batch jobé'improved INTERCOM”’response time.

— e e e

The advisability of reducing the number of batch control points there;fdre
. AN . ‘ :

 depends on the objective one has in mind. TIf one 1s trying to optimize
- throughput and turnaround time, then' a reduction is not advisable. If,

however, one is interested in improving the INTERCOM response time, then

a reduction in the number of batch control points will give the desired
effect. One has to bear in mind that the improvement in respomse time
(10%) was far 'outweighed by the deterioration in turnarouﬁd time (115%).
| The first and second experiments were conducted with 'INTERCOM usage
at a moderate level, about 20 sessions pe; hour. In the second experi-- | §
ment , the num'ber of eXpress- and nbrmal batch control points was kept fixed
~at one and two reépectively; Three simulation runs were made with the
" number of INTERCOM control points varying from one to three. The results
of the three rums are summarizea in Table 4.5. At low levels of INTERCOM
usage, increasing the num'berA of INTERCOM control points from two to three |

had little effect on the total performance of the system. Decreasing the

- number of “INTERCOM‘“ control pé:f;nts from two to one, however, drastically

101




TABLE 4.5

",,..

'SYSTEM PERFORMANCE SUMMARY, VARYING
INTERCOM CONTROL POINT AVAILABILITY

~ No. of. INTERCOM Control Points

| 1 2 3
INTERCOM Throughput (per hr) = 16 20 22
Batch Throughput (per hr) e -99.0 99.0 99.0
Turnaround Time (sec) 372.0 618.5  636.9
Control Point Dwell (sec) - 76.46  76.86 78.5
Response Time (sec) : 6.73  5.73 5.73
CM Oeccupancy (%) 51.38 51.5 51.6
CPU Utilization (%) : 30,08  30.32  30.32
Utilization of Printer 1 (%) - 57.95 50.5 50.5
Utilization of Printer 2 (%) | . 41.52 41.4 41.4
Utilization of Control Point 1 (%) 11.59 11.85 11.85
Utilization of Control Point 2 (%) 58.73 65.45 65.45
Utilization of Control Point 3 (%) - 1.92 1.92
Utilization of Control Point 4 (%) 71.9 75.32 0.0
Utilization of Control Point 5 (%) 63.1 69.8 75.32
Utilization of Control Point 6 (%) - - 69.8
Utilization of Control Point 7 (%) - - -
Waiting Time in Input Queue (sec) ~  167.7 451.9  451.9

" Waiting Time in CPU Queue (sec) = 0.1  0.09
Waiting Time in Printer Queue (sec) ~ 10.95 5.86 5.86

INTERCOM Control Points are any of 1, 3, 4 -

Express Control Point is 2

Normal Batch Control Points are,S,AGN;#;¥£ ;;¢ ;j;.,,_

Simulation Run Time = 5400 seconds

>
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affected the performance of the system; ‘tohfé response time for time-sharing

jobs deteriorated; average turnaround time v‘for batch jobs improved signifi-

cantly.

This experiment was conducted with INTERCOM usage at an "average"
level of about 20 sessions per hour. The average was o‘bi:ained‘by dividing
the total number of user sessions by the number of hours of system oper—

ation. In reality, there is no average INTERCOM usage; INTERCOM usage is

| either high or low. In order to determine, more realistically, the

effect of INTERCOM control point availability on the performance of

the system, another experiment was conducted'with.INTERCOM'usage at

a level of about 40 sessions per hour.

The results of this experiment are presented in Table 4.6. The

(results show that interactive response time improved with an increase

in the number of control points available to INTERCOM jobs. In-

creasing the number of INTERCOM control pdints, from one to two

and from two to three, had a non-linear effect on batch job turn-

‘around time and control point dwell. Both turnaround time and

control point dwell were worst when the number of INTERCOM control
points was two. The results of this experiment indicate that thé
optimal st’rategy during periods of high INTERCOM usage woﬁld be to
assign three control points to ]'.'L\ITTERCQIVI9 oné to express batch jobs,
and two to normal batéh jobls,

The above stra'tegy makés use of ail thé seven control points
(one for system routines such asJANU'S)a Another strategy that
makes use of all the available control poiﬁts is to assign two con-

trol points to INTERCOM jobs, one to express jobs and three to normal
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batéh jobs,' This strategy and the one indicated ir this experiment
to be optimal were compared in another experiment. The performance

of the system for the two control point assignment strategies is

shown in Table 4.7.

The results of Table 4.7 demonstrate that there is a trade-off

between interactive response time and batch turnaround time.. The

choice of a control point assignment strategy depends on the per-

formance measures which are being optimized. If one is\attempting
- to improve interactive response timé, then thé first strategy;ﬂtwo
hormal batch and three INTERCOM confrol points, ié the prefefred‘
approach. If batéh.turnarouﬁd time is the performance measure
being thimized,'then the second strategy, three batch and two.

INTERCOM control points, is desirable.

The control point availability experiments lead to a number ’t . v_%‘"

‘of conclusions. The first is that, generally, the greater the
¥ ' . '

number of control points available to a class of jobs, the better
‘the performance of the'system.for”that class of jobs. This means
that all the seven control poiﬁts available to jobs should be used

at all times. The second conclusion is that the proper definition

-

o

of system objective is very importanto The choice of the wrong
performance measure can result in suboptimization and a degradation

v

- of the total performance of the system.
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- TABLE 4.6

o SYSTEM PERFORMANCE SUMMARY, VARYING
e INTERCOM CONTROL POINT ASSIGNMENTS

No. of INTERCOM Control Points (N)

o ) | 'N=1 N=2 ~ N=3
INTERCOM Throughput (per hr) | 37 36 38
- Batch Throughput (per hr) 89 | 88 90.5 | }

- Turnaround Time (sec)  ‘. 567.8 '1039.9 469.3
Control Point Dwell (sec) = = . 77.9 94.1 78.4
Response Time (sec) = 6.6 | 6.27 5.71
CM Occupancy (%) BRI 57.12 - 57.92 50.7 .
CPU Utilization (%) e 31.79 34.9 29.29
Utilization of Printer 1-(%) 59.9 64.1 57.1
Utilization of Printer 2 (%) 38.4 41.8 39.0
Utilization of Control Point 1 (%) 23.4 20.78 21.33
Utilization of Control Point 2 (%) 65.9 80.9 65.52

- Utilization of Control Point 3 (%) - 6.1 5.28 o
Utilization of Control Point 4 (%) 73.5 - 84.0 74.96
Utilization of Control Point 5 (%) 69.6 79.2 63.04
Utilization of Control Point 6 (%) - - | .05

- Utilization of Control Point 7 (%) - - -
" Waiting Time in Input Queue (sec) 360.8 -815.2 267 .4

Roll-outs per Hour | 57 67 . 66

Average Time in Roll-out Queue (sec)  34.08 39.36 33.5

Waiting Time in Printer Queue (sec) 8.11 8.8 7.15

~ INTERCOM Control Points are any of 1, 3, 4
Express Control Point is 2 -

Normal Batch Control Points are 5, 6

 “*€   Simulation Run Time = 5400 seconds
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TABLE 4.7

COMPARISON OF TWO CONTROL POINT ASSIGNMENTS

| SimulationfRun Time =

5400 seconds

106

N . No. of Control Points
2 Batch 3 Batch

SUEEEA o N 3 INTERCOM 2 INTERCOM

~ INTERCOM Throughput (per hr) | 38 38

| Batch Throughput (per hr) = 90.5 99.5
Turnaround Time (sec) S - 469.3 364 .7
Control Point Dwell (sec) =~ = 18.4 78.0
Response Time (sec) - 5.71 6.25
CM Occupancy (%) 50.7 55.7
CPU Utilization (%). = 29,29 33.2

. Utilization of Printer 1 (%) 57.1 58.2

- Utilization of Printer 2 (%) o 39.0 43.2
Utilization of Control Point 1 (%) 21.33 16.8
Utililzation of Control Point 2 (%) - 65.52 57.5
Utilization of Control Point 3 (%) - 5.28 3.0
Utilization of Control Point 4 (%) 74.96 168.9
Utilization of Control Point 5 (%) 63.04 54.0
Utilization of Control Point 6 (%) 0.5 40.8
Utilization of Control Point 7 (%) | - -
Waiting Time in Input Queue (sec) - 267.4 160.5
Roll-outs per Hour | 66 70
Average Time in Roll-out Queue (sec) | 33.5 30.11
Waiting Time in Printer Queue (sec) -~ 7.15 8.7
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' CHAPTER 5

. SUMMARY AND CONCLUSTONS

The objectives of the project'were to develop a comprehensive and

valid simulationmmodel of the CDC 6400 under the SCOPE 3.3/INTERCOM 3.0

Operating system, and to use the model to study how the performance of

the system is affected by cnanges in the workload, system configuration,

- and software'parmmeters.

The first chapter in this thesis outlined the three approaches used

'5ufe1n the evaluation of computer systems. The approaches discussed were

‘monitoring, analytical evaluation, and simulation. The current state of

'the art in the simulation of computer systems was also presented

Information on the CDC SCOPE operating system is not widely avail-

 able. The second chapter therefore described both the hardware and the .
software of the CDC 6400 system in fairly great detail. The remainder
. of the thesis was devoted to the description of the model which was

o developed for the CDC system, and the experimentS“Which'were conducted

with the model. | S | Ji o .
One main design criteria was that the 91mu1ation.mode1 had to be
‘able to predict the performance of the system with a 90 percent level |
of confidencew The key performance measures used in the evaluation
study“were batch turnaround time, interactive re3ponse time, batch
control point dwell and CPU utilizationo This choice of performance

‘measures necessitated the modeling of interactive jobs at the command

Jevel and batch jobs at the task level.
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Most .of the features of the computer system were incorporated in the

" model. Perhaps the most significant aspect of this simulation model was

that it incorporated both batch and interactive job processing in the

same model. The interactions between the processing of batch and inter-

~_ active jobs could therefore be studied. Roll-in/roll-out which is a

"~ result of the interaction between batch and interactive jobs and also of

dyﬂamic memory requests was iﬂcorporated into the model. The r011—in/

roll-out feature included the use of a variable, minimum control point

dwell for a_rolléout, to prevent a batch job from being rolled out until-

it had resided at a control point for a specified amount of time.

The only aSpect of the CDC 6400 system that was not modeled directly

~ was the pool»of peripheral processors. The effects of the availability

of pool PP's were modeled by the use of three delay parameters. These

"parameters which represented the state of the system in terms of PP
: availability improved the validity of -the model. An iterative procedure

was used to obtain a combination of values of the three parameters.

In validating the model, four runs were made with different work-

'u   1oads. The results of the simulation runs were compared, using the T-
 test, with the actual performance of the system as obtained from the Day
- File analysis report, LUCC Daily Operating Statistics. All four vali-

- dation runs passed the T-test. | | - | | ;

A number of experiments were conducted with the model. The effect

\' df'feduqing the number of control points available to batch and inter-

active jobs was studiedg It was found that, in general, the greater

| the number of control points available to batch jobs, the better the
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showed that a proper definition of overall system objective is very

- important. For example, if one were to choose control point dwell as

 response time. The effect of quantum was non-linear; more studies wou

be needed to :Wé.Stablish an o,p_timal vélue for this important variable.

turnaround. time. Likewise, the greater the number of control points
available to interacive jobs, the better the response time. It is

therefore better to keepma%l\the, control points active. The results also

the perfofmance measure to be optimized, one would use a strategy which
would be optinial for control point dwell, but which would drastically de- : B
grade turnaround time and ‘not. improVe response time.

An analysis of wariance was conducted to determine the effect of
| | /

quantum and minimum control point dwell for roll-out on the performance .

1-

of the system. It was found that, in general, an increase in the mi:

mum control point dwell improved turnaround time and degraded interactigve

i
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. SUGGESTIONS FOR FURTHER WORK |

An operating system consists of subsystems“ such as job initi-

' ’ - to- L .o &,
o et - X - <
e - R ) S0
. - Lol - . S R
. . e
<

,&"ﬁ’atOrs, schedulers, dispatchers, disk request processors and job
‘terminators. A substantial amount of information has been accumu-
| lated on the behavior of subsystems of operating systems. The inter-

actions among the subsystems are, however, very poorly understood.

A great deal of work has to be done in the area of operating system ~ :

. .
LAVEEN . -
e
v

subsystem interactfions.
| Response time Ais .perhaps the .mo‘st: impprtant' measure of ,eff'ective-“
ness for-a time—-‘sharing‘ system. To b.e abie to predict response time,
) a simulation model has to ﬁlodeltirﬁe-sharing jobs at the command level.
A model at the command level "fequiresinput data at the transaction
level.’ ASuch data is _unavailable oh thé SCOPE"system.' The develop-
ment of a system to gathér data on INTERCOM usage at the command
1eve1 will be very useful in any detailed evaluation of the time- |

‘sharing part of the systém.f " |

B i -
K3
31 .
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GLOSSARY OF TERMS

:‘ACTIVE JOB -~ a job in central memory which is ready to use the central
processor
BUFFER - a temporary storage device used to compensate-for a difference
in the rate of flow from one device to another
dENTRAL MEMORY (CM) - fast access cofememory used to store programs
which are inﬁexecution  | | | .
- CENTRAL PROCESSING UNIT (CPU) -~ the unit of a computer system'which
contains the arithmetic and logical units ‘
_CONTROL POINT - an area. of central memory partitioned of £ by SCOPE for
“a'user‘job |
;y CPU‘BURST - gime_interval between two successive input/output requests
DATA CHANNELf-ISPecialized processing unit that transfers data bidiree- |
- tionally befweee sn 1/0 Qeviceiand the memory of a peripheral
prodessor "
DAYFILE - the system job accounting file which.records control cards as
they are processed and system messages for jobs
:.<.‘:\DISK,STACK;v a queue of disk I/0 requests waiting to be processed by the

stack processor

DISK STORAGE - storage device on which information is recorded on the

magnetizable surface of a rotating disk
DISPATCHING - the process of selectlng‘which.of fhe jobs in central

memory (i.e., in the active job mix) will use the central processing

unit next
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EXECUTION - a program is{said to be in éxeéution at a specified processor
sucﬁ as the CPU if the program is in control of that prbcessot aﬁd
the processor is execnting instructions belonging to the progiam

EXTENDED CORE STORAGE (ECS) -'a core storage device which may be con-
nected directly to the central meﬁpry, Data are transferred bi-
directionally betweén ECS and CM at nearly CM speed under the
control of the CPU;'proérams cannot eiecﬁte in ECS.

INTERACTIVE JOB - a job submitted via a remote consdlefbr teletype
where there is an alternation of job output and user inpuf. .Alsé'
referred to as a conversational job.

INTERCOM -~ a system of programs Which~ailows'jobéto be submitted to a .
-CDC 6000 égr;esébmputer‘on a:time—sharéd basis_with.other remote

jobs and-locéliy submitted jobs

- INTERRUPT - a hardware facility that causes the central processor to

Ty |
suspend execution, save itsgghgtus, and transfer control to an

interrupt handlé; )

JOB - a wunit of cqmpgtationallwork which.isihdependent of all other
jobs concurné@ﬁly‘in.the éystem |

JOB STEP - a unit of work of a job. A job is made up of one or more joE

- steps sqgh.as.compilation, loading; eiecﬁtion;

LOG~IN ~ the initiation of a terminal user session

LOG-0UT - the terminétion of a terminal user_Seséioﬁ

LUCC - Lehigh University Computer Center |

MULTIPROCESSING - two or more central-proceséing units simultaneously

execute parts of the same program or different programs
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 OVERHEAD - time spent by the system (CPU) in performing system functions =~ .

3 : =f ‘PERIPHERAL PROCESSOR (PP) - a small special-purpose computer that per- -

-:f_f} ' PREEMPTION ~‘thé'termination of a currently executing low-priority job_’
| “  f:f'PRi0RITY;NUMBER - a number assigned‘tp a job to indicate the relative a

}'  :QUANTUM - the length of time which a job is allowed to run before the

MULTIPROGRAMMING - ﬁhe concﬁrrént'reSidence of two of.more programs<in |
| “the central memory) |
 MML};4USER JOBF:Va p:ogramfthat can be used cdhcurreﬁtly by several user
. jobso“Aléo“referresto as a reentrant program.
OPERATING SYSTEM}- an integrated éet Qf control programs and proéessing‘
programs designed té maximize theﬂﬁse of avcomputer system's re—: .
éourcesAand'to reduce the'compléxity involved in‘preparing a pro-—

.........

_ gram for execution on the computer

such asVSCheduling'which cannot be charged to a specific user

 ;.,}fdrms I/0 and supervisory functions

| PP'PROGRAM (ROUTINE) - a program.written for'execution on a peripherali
‘processor . * B )  ;‘f

and the assignment of the CPU to a higher priority job

urgency or importance of the job

CPU is taken away from it. Also referred to as time slice.

REENTRANT-RCUTINE - a routine or program that can‘be used concd?rently
By'éeveral user jobs ‘ ‘

REMOTE BATCH JOB ~ a.jdb submitted from 'a remote location ?ié_a 200~
USER Terminal into the computer for processiné; the results are

received at the printer and/or punch at that same remote location.

Also known as Remote Joh Entry.
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RESPONSE TIME ~ the‘time between the initiation df a request (issue of.
" a command) at a terminal and the beginning of the response from the
system |

ROLL-IN ~ the moving of a rolled-out job back into central memory

ROLL-OUT -~ the moving of a partially completed job from central memory

onto disk to make room for a higher priority job
. SCHEDULING - the process of selecting the next job to be loaded into "»:wa ;
main memory and actually preparing the job for inclusion in the

active job mix | . S | | I SR

\":F "‘SESSION - time interval between usefiog~in and log-out af a remote
o . tefminal ‘
_;“ SiMUiATION'- a_numerical technique for conducting eﬁperiments on a
digi£a1 é;@puter; this technique inbdlves certain types of

*E.»mathematical and logical models that describe the behavior of '

business, economic, social, biological, physical or chemical
systems (or some component thereof) over a period of time
- "STACK PROCESSOR - a groﬁpﬁofLPP routines which process disk I/0

requests

§

*‘f,NTASK (Batch job ptocessing) ~ a unit of computation to which system

. resources are allocated

TASK (Interactive job processing) - a number of transactions which are
‘initiated by commands of the same type
THROUGHPUT ~,amount of jobs completed in a sgecified time intervai
* TIME~-SHARING - the simultaneous interaction With‘a computer system by
~ several usersﬁ-each of whom is unaware of the presence of the

others
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TIME SLICE - see quantum. .. . L -

TRANSACTION ~. the basic cycle of thinking, issuing a command, waiting fof;‘

a response, and receiving the response

| 'TURNAROUND. TIME - the total time a user iob spends in the system. The

time lag between the submission of a card deck input and the receipt

k.

V- A
.....

.............
P X
-

 of the output.
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APPENDIX A

. FILE AND ATTRIBUTE ASSIGNMENTS

1. FILE ASSIGNMENTS IN THE MODEL

FILE ' | i.‘f‘”a,f ¢éj3 J j .”;- S
Event file L
| Card reader queue
. - ' Batch input queue |
| INTERCOM input qgeue, swap area
CPU queue, active job mix
Disk stack I R
" Roll-out queue R e
Printer queue | R SRR
_ Punch queue = .
100 °  Temporary scratch file S e .
11 Temporary scratch file B T
12 o Temporary scratch file i557}; 3l§ ;“-?ff‘, ffF;ffi%

.....
~~~~~~~~

CONOWL & WN

2. STRUCTURE OF EVENT FILE (File 1) - .
~ ATTRIBUIE |

1 . Scheduled time of event
2 Event code

The folldwing event codes are used

CODE

1 ARRIVAL
2 ENDCR
3 INTERUP

6 o ENDPNCH T A
U LOGINS  ;f  f7' H:«f~~w@%f*tﬁwwff;i7°f\"°
8 CONSOLE G e T
9 -~ LOGOUTS

0o UPDATES

11 | ENDLOAD

12 - RQSTIO

13 -~ ENDJOB

14 ROLOUT

15 ENDSIM

3. ATTRIBUTE ASSIGNMENT °

1 Scheduled Time of Event
Event code
Time unit entered system
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3.

ATTRIBUTE ASSIGNMENT (continued)

" Number of cards read

Time unit entered queue
Central Memory Space
Peripheral processor time

Number of cards punched

Number of lines printed

Number of magnetic tape drives
Central processor time -
Time central processor was assigned
CP time currently used

CP time before next disk I/O

',,Total CPU time currently used in session
:mTotal CPU time for the session |
~ Number of transactions 1n.task left -

Type of task

Type of interrupt

Job number

Job type or class

Job priority class

Current job priority

Control point assigned to job

Time CO‘ntrOl pOiIlt was assigned e _ L
‘Printer number (batch) -

Disk assigned to job

" Time INTERCOM transaction was initiated -

CPU time used since last priority recalculation
I/0 time currently used |
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|

I

1.

).

2 ”@#i%%;f ' ~ APPENDIX B

TYPE A CARD

| Field

WOSNONUN S~ WN

TYPE B CARD

Field

w N

oo

 FORMAT IS

-7
8
9
10

'FORMAT 1IS:

 MODEL CONFIGURATION CARDS

Descrigpibn

Number of card readers

~ Number of line printers

Number of punches
Number of tape drives

Number of control points: _
~ Number of remote batch termlnals

Number of teletypes
Number of priority classes

"Number of disks .;g“L,Q;.

Number of disk controllers
Number of plotters

‘Number of paper tape readers

Number of paper tape punches

FORMAT (5x, 1015, 3I5).

Description

’€ fMaximum amount of CM | .
" Minimum amount of CM requested by |

batch job

Minimum amount of CM requested by

interactive job

Maximum CM for express job

Maximum CP time for express job

Time increment for input queue aging
Time increment for output queue aging

% of PP time used for disk I/0

Threshold for CPU dispatching
Minimum control point dwell before

roll-out

FORMAT (5x, 4F10.4, 7F5.2)
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‘Variable

NCARD
NLINE

NPUNCH
NTAPE
NPOINT
NRBATCH
NTELE
NPCL
NDISK
NDISC

- NPLOT

NPAR
NPAP

Variable

CMMAX
CMMINB
CMMINT

CMEXP
CPEXP

PCENT
THRESH

ROLLMIN




4

APPENDIX B (continued)

3. TYPE C CARD

Descrigtion

No. of INTERCOM control points.
No. of express control points
No. of normal control points
No. of system control points
INTERCOM control points |
Express control points

System control points

Variables

.- NINTER, NEXP, NNORM, NJANUS = *

~° _-TERM(J), J=1, NINTER
EXP(J), J=1, NEXP

~ SNORM(J), J=1, NNORM

'SJANU(J), J=1, NJANUS

4. TYPE D CARD

'Respectivé unit record per minute rates for:

a.
b.
c.
d.

Each individual card reader, followed by
Each individual line printer, followed by
Each individual card punch, followed by
Each individual remote and reader.

FORMAT IS: FORMAT (8F10.4)

5. TYPE E CARD

- Descrigpion

Batch job rate (per hour)
INTERCOM job rate (per hour)

© TORMAT IS: FORMAT (2F10.4)
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Variable

MINTER
NEXP
NNORM

'NJANUS

TERM(5)
EXP (5)

SNORM(5)
SIJANU(5)

Format

(5x%,415)
(5x,515)
(5x%,51I5)
(5x%,515)
(5x%,515)

Vo

Variable

RJOB
RTJOB




- . APPENDIX C

b e

oy e STy LR ek Sp A s 2 it

- DISTRIBUTION PARAMETER CARDS
Card No. . S ”/xdj o B Distribution
1  Cards read,.class1 . - . Erlang
2 ' Cards read, classes 2and 3 . Erlang
3 Lines printed, class 1 f . . Erlang
4 ‘Lines printed, classes 2 and 3 = Erlang -
5 Memory space for INTERCOM | ‘*_ IR Erlang :
6 No. of transactions in Task 1 S - Poisson R
7 No. of transactions in Task 2 Poisson .
8 ~ No. of transactions in Task 3 Poisson
9 -» No., of tranmsactions in Task 4 Poisson
- 10 . No. of transactions in Task 5 Poisson
11 Console portion duration in Task 1 Erlang
12 Console portion duration in Task 2 Erlang
13 Console portion duration in Task 3 Erlang
14 Console portion duration in Task 4 Erlang
15 Console portion duration in Task 5 Erlang
16 . CPB time per transaction, Task 1 - Erlang
17 CPU time per transaction, Task 2 Erlang
18 CPU time per transaction, Task 3 ~ Erlang
19 ‘CPU time per transaction, Task 4 "Erlang
20 CPU time per tramsaction, Task 5 Erlang
21 INTERCOM swapping delay S Erlang
22 Roll-in delay S RPN Erlang
23 CM loading delay R | Erlang
24 I/0 request delay N Erlang
25 Job ending delay S e - Erlang
26 INTERCOM session CPU time S Erlang
27 INTERCOM session PP time o Erlang
28  Cards punched, class 1 o Erlang
29 Cards punched, classes 2 and 3 Erlang
- 30 Memory space, class 1 o - Erlang
31 Memory space, classes 2 and 3 - Erlang
32 - CPU time, class 1 | BT Erlang
33 CPU time, classes 2 and 3 e Erlang
34 PP time, class 1 e Erlang
35 PP time, classes 2 and 3 ‘ Erlang
36 CPU burst  Erlang
37 I/0 duration, class 1 _ . .. Erlang
38 1/0 duration, classes 2 and 3~ Erlang
39 1/0 duration, INTERCOM . Erlang
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