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Abstract

We theoretically study the heat transfer mechanism between graphene and a polar

substrate. We develop a thermodynamic theory of heat transfer between graphene

and a SiC substrate based on the master equation method. In the presence of strong

coupling between surface plasmon- and phonon-polaritons in graphene and the sub-

strate, a quantum master equation can be used to describe the relaxation dynamics

of hybrid modes of our system.

We explore quantization of surface plasmons in a graphene nanodisk structure

and derive the response of the graphene nanodisk to an external field. Discrete

frequencies and corresponding wavefunctions of localized plasmons in the graphene

nanodisk are due to space quantization. The specific case of a dipole excitation is

studied to represent the near-field experiments. The approximately spherical tip

of a near-field microscope is modeled as a point-dipole with an known orientation

(polarization). Due to the finite(non-zero) width of plasmon resonances in the disk,

the response function may allow the near-field patterns with combined angular sym-

metry, obtained as a composition of modes with different angular momentum and

radial quantum numbers.

Furthermore, we investigate the surface plasmon hybridization between the quan-

tized modes in a disk and an infinite monolayer of graphene. We also consider new

mechanism for mixing of the angular plasmon modes. In the case of mismatched

lattice between the disk and the monolayer the angular momentum is not conserved.

We introduce a scalar perturbation with a spatial pattern which resembles one of

a moire pattern in graphene bilayer. Such a perturbation that varies smoothly

within the graphene nanodisk and has 3-fold symmetry modulates the conductivity

of graphene. We observe coupling between plasmon modes with different angular

quantum number which occurs due to perturbation. The shape of the hybrid wave-

function is analyzed in terms of broken axial symmetry of the system. Response

function of the hybrid system is derived and near-field maps were computed.
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Chapter 1

Introduction

1.1 Graphene Plasmonics

Graphene, a two dimensional crystal, is made of a single layer of carbon atoms.

Graphene has attracted a lot of interest due to its unique properties applicable in

electronics, optics and thermal management[8, 9, 10]. Graphene plasmonics stud-

ies collective surface charge oscillations in a single or multiple layers of graphene

accompanied by strong surface an EM field. Due to the extraodianry properties

of graphene materials, such as high mobility and tunabilty of surface impedance

[11, 12], plasmonic application were porposed. Indeed, plasmons in graphene at in-

frared frequencies have a high confinement factor and lower propagation loss [13, 14].

To better understand the fundamental properties of plasmons in graphene, we begin

with introducing the electronic structure of graphene.

1.1.1 Graphene Band Structure

Graphene is a two dimensional honeycomb lattice of carbon atoms. However, the

honeycomb lattice is not a Bravais lattice because the two neighboring sites are not

equivalent. In Fig.1.1, the honeycomb lattice is shown to be formed in a triangular

Bravais lattice with a two inequivalent atom basis (A and B). The lattice vectors

2



Figure 1.1: Honeycomb lattice (Left) and corresponding Brillouin zone (Right) of
graphene. The vector a1 and a2 are the basis set vectors of the triangular
Bravias lattice and vectors δ1, δ2, δ3 are the nearest-neighbor vectors. Right
panel represents the first BZ with its center (Γ) and the two inequivalent
corners (K and K ′). b1 and b2 are reciprocal lattice vectors [3].

are [3]

a1 =
a0

2
(3,
√

3), a2 =
a0

2
(3,−

√
3). (1.1)

The lattice constant a0 = 0.142 nm. The first Brillouin zone (BZ), which represent

a set of inequivalent points in the reciprocal space is also shown is Fig.1.1. The

reciprocal lattice vectors are

b1 =
2π

3a0

(1,
√

3), b2 =
2π

3a0

(1,−
√

3). (1.2)

The six corners of the first BZ consist of two inequivalent points K and K ′, which

can be called Dirac points. The other four corner points can be obtained through

a translation of the reciprocal lattice vectors. Therefore, we just need to consider

Dirac points K and K ′, that can describe graphene in momentum space.

Graphene presents sp2 hybridization. Three sp2 hybridized orbitals are oriented

3



in the x-y plane and form a triangular structure with an angle of 120◦ between

carbon atoms. Therefore, carbon atoms in graphene are strongly bonded by means

of covalent σ bonds. The remaining 2pz orbital is oriented perpendicularly to the x-y

plane and forms the π electron subsystem. The tight-binding approach is sufficient

to describe the band structure, and the energy bands have the form

E± = ±t
√

3 + f(k), (1.3)

where t ≈ 2.8eV is the nearest-neighbor hopping energy.

f(k) = 2 cos(
√

3kya) + 4 cos(

√
3

2
kya) cos(

3

2
kxa) (1.4)

The energy dispersion Eq.1.3 is plotted in Fig.1.2. We can see that the energy

dispersion consists of two bands: the lower energy band, which is the valence bands

and is completely filled with electrons, and an upper energy band, which is the

conduction band and is completely empty at zero temperature. The two bands are

degenerate at the Dirac point. Also, in the enlarged view of Fig.1.2, we can see that

the dispersion relation close to the Dirac point can be approximately regarded as a

linear at small wave vectors. This linear dispersion can be described as,

E±(q) ≈ ±vf |q| (1.5)

where q is the wavevector and vf is the Fermi velocity, with a value vf ≈ 106

m/s. This linear dispersion suggests that electrons and holes in graphene act as

massless relativistic Dirac fermions. Also, due to conduction and valence bands

intersecting at the Dirac point, there is no energy gap. Graphene is thus a zero

band-gap semiconductor [15] with a linear energy dispersion at long-wavelength

limit. One can expect that quasiparticles in graphene behave differently from those

in conventional metals and semiconductors [16].

1.1.2 Surface Plasmon in Graphene

Graphene is a zero band-gap semiconductor: the gap between valance band and

conduction band closes at the Dirac points, which also indicates that the Fermi

4



Figure 1.2: Electronic dispersion in the honeycomb lattice obtained with the tight-
binding approch, for t = 2.7eV ,t′ = −0.2t,[3].

level is at zero (EF = 0) for undoped graphene. Thus for undoped graphene,

only interband electron-hole transitions are allowed. When extra electrons or holes

are added to graphene through electrical gating or chemical doping (n/p doped

graphene)[18, 19, 20], the Fermi energy EF shift away from the Dirac point, and is

given as EF = ~vf
√
πn, where n is the charge density of those extra electrons or

holes. Due to the shift of the Fermi level, the intraband electron hole transition is

allowed. Therefore, the optical conductivity of graphene should contain two parts

in general: due to interband transitions and intraband transitions.

The conducitivity of graphene can be derived from RPA (Random Phase Approxmation)[17],

σintra(ω) =
e2ω

iπ~

∫ ∞
0

dε

(
df(ε)

dε
− df(−ε)

dε

)
=

2ie2kBT

π~(ω + iτ−1)
ln[2 cosh(EF/2T )]),

(1.6)

σinter(ω) =
ie2ω

π~

∫ ∞
0

dε
f(−ε)− f(ε)

(ω + iτ−1)2 − 4(ε/~)2
(1.7)

Where f(ε) = 1
e(ε−EF )/kBT+1

is the Fermi distribution function, and τ−1 is the elec-

trons relaxation rate related to the damping of electron in graphene. In the low

temperature limit, kBT � EF , the intraband terms of the graphene conductivity

5



Mode Im[σ] Contribution Frequency Damping
TM > 0 Intraband THZ, far − infrared No
TE < 0 Interband Far−, near − infrared F inite

Table 1.1: TM and TE surface plasmon in graphene [1].

have the Drude-like form,

σintra(ω) =
ie2ωEF

π~(ω + iτ−1)
(1.8)

The interband contribution in the same limit also can be approximated as

σinter(ω) =
e2

4~

[
θ(ω − 2EF )− i

π
ln|ω + 2EF

ω − 2EF
|
]

(1.9)

where θ is the step function. Grahene conductivity is a complex valued function of

frequency. The real part of the conductivity shows a step at ω = 2EF , thus, for

ω > 2EF , the optical loss is dominated by the interband transitions. The imaginary

part of the conductivity determines which kind of surface polariton modes can be

supported. If the imaginary part is negative, then TE modes are supported in

graphene. Otherwise TM modes are supported. The properties of graphene for

TM and TE plasmon modes are summarized in Table.1.1 [1]. Fig.1.3 shows that

in doped graphene there is a region where surface plasmons are not subject to

Landau damping due to energy-momentum conservation. The typical frequency of

surface plasmons falls in the THZ and far-infrared region. We consider TM modes

in graphene surrounded by a dielectric medium with permittivity ε1 and ε2. From

Maxwell’s equations,

∇ ·D(r) = ρ(r) (1.10)

∇×H(r)− ∂D(r)

∂t
= J(r) (1.11)

∇× E(r) +
∂B(r)

∂t
= 0 (1.12)

∇ ·B = 0 (1.13)
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and boundary conditons

Ex(z = 0+)− Ex(z = 0−) = 0 (1.14)

Hy(z = 0+)−Hy(z = 0−) = σEx(z = 0) (1.15)

the dispersion relation for graphene plasmons can be analytically derived

ε1√
q2 − ε1ω2

c2

+
ε2√

q2 − ε2ω2

c2

+
iσ

ω
= 0 (1.16)

The dispersion of surface plasmons is shown in Fig.1.3(b). We can see that for

k// < kf and ω < 2EF , surface plasmons have zero damping. However, outside

of this region, surface plasmon dispersion curve enters into an interband excitation

region where plasmon can decay into electron-hole pairs. In the non-retarded limit,

where we assume q >> ω
c
, above equation yields,

q ≈ i
(ε1 + ε2)ω

σ
. (1.17)

Assuming graphene is described by the Drude conductivity model, we insert

Eq.1.8 into Eq.1.17. In the infinite lifetime approximation, we get,

ω =

√
e2Ef

(ε1 + ε2)π~2
q. (1.18)

Eq.1.18 indicates that the surface plasmon frequency can be controlled by chang-

ing the charge concentration through doping or gating, as we mentiond before, due

to EF = ~vf
√
πn. The tunabilty of surface plasmon is the one of most important

advantages of graphene for plasmonics. It opens up the possibility to create tunable

devices of various kinds, for instance tunable optical filters and modulators [21, 22].

1.2 Graphene Stacking

Graphite consists of stacked graphene layers. For bilayer graphene, the most stable

stacking of the two layers is AB or AA stacking. Graphite usually has a variety of

7



Figure 1.3: The Dispersion relation of plasmons in graphene. (a) Two electron-hole
transition : Interband transistion (green and blue arrow) and Intraband
transition (magenta arrow). (b) Density plot of dispersion relation for sus-
pended graphene.[3]

defects which effect stacking order [23]. It has been shown that a graphene bilayer

with a relatively small rotation between the layers can result in the formation of

superlattices known as moiré superlattices [24], as shown in Fig.1.4. The term moiré

superlattice is used to describe the beating of any short range perodic pattern to

create a long range quasi-periodic pattern [25].

Suppose that the initial stacking between two layers is AB stacking, the moiré

pattern can be seen when rotating one layer about a fixed site. The relative angle

can be derived [24]

cos(φi) =
3i2 + 3i+ 1/2

3i2 + 3i+ 1
(1.19)

where i = 0, 1, 2 · · · (i = 0 corresponds to an AA stacked bilayer). The superlattice

basis vectors are

t1 = ia1 + (i+ 1)a2

t2 = −(i+ 1)a1 + (2i+ 1)a2 (1.20)

where a1 = (1
2
,
√

3
2

)a0,a2 = (−1
2
,
√

3
2

)a0 are the Bravias lattice basis vectors and
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Figure 1.4: Moiré patterns obtained by stacking two honeycomb lattices with a relative
angle φ. The hexagonal superlattice is produced.

a0 ≈ 2.46Å is the lattice constant. The lattice constant of the superlattice is

LC = |t1| = |t2| =
√

3i2 + 3i+ 1a0 (1.21)

The reciprocal lattice vectors are

G1 =
4π

3(3i2 + 3i+ 1)
[(3i+ 1)a1 + a2] (1.22)

G2 =
4π

3(3i2 + 3i+ 1)
[−(3i+ 2)a1 + (3i+ 1)a2] (1.23)
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1.3 Basics of Phonon Thermal Conductivity in

Graphene

Thermal properties, such as thermal conductivity and interfacial thermal resistance

of the electric material, are crucial properties of a material to control heat dissipation

in device. The ability of a material to conduct heat is essential in the potential elec-

tronic applications. Heat is carried by both phonons and electrons. Since graphene

lattice is composed of a light element, where the in-plane bonding is very strong,

graphene exhibits a very large sound velocity. Therefore, thermal conductance is

dominated by phonons in graphenes unlike a normal metal.

To understand the thermal properties of graphene, we first inspect the phonon

modes of graphene. Graphene has three acoustic and three optical phonon modes

[26]. In Fig.1.5, we can see longitudinal and transverse acoustic modes (LA and TA)

that have a linear dispersion relations near the center of Brillouin zone (Γ point).

ZA modes stand for out of plane vibrating acoustic modes (also known as flexural

modes) that show q2 dispersion near the Γ point, which is a characteristic feature

of the phonon dispersion in layered crystals also observed experimentally[4]. The

acoustic phonons serve as the main heat carriers in graphene [27].

Thermal conductivity describes the ability of a material to conduct heat. Higher

thermal conductivity plays a significant role in the cooling of electronic devices.

Thermal conductivity is introduced through Fourier’s Law [5]:

Q = −κ∇T. (1.24)

where Q is the heat flux, ∇T is the temperature gradient, κ is the thermal con-

ductivity, which is a function of temperature. The sign in this relationship is neg-

ative, indicating that heat flows from high to low temperature. Graphene has a

very high thermal conductivity, which can exceed 2000W/mK at room tempera-

ture [28][6].Fig.1.6b[5] shows that the thermal conductivity for suspened graphene

at room temperature has the highest value among all the materials, about 2000 −
4000W/mK. On the other hand, the thermal conductivity across plane direction

10



Figure 1.5: Phonon dispersions for monolayer graphene [4].

Figure 1.6: (a) Thermal conducivity as a function of temperature. (b) Room-
temperature ranges of thermal conductivity.[5]
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(along c axis) of graphene is strongly limited (see Fig.1.6a) by weak interlayer in-

teraction (van der waals interaction).

1.4 General Theory of Linear Response to an Ex-

ternal Perturbation

In order to understand absorption and reflectance spectrum, we have to evaluate the

response of the material to an external perturbation. If this perturbation is weak

as usually in spectroscopic experiments, the induced change in the charge density

can be described within perturbation theory as linearly dependent on the applied

perturbation. In this section, we provide a general background of the linear response

to a weak external perturbation.

Follow the derivation of Fetter and Walecka [29], we suppose that we have a sys-

tem described by a Hamiltonian H. Then the exact state vector in the Schrödinger

picture |Ψ(t)〉 satisfies the Schrödinger equation

i~
∂|Ψ(t)〉

t
= Ĥ|Ψ(t)〉 (1.25)

the solution of the (unperturbed) time-dependent Schrödinger equation is given as

|Ψ(t)〉 = e−iĤt|Ψ(0)〉 (1.26)

Introduce the time-dependent perturbation, we transfer the Schrödinger equation

to:

i~
∂|Ψ(t)〉
∂t

= (Ĥ + Ĥext)|Ψ(t)〉 (1.27)

The solution of the new Schrödinger equation within the first order perturbation

theory is given by

|Ψ(t)〉 = e−iĤt|Ψ(0)〉 − i~−1e−iĤt
∫ t

t0

dt′Ĥext
H′ (t

′)|Ψ(0)〉 (1.28)
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Hence the expectation value of Ô(t) is in the form

〈Ô〉(t) = 〈ΨH(0)|ÔH(t)|ΨH(0)〉

+ i~−1〈ΨH(0)|
∫ t

t0

dt′[Ĥext
H (t′), ÔH(t)]|ΨH(0)〉 (1.29)

we require 〈ΨH(0)|ÔH(t)|ΨH(0)〉 = 0, and then the second term measures the fluc-

tuation of the observable away from the expectation value. We use Hext to represent

an external source which couples linearly to the observable,

Hext =

∫
d3rÔ(r, t)f(r, t) (1.30)

Therefore, the change in the expectation value of the observable induced by the

source f(r′t′) is

〈Ô〉(t) = i~−1

∫ t

t0

dt′〈ΨH(0)|Ô(r′, t′), Ô(r, t)|ΨH(0)〉f(r′, t′) (1.31)

Thus we define a generalized response function χ(r, r′, t, t′)

〈Ô〉(t) = χ · f =

∫
d3r

∫ t

t0

dt′χ(r, r′, t, t′)f(r′, t′) (1.32)

We expand f(r, t) in the Fourier series:

f(r, t) =
1

2π

∫
dωe−iωtf(r, ω) (1.33)

where f(r, ω) = 1
2π

∫
dteiωtf(r, t).

Then we can define the Fourier transform of the response function

χ(r, r′, ω) = i~−1

∫ 0

t0

eiωτ 〈ΨH(0)|[ÔH(0, r), ÔH(τ, r′)]|ΨH(0)〉 (1.34)

1.5 Master Equation Method

Qunatum Mechanics of open system is required to consider the decay rate of a

quantum State. Such a decay rate, for example, arising from the coupling of the

quantum system to its reservoir. One general method to study the influence of a
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reservoir upon a quantum state is the master equation method. In this section,

we will introduce the master equation description of an open system in terms of a

density operator based on [30].

In this thesis, ρ̃s stands for the reduced density matrix of the system in the

interaction picture, and ρs stands for the reduced density matrix of the system in

the Schrödinger picture. We characterize the quantum system through the density

operator,

ρ(t) = |ψ(t)〉〈ψ(t)| (1.35)

Where |ψ(t)〉 is a pure state of the open quantum system. Consider the Hamiltonian

of the total system given as

H = H0 +HI (1.36)

here H0 includes both the Hamiltonian of the system and of the reservoir in complete

neglecting coupling H0 = HS + HE. Meanwhile HI represents the system and

reservoir interaction. In the interaction picture, evolution of the density operator

has the form
∂ρ̃(t)

∂t
= −i[H̃I(s), ρ̃(s)] (1.37)

Henceforth ~ = 1 unless explicitly written. This equation has the formal solution

ρ̃(t) = ρ̃(0)− i
∫ t

0

ds[H̃I(s), ρ̃(s)] (1.38)

Substituting back into Eq.1.37, we get

∂ρ̃(t)

∂t
= −i[H̃I(t), ρ̃(0)]−

∫ t

0

ds[H̃I(t), [H̃I(s), ρ̃(s)]] (1.39)

We move to reduced density operator ρ̃s by taking the trace over the environment:

Trres
∂ρ̃s(t)
∂t

. Then the dynamics of the reduced density operator ∂ρ̃s(t)
∂t

in the interac-

tion picture is given by :

∂ρ̃s(t)

∂t
= −iTrE[H̃I(t), ρ̃(0)]−

∫ t

0

dsTrE[H̃I(t), [H̃I(s), ρ̃(s)]] (1.40)

As the bath is in the stationary thermal state, and the interaction Hamiltonian

contains only one bath creation (or one annihilation operator, TrE[H̃I(t), ρ̃(0)] = 0.
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If we iterate this equation, the right side has higher order terms, so we make

some simplifications. Assumptions are made:

(1) At t = 0, there is no interaction between S and E.

(2) We assume HI is weak, and the bath is large enough and unaffected by the

system. Then the total density operator can be factorized:

ρ̃(t) = ρ̃s(t)ρE (1.41)

within the Born approximation, we can neglect higher order terms. Then the master

equation has the form

∂ρ̃s(t)

∂t
= −

∫ t

0

dsTrE[H̃I(t), [H̃I(s), ρ̃s(s)ρE]] (1.42)

(3) Withen the Markov approximation: ρ̃s(t) only depends on its present state:

ρ̃s(s)→ ρ̃s(t). Then we have

∂ρ̃s(t)

∂t
= −

∫ t

0

dsTrE[H̃I(t), [H̃I(s), ρ̃s(t)ρE]] (1.43)

(4) Substituting s→ t− τ and extending the integration limit to infinity, which

is possible since when the time is larger than the bath correlation time it does not

contribute to the integral.

Then in the interaction picture, the master equation can be written:

∂ρ̃s(t)

∂t
= −

∫ ∞
0

dτTrE[H̃I(t), [H̃I(t− τ), ρ̃s(t)ρE]] (1.44)

So far we have been working in the interaction picture. The transformation of an

operator, for example A in the Schrödinger to the interaction picture is given by

ÃI = eiHs(t−t0)Ae−iHs(t−t0) (1.45)

here we define U0(t, t0) = e−iHS(t−t0). The reciprocate relation between the density

matrix in the Schrödinger and the interaction picture has the form

ρ̃s(t) = U+
0 (t, t0)ρs(t)U0(t, t0) (1.46)
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From that we have

∂

∂t
ρ̃s(t) =

∂

∂t
(U+

0 (t, t0)ρs(t)U0(t, t0))

= i
[
Hs, U

+
0 (t, t0)ρs(t)U0(t, t0)

]
+ U+

0 (t, t0)
∂

∂t
ρs(t)U0(t, t0)

= iU+
0 (t, t0)[Hs, ρs(t)]U0(t, t0) + U+

0 (t, t0)
∂

∂t
ρs(t)U0(t, t0) (1.47)

Then we can find the density matrix in the Schrödinger picture

∂

∂t
ρs(t) = −i[Hs, ρs(t)] + U0(t, t0) ˙̃ρs(t)U

+
0 (t, t0) (1.48)

The Master equation can be applied straightforwardly to many different problems. It

allows to solve for the time-dependent expectation values of the system of observables

of interest.
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Chapter 2

Nonequilibrium Thermodynamics

Approach for QED Heat

Conduction between Graphene

and a Polar Substrate

The thermal properties of graphene have been studied extensively [31, 32, 26, 7].

Graphene’s thermal conductivity can reach extremely high values in suspended

devices [6, 33, 28]. Recent studies have shown that the thermal conductivity of

graphene is significantly reduced once it is supported on a substrates or embed-

ded into another material [34, 35]. Given that interfacial thermal transport can

strongly affect the thermal conductivity of nanocomposites [36], understanding how

heat flows across the interface between graphene and a substrate is essential to de-

sign and optimize thermal coupling materials[37]. Next we will briefly review recent

experimental and theoretical studies of thermal properties of graphene to give a

background and motivation for our own work. We will develop a thermodynamic

theory of heat transfer between graphene and the substrate based on the quantum

master equation. Lastly, we will discuss the interfacial thermal conductance between

graphene and the polar substrate such as SiC and SiO2.
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2.1 Review of Experimental work of Thermal Trans-

port in Graphene

We begin with a brief review of experimental work for the thermal conductivity of

graphene. In 2008, A. A. Balandin [38] showed for the first time that graphene has

extremely high intrinsic thermal conductivity K, which can exceed that of carbon

nanotubes, using an optothermal method based on Raman spectroscopy. In the ex-

periment, a graphene layer was suspended across a trench and heated with laser light

(Fig.2.1), and a Raman spectrometer acted as a thermometer measuring the local

temperature rise in graphene. They found that the intrinsic thermal conductivity

of suspended graphene at room temperature is in the range of 2000W/mK to 5000

W/mK[6]. Several independent studies confirmed the high values of thermal con-

ductivity in graphene [39, 40]. In 2010, Cai [39] found thermal conductivity at room

temperature in the range of 1500W/mK to 5000 W/mK for suspended high-quality

chemical vapor deposited graphene.

The optothermal method have also been applied to measure the thermal con-

ductivity of few-layer graphene [41]. In 2010, Ghosh [41] found that the thermal

conductivity of FLG decreases with increasing number of layers and approaches the

bulk graphite limit ∼ 2000 W/mK due to inelastic scattering between phonons.

The thermal conductivity of supported graphene is lower than that in suspended

graphene due to coupling to the substrate. Seol [42] found the thermal conductivity

∼ 2000 W/mK for graphene on SiO2/Si near room temperature.

2.2 Theoretical Motivation

The thermal conductivity across the layer direction has been reported, with the to-

tal thermal conductance G of the Au/Ti/Graphene/SiO2 sandwich was found to be

25MWm−2K−1 at room temperature [7], which indicates that the thermal conduc-

tance of the Graphene/SiO2 interface (also called the Kapitza thermal conductance

[43]) is higher than 25MWm−2K−1. Understanding the physical mechanism of how
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Figure 2.1: Schematic of suspended graphene structure used for measurements of ther-
mal conductivity of graphene.[6]

heat flows across the interface may help us better understand the thermal properties

of graphene. It is suggested that thermal transport at graphene/substrate interface

could have a contribution from acoustic phonons in graphene and polar optical

phonons in the substrate [7]. However, due to the weak van der Waals coupling

between materials and the large mismatch between 2D and 3D phonon symmetry

and DOS, this energy exchange mechanism has a low efficiency.

On the other hand, the plasmon is found to strongly couple with the mid-IR

surface phonon of the SiO2 substrate [44]. This strong coupling between surface

plasmons in graphene and surface optical phonons in the substrate and resulting

energy exchange may provide another channel for interfacial thermal transport.

In our work, we consider an open system which consists of surface plasmons and

phonon polaritons that are coupled to each other and to the bulk optical phonons in

graphene and in the substrate. The latter constitute thermal reservoirs. We assume

that the reservoirs are large and have a short relaxation time scale. The surface

modes are affected by coupling to the reservoir, and their energy is irreversibly

dissipated into the reservoir. We assume the interaction between surface mode and

reservoir is weak enough, and the reservoir is large enough not to be affected by

the surface modes. We also assume different temperatures for the substrate and
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graphene, so the coupled system is out of thermal equilibrium which creates a non-

zero net heat flux ,(see Fig.2.2). Such an open system will be studied here by using

a quantum master equation method. We will write a time-evolution equation for a

reduced density matrix of the system, and then determine the system observables,

such as the heat flux across the interface.

2.2.1 Surface Plasmon Damping in Graphene

Surface plasmons excited in graphene have a longer lifetime than in noble metals [45].

In the equation for graphene conductivity, one can phenomenologically introduce

an intrinsic decay rate, which causes the plasmon frequency to have an imaginary

part corresponding to a finite lifetime. Experiments [46, 47, 48] have studied the

damping mechanisms of surface plasmons in graphene. Plasmons can decay into

electron-hole pairs via inter- or intraband Landau damping, or decay into photons

via a radiative process [46]. In addition, plasmons can interact with optical phonons,

and impurities. Finite grain size and edge effects also could cause the damping of

surface plasmons in graphene[48].

Within our model the lifetimes of the surface plasmons is finite due to the interac-

tion with the surface optical phonon mode. Such a scattering rate can be calculated

from electron self-energy due to interaction with optical phonons (see Appendix A).

Plasmon lifetimes of 20 fs or less are observed in CVD graphene nanowires of small

width[46] when damping via the emission of graphene optical phonon is allowed. In

this work, we introduce a finite lifetime for the plasmons in graphene of ≈ 200fs in

a phenomenological way.

2.2.2 Damping of surface phonon polaritons in substrate

Surface phonon polaritons (SPP) are lattice vibration modes of polar dielectrics cou-

pled to the electromagnetic field at the surface, typically at far-infrared frequencies

[49]. SPP can only propagate at the interface between two different materials, and

the amplitude of the field decays exponentially with the distance from the interface

[50]. The physics of SPP can is to that of surface plasmons and similar models can
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SiC SiO2 hBN
ε0 9.7 3.90 5.09
ε∞ 6.5 2.50 4.1

ω1
TO(meV) 97.1 55.6 97.4
ω2
TO(meV) 138.1 187.6
ω1
o(meV) 116 61.0 101.6
ω2
o(meV) 149.0 195.7

Table 2.1: Material parameters for SiC, SiO2, and hBN substrate.[2]

be used for theoretical description. The dispersion of surface phonon polaritons can

be derived from Maxwell’s equations, similar to surface plasmons in graphene. We

consider a polar semiconductor, where the surface phonon polaritons excite at the

interface with air/vacuum. The dispersion relation for the wave vector of SPPs is

given by [50][51]:

kspp =
ω

c

√
ε1(ω)ε2
ε1(ω) + ε2

. (2.1)

where kspp is the wave vector along the surface. ε1(ω) and ε2 = 1 are dielectric func-

tion for a polar material and dielectric constant of the air, respectively. Frequency

dependence of ε1(ω) can be modeled in vicinity of an optical phonon mode as:

ε1(ω) = ε∞
ω2
L − ω2

ω2
T − ω2

(2.2)

where ε∞ is the high frequency dielectric constant, ωT is the transverse optical

phonon frequency, and ωL is the longitudinal optical phonon frequency. From Eq.

2.1, we can see that the peak of density of states for SPPs is given by frequency

which satisfies eq: ε1(ω) = −1. The frequency of the SPP is then close to the

frequency of the optical phonon ωso =
√
ωT

ε0+1
ε∞+1

, where ε0 is the static permittivity.

Material parameters for several substrates are given in Table 2.1.

We consider the damping of surface optical phonons based on the coupling of

transverse optical bulk phonons with a finite lifetime. On the basis of Nkoma’s work
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[52], the relative energy loss for a single mode is

γ(k) =
2Γ〈Uk〉
〈U〉

(2.3)

where 〈Uk〉 is the cycle-averaged density of the atomic oscillator kinetic energy in an

electromagnetic field. 〈U〉 is the cycle-averaged total energy density including the

kinetic and potential energies of the oscillator and the electromagnetic field energy.

Then the energy loss rate of a surface phonon polariton is [52]:

γop =
1
2
ω ∂ε(ω)

∂ω
ΓTO

ε(ω)(1 + ε(ω) + 1
2
ω ∂ε(ω)

∂ω

(2.4)

where the damping of transverse optical bulk phonons is ΓTO = 4.7cm−1 in SiO2

[53] and ΓTO = 1.56cm−1 in SiC [54].

2.2.3 Coupled Modes between Graphene and Substrate

In this section we evaluate the coupling of SPPs in the polar substrate such as SiC

and surface plasmons in the graphene. The surface phonons on the polar substrate

produce an electric field coupled to the surface plasmons on the graphene shown in

Fig.2.2. The interaction potential is given by

Hint = −1

2

∫
d3rP̂ (r) · Ê(r) (2.5)

P̂ is the polarizaiton wave in the dielectric associated with a surface phonon po-

larization. This polarization wave can be expressed in the second quantization as

[55]

P̂ (r) = ΣqF
√
qe−qz+iqR(ẑ − iR̂)b̂+

q (2.6)

Where b+
q is a creation operator of a surface phonon mode with two dimensional

wave vector q. The vector normal to the solid at (z > 0) is ẑ, and unit vector along

q is R̂. The magnitude of the polarization field is controlled by the Frohlich coupling

F .

F =

√
~ωso
2πS

(
1

ε∞ + 1
− 1

ε0 + 1

)
(2.7)
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Figure 2.2: Schematic of the coupling of SPPs in the polar substrate and surface plas-
mons in graphene. The graphene and substrate have temperature Tg and
Ts, respectively.

Where ωso is a surface phonon energy and ε0 and ε∞ are static permittivity and

high frequency dielectric constant of the polar substrate, given in Table 2.1. S is

the contacting surface area. The graphene plasmonic field in the second quantization

form is

Ê =
∑
q

Aqe
−qz+iqRâ+

q (2.8)

Where â+
q is the surface plasmon creation operator with wave vector q, and frequency

ωsp. Aq is the amplitude of the field. This unknown amplitude of the plasmonic

mode is determined from the mean energy

1

8π

∫
d3r|Ê|2 =

∑
q

~ωspa+
q aq (2.9)

which yields

Aq =

√
2π~ωspq

S
(2.10)
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Then the interaction matrix has been derived

vq = (2π)2SFAq

√
q

q
(e−2qd − 1) (2.11)

We write the effective Hamiltonian of the closed system

Heff =

(
ωspp vq

vq ωsp

)
This Hamiltonian has two eigenvalues

z1,2 =
(ωspp + ωsp)±

√
(ωspp + ωsp)2 − 4(ωsppωsp − v2

q )

2
(2.12)

Fig. 2.3 shows the dispersion behavior of coupled modes between the surface

plasmon in graphene and SPPs in the SiC substrate, with graphene Fermi energy

EF = 0.2eV. We can see a crossover occurs at qc ≈ 0.03 eV
~VF

, which is determined

by the Fermi energy of graphene, which is to say by the charge density of graphene.

Each of the coupled modes z1,2 has a ”phonon-like” and a ”plasmon-like” part.

Those modes are assumed to provide the efficient heat flux channels.

2.3 Quantum Master Equations for Coupled Sys-

tem between Graphene and the Substrate

Our closed system contains SP (surface plasmon polariton in graphene surface) and

SPP (surface phonon polariton in SiC substrate), which are strongly coupled via the

interaction vq. Such localized surface modes are, in fact, dissipated into reservoir

modes such as optical phonon modes in the substrate and graphene. The interaction

between surface modes and their corresponding reservoirs (environmental modes)

leads to the loss of quantum coherence and the dissipation of their energy when

driven out of equilibrium with their reservoirs. Assuming weak system-reservoir

interactions which can be treated as a perturbation, and a short reservoir correla-

tion time, Markovian quantum master equations can be used to describe relaxation

dynamics of our system [56]. The open system Hamiltonian reads
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Figure 2.3: Schematic of coupling between plasmon and optical phonon mode of SiC.
The Fermi energy of graphene is 0.2eV, the distance between graphene and
the substrate is d = 0.34nm.

Figure 2.4: Schematic of the open system containing two subsystems, SP, and SPP.
Ha−s and Hb−s are interaction Hamiltonians between the subsystem and its
reservoir. HI is the interaction Hamiltonian between the two subsystems.
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Table 2.2: List of Notation

Notation Meaning
op surface optical phonon
sp surface plasmon
ωspq frequency of surface plasmon in graphene
ωopq frequency of surface optical phonon in the substrate
Ωg
k frequency of optical phonon in graphene

Ωs
k frequency of bulk optical phonon in the substrate

vskq coupling matrix element between op and its reservoir
vgkq coupling matrix element between sp and its reservoir

âq surface plasmon operator in graphene

b̂q surface optical phonon operator in the substrate
ĉk optical phonon operator in graphene

d̂k optical phonon operator in the substrate
γsp Linewidth of surface plasmon
γop Linewidth of surface optical phonon

H = Hsp +Hop + V +Hres1 +Hres2 +Ha−s +Hb−s

=
∑
q

~ωspq â+
q âq +

∑
q

~ωopq b̂+
q b̂q +

∑
q

vq(â
+
q b̂q + b̂+

q âq)

+
∑
k

Ωg
kĉ

+
k ĉk +

∑
k

Ωs
kd̂

+
k d̂k

+
∑
kq

vskq(d̂
+
k b̂q + b̂+

q d̂k) +
∑
kq

vgkq(â
+
q ĉk + ĉ+

k âq) (2.13)

Here, we consider a system containing a two subsystem surface optical phonon

and surface plasmon with Hamiltonians Hsp and Hop, which are coupled via the

interaction Hamiltonian V . Each of these subsystems is coupled to its respective

reservoir via the interaction Hamiltonian Ha−s and Hb−s respectively. Hres1 and

Hres2 are Hamiltonians for these independent reservoirs. The meaning of notations

in the Hamiltonian is given in Table.2.2.

We group the Hamiltonian in Eq.2.13 so that the total Hamiltonian reads [57]:
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H = H0 +HI where

H0 =
∑
q

~ωspq â+
q âq +

∑
q

~ωopq b̂+
q b̂q +

∑
q

vq(â
+
q b̂q + b̂+

q âq) +
∑
k

Ωg
kĉ

+
k ĉk +

∑
k

Ωs
kd̂

+
k d̂k

(2.14)

HI = HI1 +HI2 =
∑
kq

vskq(d̂
+
k b̂q + b̂+

q d̂k) +
∑
kq

vgkq(â
+
q ĉk + ĉ+

k âq) (2.15)

where we assume that the interaction Hamiltonian only involves both two subsys-

tems and reservoirs. Then we move into the interaction picture:

H̃I1(t) = eiH0tHI1e
−iH0t

=
∑
Kq

vskqe
iHabt(d̂+

k e
iΩsktb̂qe

−iωopt + b̂+
q e

iωoptd̂ke
−iΩskt)e−iHabt

=
∑
qα

eiV t(Aα(t)Mα(t))e−iV t (2.16)

H̃I2(t) = eiH0tHI2e
−iH0t

=
∑
qk

vgkqe
iHabt(ĉ+

k e
iΩgktâqe

−iωspq t + â+
q e

iωspq td̂ke
−iΩskt)e−iHabt

=
∑
qα

eiV t(Bα(t)Tα(t))e−iV t (2.17)

where Hab =
∑

q vq(â
+
q b̂q + b̂+

q âq), V =
∑

q vq(â
+
q b̂q + b̂+

q âq), A1(t) = b̂+
q e

iωopt, A2(t) =

b̂qe
−iωopt, B1(t) = â+

q e
iωspq t, B2(t) = âqe

−iωspq t. And M1(t) =
∑

k v
s
kqd̂ke

−iωskt, M2(t) =∑
k v

s
kqd̂

+
k e
−iωskt, T1(t) =

∑
k v

g
kq ĉke

−iωgkt, T2(t) =
∑

k v
g
qkĉ

+
k e

iωgkt.

Then we construct the master equation of the reduced density operator ρ̃S(t) of the

two subsystems in the interaction picture following standard methods as we showed
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in Chapter 1 Eq.1.44.

∂ρ̃s(t)

∂t
= −

∫ ∞
0

dτ

{Trres1 [H̃I1(t), [H̃I1(t− τ), ρ̃s(t)ρres1 ]] + Trres2 [H̃I2(t), [H̃I2(t− τ), ρ̃s(t)ρres2 ]]}

= −
∫ ∞

0

dτTrres1

(
H̃I1(t)H̃I1(t− τ)ρ̃s(t)ρres1 − H̃I1(t− τ)ρ̃s(t)ρres1H̃I1(t)

)
+

∫ ∞
0

dτTrres1

(
H̃I1(t)ρ̃s(t)ρres1H̃I1(t− τ)− ρ̃s(t)ρres1H̃I1(t− τ)H̃I1(t)

)
−

∫ ∞
0

dτTrres2

(
H̃I2(t)H̃I2(t− τ)ρ̃s(t)ρres2 − H̃I2(t− τ)ρ̃s(t)ρres2H̃I2(t)

)
+

∫ ∞
0

dτTrres2

(
H̃I2(t)ρ̃s(t)ρres2H̃I2(t− τ)− ρ̃s(t)ρres2H̃I2(t− τ)H̃I2(t)

)
(2.18)

Since the reservoirs are assumed to be in thermal equilibrium, we have:

ρres1 =
e−Hres1/kBT1

Tr(e−Hres1/kBT1)
(2.19)

ρres2 =
e−Hres2/kBT2

Tr(e−Hres2/kBT2)
. (2.20)

Substitute Eq.2.16 and Eq.2.17 into Eq.2.18, use the cyclic property of trace, for

example, the first term in Eq.2.18 become

Trres1

(
H̃I1(t)H̃I1(t− τ)ρ̃s(t)ρres1

)
= Trres1

∑
qαq′β

eiV tAα(t)Mα(t)e−iV τAβ(t− τ)Mβ(t− τ)e−iV (t−τ)ρ̃s(t)ρres1

= Trres1
∑
qαq′β

Aα(t)e−iV τAβ(t− τ)eiV τMα(t)Mβ(t− τ)ρ̃s(t)ρres1

(2.21)

Equation for Correlation Function We assume that that environment is

in an equilibrium state. It is possible to obtain two-point correlations Cαβ as a

environment correlation function

C1αβ(t, s) = Trres1(Mα(t)Mβ(s)ρres1) (2.22)
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C2αβ(t, s) = Trres2(Tα(t)Tβ(s)ρres2) (2.23)

where Mα and Tα are the environment operators. The correlation function measures

how an excitation of the reservoir at t is correlated with the excitation at s. Since

reserivors are in an equilibrium state, then [Hres, ρres] = 0. If we use the cyclic

property of the trace, we can see some properties of the correlation function C1(same

for C2).

C1αβ(t, s) = Trres1(Mα(t)Mβ(s)ρres1)

= Trres1(e
iHrestMαe

−iHres1 teiHres1sMβe
−iHres1sρres1)

= Trres1(e
iHres1 tMαe

−iHres1 teiHres1sMβρres1e
−iHres1s)

= Trres1(e
iHres1 (t−s)Mαe

−iHres1 (t−s)Mβρres1)

= Trres1(Mα(t− s)Mβρres1)

= Cαβ(t− s) (2.24)

and

C1αβ(τ) = Trres1(Mα(t)Mβ(t− τ)ρres1) (2.25)

C1βα(−τ) = Trres1(Mβ(t− τ)Mα(t)ρres1) (2.26)

Those properties show that for a reservoir describing thermal equilibrium the cor-

relations should only depend on the time difference.

For a thermal equilibrium state ρres, the following averages are found

〈ĉkĉk′〉 = Trres1(ĉkĉk′ρres1) = 0

〈d̂kd̂k′〉 = Trres2(d̂kd̂k′ρres2) = 0

〈ĉkĉ+
k′〉 = Trres1(ĉkĉ

+
k′ρres1) = δ(k − k′) (1 +N(Ωg

k))

〈d̂kd̂+
k′〉 = Trres2(d̂kd̂

+
k′ρres2) = δ(k − k′) (1 +N(Ωs

k))

where

N(ω) =
1

eω/kBT − 1
(2.27)

is the Bose-Einstein occupation number.
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Substituting correlation functions into Eq.2.18, we find

∂ρ̃s(t)

∂t
= −

∑
αβqq′

∫ ∞
0

dτ
(
[Aα(t), e−iV τAβ(t− τ)eiV τ ρ̃s(t)]C1αβ(τ)

+ [ρ̃s(t)e
−iV τAβ(t− τ)eiV τ , Aα(t)]C1βα(−τ)

)
−

∑
αβqq′

∫ ∞
0

dτ
(
[Bα(t), e−iV τBβ(t− τ)eiV τ ρ̃s(t)]C2αβ(τ)

+ [ρ̃s(t)e
−iV τBβ(t− τ)eiV τ , Bα(t)]C2βα(−τ)

)
(2.28)

commutation relations for Bosons can be summarized as follows:

[aq, ak] = [a+
q , a

+
k ] = [bq, bk] = [b+

q , b
+
k ] = 0 (2.29)

[aq, a
+
k ] = [bq, b

+
k ] = δqk (2.30)

[aq, b
+
k ] = [a+

q , bk] = 0 (2.31)

Then by using Eq.2.32 and those commutation relations,ifB = b̂q, A =
∑

q vq(â
+
q b̂q+

b̂+
q âq), then [A,B] = iτvqâq, since

eABe−A = B + [A,B] +
1

2
[A, [A,B]] + . . . (2.32)

e−iV τ b̂qe
iV τ = b̂q + iτvqâq −

1

2!
τ 2v2

q b̂q −
i

3!
τ 3v3

q âq +
1

4!
τ 4v4

q b̂q + · · ·

= b̂q(1−
1

2
τ 2v2

q +
1

4!
τ 4v4

q − · · · ) + iâq(τvq −
1

3!
τ 3v3

q + · · · )

= b̂qcos(vqτ) + iâqsin(vqτ)

= (eiτvq + e−iτvq)b̂q/2 + (eiτvq − e−iτvq)âq/2 (2.33)

e−iV τ b̂+
q e

iV τ = (eiτvq + e−iτvq)b̂+
q /2 + (eiτvq − e−iτvq)â+

q /2 (2.34)

C112(τ) =
∑
k

|vskq|2e−iΩ
s
kτ (1 +N(Ωs

k)) (2.35)

C121(τ) =
∑
k

|vskq|2e−iΩ
s
kτN(Ωs

k) (2.36)

C212(τ) =
∑
k

|vgkq|
2e−iΩ

g
kτ (1 +N(Ωg

k)) (2.37)

C221(τ) =
∑
k

|vgkq|
2e−iΩ

g
kτN(Ωg

k) (2.38)

30



We define the spectral density as

J(ω) =
∑
k

|vkq|2δ(ω − ωk)

=

∫
D(ωk)|vkq|2δ(ω − ωk)dωk

= D(ω)|vkq|2 (2.39)

which is a measure of the system-reservoir coupling strength, weighted by the envi-

ronmental density of states D(ω). In our model, the spectral density J(ω) can be

identified as the linewidth of the localized surface modes.

γsp = πJ(q)

γop = πJ(ωopq ) (2.40)

Now, we consider the integrals over τ on the correlation function, for example∫ ∞
0

dτeiωτC112(τ) =
∑
kq

|vkq |2(1 +N(Ωs
k))

∫ ∞
0

dτe−i(Ω
s
k−ω)τ

=
∑
q

∫
D(ω)|vkq|2(1 +N(ω))dω

∫ ∞
0

dτe−i(ω−ω
′)τ

=

∫ ∞
0

dτ

∫ ∞
0

dω
(
ei(ω

′−ω)τJ(ω)(1 +N(ω))
)

(2.41)

The time integral can be calculated with the help of∫ ∞
0

dte−±iωt = πδ(ω)±P
1

ω
(2.42)

Then∫ ∞
0

dτeiωτC112(τ) = γ(ω)(1 +N(ω)) + iP

∫ ∞
0

dω
J(ω)(1 +N(ω))

ω′ − ω
(2.43)

The imaginary part is the energy shift due to coupling to the reservoir and is ignored

in our case. Then we combine all components to solve the master equation, for

example
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∑
qq′

∫ ∞
0

dτ [b̂+
q′e

iωop
q′ t, eiτvq b̂qρ̃s(t)]C112(τ)

=
∑
q

∫ ∞
0

dτ

∫
dωei(vq+ω

op
q −ω)τJ(ω)(1 +N(ω))[b̂+

q , b̂qρ̃s(t)]

= πJ(vq + ωopq )(1 +N(ω))[b̂+
q , b̂qρ̃s(t)]

= γ(vq + ωopq )(1 +N(ω))[b̂+
q , b̂qρ̃s(t)] (2.44)

here

γ(vq + ωopq ) = πJ(vq + ωopq ) (2.45)

Then we write the equation of motion for the reduced density matrix in the

Schrödinger picture, see Eq.2.46.
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∂ρs(t)
∂t

= −i
∑
q

[~ωspq â+
q âq + vq(â

+
q b̂q + b̂+

q âq) + ~ωopq b̂+
q b̂q, ρs]

− [
γ(vq + ωopq )

2
(1 +N s(vq + ωopq ))−

γ(ωopq − vq)
2

(1 +N s(ωopq − vq))][b̂+
q , âqρs]

− [
γ(vq + ωopq )

2
(1 +N s(vq + ωopq )) +

γ(ωopq − vq)
2

(1 +N s(ωopq − vq))][b̂+
q , b̂qρs]

− [
γ(vq + ωopq )

2
N s(vq + ωopq )−

γ(ωopq − vq)
2

N s(ωopq − vq)][ρsâq, b̂+
q ]

− [
γ(vq + ωopq )

2
N s(vq + ωopq ) +

γ(ωopq − vq)
2

N s(ωopq − vq)][ρsb̂q, b̂+
q ]

− [
γ(vq + ωopq )

2
N s(vq + ωopq ) +

γ(ωopq − vq)
2

N s(ωopq − vq)][b̂q, b̂+
q ρs]

− [
γ(vq + ωopq )

2
N s(vq + ωopq )−

γ(ωopq − vq)
2

N s(ωopq − vq)][b̂q, â+
q ρs]

− [
γ(vq + ωopq )

2
(1 +N s(vq + ωopq )) +

γ(ωopq − vq)
2

(1 +N s(ωopq − vq))][ρsb̂+
q , b̂q]

− [
γ(vq + ωopq )

2
(1 +N s(vq + ωopq ))−

γ(ωopq − vq)
2

(1 +N s(ωopq − vq))][ρsâ+
q , b̂q]

− [
γ(vq + ωspq )

2
(1 +N g(vq + ωspq ))−

γ(ωspq − vq)
2

(1 +N g(ωspq − vq))][â+
q , b̂qρs]

− [
γ(vq + ωspq )

2
(1 +N g(vq + ωspq )) +

γ(ωspq − vq)
2

(1 +N g(ωspq − vq))][â+
q , âρs]

− [
γ(vq + ωspq )

2
N g(vq + ωspq )− γ(ωq − vq)

2
N g(ωq − vq)][ρsb̂q, â+

q ]

− [
γ(vq + ωspq )

2
N g(vq + ωspq ) +

γ(ωq − vq)
2

N g(ωq − vq)][ρsâq, â+
q ]

− [
γ(vq + ωspq )

2
N g(vq + ωspq ) +

γ(ωspq − vq)
2

N g(ωspq − vq)][âq, â+
q ρs]

− [
γ(vq + ωspq )

2
N g(vq + ωspq )−

γ(ωspq − vq)
2

N g(ωspq − vq)][âq, b̂+
q ρs]

− [
γ(vq + ωspq )

2
(1 +N g(vq + ωspq )) +

γ(ωspq − vq)
2

(1 +N g(ωspq − vq))][ρsâ+
q , âq]

− [
γ(vq + ωspq )

2
(1 +N g(vq + ωspq ))−

γ(ωspq − vq)
2

(1 +N g(ωspq − vq))][ρsb̂+
q , âq]

(2.46)

We apply the master equation to determine the equations of the mean values of
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〈â+
q âq〉, 〈b̂+

q b̂q〉, 〈â+
q b̂q〉, and 〈b̂+

q âq〉 by using

∂〈â+
q âq〉
∂t

=
∂

∂t
Tr(â+

q âqρs(t))

= Tr(
∂ρs(t)

∂t
â+
q âq) +���������

Tr(ρs(t)
∂â+

q âq

∂t
)

= Tr(
∂ρs(t)

∂t
â+
q âq) (2.47)

and we use the cyclic property of the trace,

Tr([â+
q âq, ρs]â

+
q′ âq′) = Tr(â+

q âqρsâ
+
q′ âq′ − ρsâ

+
q âqâ

+
q′ âq′

= Tr(ρsâ
+
q âqâ

+
q′ âq′ − ρsâ

+
q âqâ

+
q′ âq′)

= 0 (2.48)

Tr([â+
q b̂q, ρs]â

+
q′ âq′) = Tr(â+

q b̂qρsâ
+
q′ âq′ − ρsâ

+
q b̂qâ

+
q′ âq′)

= Tr(ρsâ
+
q′ âq′ â

+
q b̂q − ρsâ+

q b̂qâ
+
q′ âq′)

= Tr(ρsâ
+
q′ â

+
q âq′ b̂q + ρsâ

+
q b̂q − ρsâ+

q â
+
q′ b̂qâq′)

= Tr(ρsâ
+
q b̂q) = 〈â+

q b̂q〉. (2.49)

and so forth, we can obtain a set of equations

∂〈â+q âq〉
∂t

= −ivq(〈â+
q b̂q〉 − 〈b̂+

q âq〉)− 2

(
γ(vq + ωspq )

2
+
γ(ωspq − vq)

2

)
〈â+
q âq〉

−
(
γ(vq + ωspq )

2
−
γ(ωspq − vq)

2

)
(〈â+

q b̂q〉+ 〈b̂+
q âq〉)

+ γ(vq + ωspq )N g(vq + ωspq ) + γ(ωspq − vq)N g(ωspq − vq) (2.50)

∂〈b̂+q b̂q〉
∂t

= −ivq(〈b̂+
q âq〉 − 〈â+

q b̂q〉)− 2

(
γ(vq + ωopq )

2
+
γ(ωopq − vq)

2

)
〈b̂+
q b̂q〉

−
(
γ(vq + ωopq )

2
−
γ(ωopq − vq)

2

)
(〈â+

q b̂q〉+ 〈b̂+
q âq〉)

+ γ(vq + ωopq )N s(vq + ωopq ) + γ(ωopq − vq)N s(ωq − v0) (2.51)
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∂〈b̂+q âq〉
∂t

= −
(
γ(vq + ωspq )

2
−
γ(ωspq − vq)

2

)
〈b̂+
q b̂q〉

− ivq(〈â+
q âq〉 − 〈b̂+

q b̂q〉)−
(
γ(vq + ωopq )

2
−
γ(ωopq − vq)

2

)
〈â+
q âq〉

+

(
iωspq −

γ(ωspq − vq)
2

−
γ(vq + ωspq )

2

)
〈â+
q b̂q〉

+

(
−iωopq −

γ(ωopq − vq)
2

−
γ(vq + ωopq )

2

)
〈â+
q b̂q〉

+
γ(vq + ωspq )N g(vq + ωspq )− γ(ωq − vq)N g(ωspq − vq)

2

+
γ(vq + ωopq )N s(vq + ωopq )− γ(ωopq − vq)N s(ωspq − v0)

2
(2.52)

∂〈â+q b̂q〉
∂t

= −(
γ(vq + ωspq )

2
−
γ(ωspq − vq)

2
)〈b̂+

q b̂q〉

− ivq(〈b̂+
q b̂q〉 − 〈â+

q âq〉)−
(
γ(vq + ωopq )

2
−
γ(ωopq − vq)

2

)
〈â+
q âq〉

+

(
−iωspq −

γ(ωspq − vq)
2

−
γ(vq + ωspq )

2

)
〈b̂+
q âq〉

+

(
iωopq −

γ(ωopq − vq)
2

−
γ(vq + ωopq )

2

)
〈b̂+
q âq〉

+
γ(vq + ωspq )N g(vq + ωq)− γ(ωspq − vq)N g(ωspq − vq)

2

+
γ(vq + ωopq )N s(vq + ωopq )− γ(ωopq − vq)N s(ωspq − v0)

2
(2.53)

2.3.1 Dynamics of Heat transfer in the Small Coupling Ap-

proximation

To study how heat flows across the graphene-substrate interface, we first assume that

the coupling between local modes is weak. Therefore coupling between subsystems

does not change the energy and wave function of each local mode.

γ(ωspq ± vq) ≈ γ(sp) (2.54)

γ(ωopq ± vq) ≈ γ(op) (2.55)
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The master equation in the small coupling approximation is:

∂

∂t
ρS(t) = −i[

∑
q

(
~ωspq â+

q âq + ~ωopq b̂+
q b̂q + vq(â

+
q b̂q + b̂+

q âq)
)
, ρs]

+ 2γ(sp)âqρsâ
+
q − γ(sp)n(ωspq )

×
(
â+
q âqρs − 2â+

q ρsâq + âqâ
+
q ρs − 2âqρsâ

+
q + ρsâ

+
q âq + ρsâqâ

+
q

)
+ 2γ(op)b̂qρsb̂

+
q − γ(op)n(ωopq )

× (b̂+
q b̂qρs − 2b̂+

q ρsb̂q + b̂q b̂
+
q ρs − 2b̂qρsb̂

+
q + ρsb̂

+
q b̂q + ρsb̂q b̂

+
q )

(2.56)

Then the master equation can be divided into three parts.

∂

∂t
ρs(t) =

1

i~
[Hs, ρs(t)]− Γgρs(t)− Γsρs(t) (2.57)

here

Γgρs(t) = 2γ(sp)âqρsâ
+
q − γ(sp)n(ωspq )

×
(
â+
q âqρs − 2â+

q ρsâq + âqâ
+
q ρs − 2âqρsâ

+
q + ρsâ

+
q âq + ρsâqâ

+
q

)
(2.58)

Γsρs(t) = 2γ(op)b̂qρsb̂
+
q − γ(op)n(ωopq )

× (b̂+
q b̂qρs − 2b̂+

q ρsb̂q + b̂q b̂
+
q ρs − 2b̂qρsb̂

+
q + ρsb̂

+
q b̂q + ρsb̂q b̂

+
q ) (2.59)

where the first term describes the reversible motion of the system and shows the

propagation of the states under the influence of the weak interaction between them;

the second and third terms are dissipative terms due to the existence of the reser-

voirs. To obtain the time evolution of the average occupation, equations of the mean

values are simplified as:

∂

∂t
〈âq+âq〉 = −ivq(〈â+

q b̂q〉 − 〈b̂+
q â〉)− 2γ(sp)〈â+

q âq〉+ 2γ(sp)n(ωspq , Tg) (2.60)

∂

∂t
〈b̂+b̂〉 = −ivq(〈b̂+

q â〉 − 〈â+b̂q〉)− 2γ(op)〈b̂+b̂〉+ 2γ(op)n(ωopq , Ts) (2.61)

∂

∂t
〈b̂+âq〉 = (iωq − iω0 − γ(sp)− γ(op))〈b̂+âq〉 − ivq(〈â+

q âq〉 − 〈b̂+
q b̂q〉) (2.62)
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∂

∂t
〈â+
q b̂q〉 = (iωopq − iωspq − γ(sp)− γ(op))〈âq+b̂〉+ ivq(〈â+

q âq〉 − 〈b̂+
q b̂q〉) (2.63)

where 〈âq+âq〉 and 〈b̂+
q b̂q〉 stand for number of surface plasmon modes in graphene

and surface optical modes in the substrate, respectively. The first term means

number of modes exchanged due to the weak interaction between them; the second

and third terms in both equations describe that modes decay to the reservoir and

gained from the reservoir, respectively.

We can exactly solve the problem at steady state by setting that the derivative of

average occupation equals zero, then we have

〈âq+âq〉 =
v2
q (γsp + γop)(γopnop + γspnsp) + γspnspγop[(ω

sp
q − ωopq )2 + (γsp + γop)

2]

v2
q (γsp + γop)2 + γspγop[(ω

sp
q − ωopq )2 + (γsp + γop)2]

(2.64)

〈b̂+
q b̂q〉 =

v2
q (γsp + γop)(γopnop + γspnsp) + γspnopγop[(ω

sp
q − ωopq )2 + (γsp + γop)

2]

v2
q (γsp + γop)2 + γspγop[(ω

sp
q − ωopq )2 + (γsp + γop)2]

(2.65)

−ivq(〈b̂+
q âq〉 − 〈â+

q b̂q〉)

= v2
q

2γspγop(γsp + γop)

v2
q (γsp + γop)2 + γspγop[(ωq − ω0)2 + (γsp + γop)2]

(nsp − nop) (2.66)

vq(〈b̂+
q âq〉+ 〈â+

q b̂q〉)

= −v2
q

2γspγop(ω
op
q − ωspq )

v2
q (γsp + γop)2 + γspγop[(ωq − ω0)2 + (γsp + γop)2]

(2.67)

Fig.2.5 shows the occupation number of two modes at steady state as a function of

wavevector. From the steady state expressions, if the coupling between two modes

is zero (vq = 0), then we find 〈â+
q âq〉 = nωq and 〈b̂+

q b̂q〉 = nωop , which means that

two uncoupled states are in thermal equilibrium with their reservoirs. Since in

our system, the lifetime of surface plasmons τsp ≈ 200ps is 22 times smaller than

that of surface optical phonons, then the damping for surface optical phonons is

much smaller than for surface plasmons, which means that in this case 〈â+
q âq〉 ≈

〈b̂+
q b̂q〉 ≈ nωsp .Finally, from Eq.2.66, there is no exchange between two modes when

nωsp = nωop .
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Figure 2.5: Occupation number of surface plasmon modes in graphene and surface opti-
cal phonon modes in the substrate at steady state for Tg = 301K, T = 300K
and EF = 0.2eV . n(ωsp, Tg) and n(ωop, Ts) are occupation number of sur-
face plasmon modes and surface optical phonon modes which are assumed
to be in thermal equilibrium at temperatures Tg and Ts, respectively.

The system Hamiltonian is given by

Hs =
∑
q

~ωspq â+
q âq +

∑
q

~ωopb̂+
q b̂q +

∑
q

vq(â
+
q b̂q + b̂+

q âq) (2.68)

Then the heat flux can be expressed as

∂

∂t
Tr[Hsρs(t)] = Js + Jg + Jsub (2.69)

here Js = −iTr[Hs[Hs, ρs(t)]] = 0 is the heat flux from the system itself. Jg =

−Tr[HsΓgρs(t)] and Jsub = −Tr[HsΓsubρs(t)] represent the incoming heat flux from
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graphene and the substrate, respectively. At steady state, the sum of all heat flux

is zero, Jg + Jsub = 0. The heat flow from graphene to substrate can be expressed

in the form

Jg = −Tr[HsΓgρs(t)]

= 2π

∫ ∞
0

qdqJgq (2.70)

where

Jgq = ωspq

(
γsp(−2〈â+

q âq〉+ 2nωspq ) + vqγop(−〈b̂+
q âq〉 − 〈â+

q b̂q〉
)

= iωspq vq(〈â+
q b̂q〉 − 〈b̂+

q âq〉) + vqγop(−〈b̂+
q âq〉 − 〈â+

q b̂q〉) (2.71)

here 〈b̂+
q âq〉+ 〈â+

q b̂q〉 ≈ 0, the heat flux Jgq ≈ iωspq vq(〈â+
q b̂q〉 − 〈b̂+

q âq〉).

2.4 Results and Discussions

In Fig.2.6 and Fig.2.7 , we plot dynamic behavior for 〈â+
q âq〉 and 〈b̂+

q b̂q〉. The

calculating is done wave vector q less than the crossover wave vector qc, and the

temperature of the substrate slightly higher than that of graphene: Tg = 301K,

Ts = 300K. Surface optical phonon frequency in SiC is ωopq = ω0 = 0.016eV . First,

we can see damped oscillatory behavior in both mean occupation numbers. The

initial time (t=0) corresponds to both modes being in equilibrium with their reser-

voirs, which gives 〈â+
q âq〉 = 1

eωq/kBTg−1
and 〈b̂+

q b̂q〉 = 1
eω0/kBTs−1

. If ωq/Tg < ω0/Ts,

the initial average occupation of surface plasmons is higher than of surface optical

phonons. Then surface plasmons in graphene generate a field which will excite sur-

face optical phonons in the substrate. Since surface optical modes are damped, a

part of the excitation energy is converted into heat, and surface optical phonons

will excite surface plasmons in graphene and so forth until a steady state is reached.

Furthermore, for a smaller wave vector q = 0.01 eV
~vF

, there is no overlap between two

modes decreases which diminishes the coupling; the overlap between two modes is

the largest at q = qc. From Fig.2.8, we clearly observe hybrid modes transferring

back and forth between surface plasmons and optical phonons until a steady state
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Figure 2.6: Dynamics of the average occupation number at wavevector q = 0.01 eV
~vF (top)

and q = 0.02 eV
~vF (bottom). Temperature of graphene and the substrate are

Tg = 300K and Ts = 301K, respectively. The Fermi energy of graphene is
EF = 0.2eV .

is reached. For q = qc = 0.03364eV/~vF , due to the strong overlap between two

modes, we observe the shortest dynamic time, which we expected. Fig. 2.9 presents

heat flux at steady state as a function of q. As the substrate has a higher tempera-

ture, the negative part of Js indicates heat can flow from cold graphene to the hot

substrate. The direction of heat flux is determined by ω
T

. If ωg
Tg
< ωs

Ts
, heat will flow

from graphene to the substrate. However, the total heat flux has contributions from

all modes, which is always positive when heat flows from the hot to the cold system,
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Figure 2.7: Dynamics of the average occupation number at wavevector q = qc(top) and
q = 0.05eV (bottom). The temperature of graphene and substrate are Tg =
300K and Ts = 301K, respectively. The Fermi energy of graphene is EF =
0.2eV , qc ≈ 0.03364eV/~vF is the crossover wave vector.

to obey the second law of thermodynamics.

We can compare our results with the available experimental data in Fig.2.10

[7]. The interfacial thermal conductance measured at the 1−LG/SiO2 interface is

around G = 2500 to 7500Wm−2K−1. Our computed value is about 2700Wm−2K−1

at EF = 0.2eV , which is in the experimental range. One can see that the interac-

tion between surface plasmon modes in graphene and surface optical modes in the

substrate provide the effective heat flux channels.

In conclusion, We have developed a thermodynamic theory of heat transfer be-

tween graphene and a substrate based on the master equation method. We show
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Figure 2.8: Dynamics of Im[〈â+b̂〉 − 〈b̂+âq〉] at different q, for Ts = 301K,Tg = 300K,
EF = 0.2eV .

that one of the heat transfer mechanisms between graphene and the substrate is due

to coupling between surface plasmon and surface optical phonon modes.
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Figure 2.9: Steady state heat flux that is coming from graphene Jg and coming from
substrate Jsub for Ts = 301K,Tg = 300K.
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Figure 2.10: Temperature dependence of interfacial thermal conductance[7].
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Chapter 3

Plasmons and Response Function

of Graphene Nanodisk

3.1 Experimental Motivation for our Work

Plasmons in graphene nanostructures have attracted significant interest recently [58]

[59]. Due to the dimensional confinement, plasmons in graphene nanostructures have

different properties[60] compared to the bulk graphene. Combining graphene with

heterostructures of other materials can produce unusual plasmonic behavior. For in-

stance, graphene/boron nitride (BN) heterostructures exhibit plasmonic hybridiza-

tion and reduction of plasmon damping; energy transfer between graphene plas-

mons and surface phonon polaritons was demonstrated in graphene/BN-nanotube

heterostructures [61]. Graphene on the Al2O3 substrates exhibited edge plasmons

[62]. However, the graphene-graphene ”heterostructure”, that is, graphene nanos-

tructures supported or covered by a monolayer graphene (MLG), have been less

explored so far.

Experiments have been done in Professor Xu’s group in the Chemistry Depart-

ment at Lehigh University. They studied monolayer graphene, transferred to a

Si/SiO2 substrate. Some of the samples were found to contain the bilayer struc-

tures. One of the structures showed signals with an interesting symmetry pattern.
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They utilized s-SNOM (scanning scattering near-field optical microscopy) to in-

vestigate both the geometry of the bilayer structure and the plasmonic response.

The structure was formed by a nanodisk buried underneath a continuous very large

monolayer graphene. Fig. 3.1(a) shows AFM topography of the system. A white

dashed circle is drawn to show the location of the disk. Fig. 3.1(b) illustrates the

sketch of the graphene-graphene heterostructure and the near-field scattering probe.

From the AFM and s-SNOM images, the size was determined to be around 400nm in

diameter, which is comparable to the experimentally determined wavelength of sur-

face plasmons in the monolayer graphene. Due to the geometric constriction of the

nanodisk, plasmon modes should be quantized in the angular and radial directions.

The s-SNOM image taken at the frequency of 1380cm−1 is shown in figure 3.1(c).

It shows a circular pattern with full axial symmetry and a high signal enhancement

at the center of the nanodisk. This pattern may correspond to the L = 0 (full cir-

cular symmetry) plasmon mode, this is an expected result. However, for the higher

frequencies, for example at 1580cm−1 in Fig.3.1(d), a hexagonal symmetry mode

with a central peak and a 4-fold symmetry pattern are observed. The most striking

fact is that the corresponding reciprocal lattice vector of graphene is too large to

attribute this pattern to the graphene lattice itself. Thus, this is a mesoscopic effect

that needs to be explained.

3.2 Plasmons in the Single Disk Graphene

To understand the experimentally observed phenomena, we start by introducing a

model describing the surface plasmon in a single disk of graphene. We introduce a

simple, analytical procedure to describe the plasmon modes in graphene nanodisks

using the concept of the plasmon wave function, which we identify with the charge

density associated with these modes. Since the plasmon wavelength in a graphene

nanodisk is much smaller than the wavelength of light, the general strategy is to

solve the Poisson equation for the electrostatic potential φ(r), with the surface charge

boundary condition and the edge current boundary condition due to the finite size of
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Figure 3.1: The graphene nano-disk heterostructure: (a) the topography of the graphene
nanodisk heterostructure. The boundary is marked with a dashed circle. The
diameter is about 390 nm. (b) The scheme of the graphene heterostructure,
a monolayer graphene disk covered by a continuous graphene layer. (c) The
s-SNOM image was taken at frequency of 1380cm−1 and (d) at the frequency
of 1580 cm−1.
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the graphene disk. The complete solution in a two-dimensional conductive disk was

developed by Fetter [63], in which the wave function was described using a complete

basis set of Legendre Polynomials. Recent papers [64, 65, 66] have numerically

solved the model to yield the frequency of plasmons as well as other quantities in a

single graphene disk by using Fetter’s method.

Here, we used the method introduced by Gersten [67] to describe the surface

plasmon modes of a finite disk analytically. For the finite disk, the 2D-continuum

wavevector is no longer an appropriate quantum number to describe the surface

plasmon modes due to constriction of the geometry. The frequencies of the oscilla-

tions assume discrete values and are labeled by two quantum numbers: the angular

quantum number and the radial quantum number.

3.2.1 Discrete Eigenmodes of the Surface Plasmons in a

Graphene Nanodisk

Assume that graphene sheet surrounds the plane z=0, with dielectric constants ε0

and εb above and below, respectively. The conductivity of graphene is expressed by

the Drude model [17]

σ(ω) =
ie2EF

π~2(ω + iτ−1)
. (3.1)

where the Fermi energy EF = 0.3eV , τ−1 is the electron relaxation rate related to

the damping of electron in graphene. ω is the frequency of the external field. The

plasmons can be obtained from the following two equations: the current density

equation reads as,

J(r||, ω) = σ(r||, ω)E(r||, z = 0). (3.2)

where J is the 2D current along the graphene layer, E is the external electric field,

and σ is the 2D conductivity of graphene. The position of the graphene disk is

at z = 0, r|| = (r, θ) is polar coordinate. The second equation is the continuity

equation,

∇|| · J(r||) = −iωρ(r||). (3.3)
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Here ρ(r||) is the surface charge density in graphene, which can be related to the

electrostatic potential by combining the continuity equation (3.3) and the surface

current density equation (Eq.3.2) as:

ρ(r||) =
σ(ω)

iω
∇2
||φ(r||, z = 0) (3.4)

In the absence of external source the electrostatic potential satisfies Laplace’s equa-

tion for z 6= 0 in cylindrical coordinates:(
1

r

∂

∂r
r
∂

∂r
− L2

r2
+

∂2

∂z2

)
φ(r) = 0 (3.5)

and allows separation of variable via φ(r) = φ(r, z)eiLθ = φ(r)φ(z)eiLθ. We can

express φ(r) as a Fourier Bessel integral:

φ(r) =
∑
L

∫ ∞
0

kdkφLk(z)JL(kr)eiLθ (3.6)

here JL(kr) is the Bessel function of order L. We substitute Eq.3.6 into Eq.3.5, and

get (
k2 − ∂2

∂z2

)
φLk(z) = 0 (3.7)

This Laplace’s equation has solutions in the form φLk(z) = CLke
−kz, here CLk is an

amplitude of potential in the 2D Fourier basis. The normal derivative of potential

satisfies the following boundary condition: discontinuity of normal component of

electric field at z = 0:

ε0
∂φ

∂z
|z=0+ − ε1

∂φ

∂z
|z=0− = −ρ(r//, z = 0) (3.8)

We then write ρ(r||, z = 0) in the Fourier Bessel integral, which gives

ρ(r||, z = 0) =
∑
L

∫ ∞
0

kdkNLkJL(kr)eiLθ (3.9)

here NLk is an amplitude of charge density in the Fourier basis. A combination with

the Eq.3.8 yields:

(ε0 + ε1)kφLk(0) = NLk (3.10)
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And according to the Eq.3.4, we have

NLk =
σ(ω)

iω
k2φLk(0) (3.11)

Combining above two equations and substituting RPA conductivity of graphene , we

can get the frequency corresponding to eigensolution of surface plasmon in graphene

disk as:

ω =

√
e2EF

(ε0 + εb)π~2
k (3.12)

Then we can expand plasmon charge density ρ(r) and potential induced by plasmon

φ(r) in the eigenbasis:

ρ(r) =
∑
L

∫ ∞
0

kdkρLkJL(kr)eiLθδ(z) (3.13)

φ(r) =
∑
L

∫ ∞
0

kdkφLkJL(kr)e−kzeiLθ (3.14)

here ρLk has the physical meaning of an amplitude of the plasmon modes and φLk is

the amplitude of the potential at the surface of the disk. In addition, it is necessary

to impose a boundary condition at the edge of the disk: we assume there is no net

flux of charge across the boundary. Therefore, the radial component of the current

density must vanish at the edge of the graphene disk which is,

(êr · J) |r=R = −σ(ω)
d

dr
φ(r)|r=R = 0 (3.15)

where R is the radius of the finite graphene disk. Each plasmon eigenmode should

satisfy this boundary condition. Then we get

dJL(kr)

dr

∣∣∣∣
r=R

= 0 (3.16)

This equation determines a set of discrete k values, kLm = βLm
R

. We can see that the

wave vector is not continuous and depends on the two quantum numbers: L and m,

where βLm is the root of the derivative of the Bessel function J
′
L(x). L is the angular

quantum number, which is related to the number of nodes at the wavefunction as
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kLm( 1
nm

) L = 0 L = 1 L = 2 L = 3
m = 1 0.01916 0.009206 0.01527 0.02101
m = 2 0.03508 0.02665 0.03353 0.04007
m = 3 0.05086 0.04268 0.04984 0.5673
m = 4 0.06661 0.05853 0.06585 0.07293
m = 5 0.06661 0.07431 0.08173 0.08894

Table 3.1: Values of kLm = βlm
R of the angular and radial quantum number L and m,

respectively.

the polar angle is varied, while m is the radial angular number which is related to

the number of radial nodes in the wavefunction. In Table 3.1, we summarize values

of βLm for the different angular and the radial quantum numbers.

Due to the wavevectors are discrete, the integral in Eq.3.13 should be replaced

by a sum. We notice that by replacing the argument of the Bessel function in

Eq.3.13 JL(kr) becomes JL
(
βLm
R
r
)
. The orthogonality and normalization of the

Bessel functions on the interval [0,R] can be written as (see Arfeken’book [68] Page

697) ∫ R

0

JL

(
βLm
R

r

)
JL

(
βLn
R
r

)
rdr =

R2

2

β2
Lm − L2

β2
Lm

[JL(βLm)]2δmn (3.17)

Supplemented by the angular ket orthogonality:∫ 2π

0

dθei(L−L
′)θ = 2πδLL′ (3.18)

According to the normalization of the Charge density:∫ R

0

rdr

∫ 2π

0

dθρ(r)+ρ(r) = 2πR2
∑
Lm

ρ+
LmρLm (3.19)

Then the charge density can be expanded in a Bessel series for r 6 R

ρ(r) =
∑
Lm

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

ρLmJL

(
βLm
R

r

)
eiLθδ(z) (3.20)
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The potential within the same radial interval r 6 R has the form:

φ(r) =
∑
Lm

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

φLmJL

(
βLm
R

r

)
eiLθe−

βLm
R

z (3.21)

allowing to derive the relation:

φLm =
1

ε0 + εb

ρLm
βLm/R

(3.22)

Potential Inside and Outside of the Disk The general equation for the

potential due to charge density ρ(r) can be expressed as

φ(r) =
2

ε0 + ε1

∫ R

0

r′dr′
∫ 2π

0

dθ′
ρ(r′)

|r− r′|
. (3.23)

According to Eq.3.15, the boundary condition for the potential is

∂

∂r
φin(r, 0)|r=R = 0 (3.24)

To find the potential inside and outside the disk, we express the Green’s function

G(r, r′) = 1
|r−r′| in the cylindrical coordinate.

Green’s function G(r, r′) = 1
|r−r′| satisfies:

∇2G(r, r′) = −δ(r − r
′)δ(θ − θ′)δ(z − z′)

r
(3.25)

We expand the Green’s function in the cylindrical coordinates [69]

G(r, r′) =
1

2π2

∑
m

∫ ∞
0

dkeiL(θ−θ′)cos[k(z − z′)]gL(k, r, r′) (3.26)

Substitution into Eq.3.25, one gets the equation for the radial Green’s function

gm(k, r, r′):
1

r

d

dr

(
r
dgL
dr

)
− (k2 +

L2

r2
)gL = −1

r
δ(r − r′) (3.27)

For r 6= r′, the solution is a modified Bessel function, IL(kr) and KL(kr). The

symmetry of the Green’s function requires

gL(k, r, r′) = g1(kr<)g2(kr>) (3.28)
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Here r< and r> are the smaller and larger of r and r′. The discontinuity at r = r′

results in:
dgL
dr

∣∣∣∣
r=r′−0

− dgL
dr

∣∣∣∣
r=r′+0

= − 1

r′
(3.29)

Since the potential φ(r) is finite at the center of disk, for 0 < r < r′ < R, we

have a general solution for the Green’s function in the form [69]

g<L (k, r, r′) = AIL(kr)g2(kr′) (3.30)

and for R1 > r > r′, we have

g>L (k, r, r′) = (IL(kr) +BKL(kr))g1(kr′) (3.31)

Substituting above two equations into Eq.3.29, we get

(I
′

L(kr′) +BK
′

L(kr′))g1(kr′)− AI ′L(kr′)g2(kr′) = − 1

kr′
(3.32)

Bessel functions have simple Wronskians [69]:

W [IL(kr′), KL(kr′)] = − 1

kr′
(3.33)

Comparison of the two above equations leads one to conclude that

Bg1(kr′) = IL(kr′) (3.34)

Ag2(kr′)− g1(kr′) = KL(kr′) (3.35)

We can write

ginL (r, r′) =

(
KL(kr>) +

IL(kr>)

B

)
IL(kr<) (3.36)

Due to the boundary condition for the potential (Eq.3.24), we get

∂gL(k, r′, r)

∂r
|r=R = 0 (3.37)

which is satisfied if either IL(kr′) = 0 (trivial solution) or the coefficient B equals:

B = −
dIL(kr)
dr

dKL(kr)
dr

|r=R (3.38)
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Then the Green’s function is given by

gL(r, r′) =

(
KL(kr>)− IL(kr>)

K
′
L(kR)

I
′
L(kR)

)
IL(kr<) (3.39)

Then we consider r′ inside and r outside of the disk. For 0 < r′ < R1 < r, the

Green’s function can be determined as

gL(r′ < R1 < r) = (IL(kr) +DKL(kr)) IL(kr′) (3.40)

Due to the boundary condition of the potential (Eq.3.24), the radial Green’s function

satisfies:
∂gL(k, r′, r)

∂r

∣∣∣∣
r=R

= 0 (3.41)

We can determine the coefficient D.

D = −
dIL(k′r)

dr
dKL(k′r)

dr

|r=R (3.42)

The full solutions of the Green’s function are expressed as:

gL(r, r′) =


(
KL(kr>)− IL(kr>)

K
′
L(kR)

I
′
L(kR)

)
IL(kr<), r′, r < R,(

IL(kr)− I
′
L(kR)

K
′
L(kR)

KL(kr)

)
IL(kr′), r′ < R < r

Potential inside and outside of the nanodisk can be written as:

φinside(r) =
2

ε0 + εb

∫ r

0

∫ 2π

0

ρ(r′)Gr>r′(r, r′)r′dr′dθ
′

+
2

ε0 + εb

∫ R

r

∫ 2π

0

ρ(r′)Gr<r′(r, r′)r′dr′dθ
′

=
1

2π2

2

ε0 + εb

∑
L′Lm

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

∫ 2π

0

ei(L−L
′)θ′dθ′

∫ r

0

ρLmJL

(
βLm

r′

R

)
×

∫ ∞
0

dkgL(r′ < r < R)eiL
′θcos[k(z − z′)]r′dr′

+
1

2π2

2

ε0 + εb

∑
L′Lm

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

∫ 2π

0

ei(L−L
′)θ′dθ′

∫ R

r

ρLmJL

(
βLm

r′

R

)
×

∫ ∞
0

dkgL(k, r < r′ < R)eiL
′θcos[k(z − z′)]r′dr′ (3.43)
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We use the following equations:∫ r

0

r′dr′IL(kr′)JL

(
βLm

r′

R

)
=

r
(
kIL+1(kr)JL

(
βLm

r
R

)
+ βLm/RIL(kr)JL+1

(
βLm

r
R

))
k2 + (βLm/R)2

(3.44)

∫ R

r

r′dr′KL(kr′)JL

(
βLm

r′

R

)
=
−βLm/RrJL+1

(
βLm

r
R

)
KL(kr) + βLmJL+1(βLm)KL(kR)

k2 + (βLm/R)2

+
krJL

(
βLm

r
R

)
KL+1(kr)− kRJL(βLm)KL+1(kR)

k2 + (βLm/R)2
(3.45)

∫ R

r

r′dr′IL(kr′)JL

(
βLm

r′

R

)
=
−βLm/RrJL+1

(
βLm

r
R

)
IL(kr) + βLmJL+1(βLm)IL(kR)

k2 + (βLm/R)2

+
−krJL

(
βLm

r
R

)
IL+1(kr) + kRJL(βLm)IL+1(kR)

k2 + (βLm/R)2
(3.46)

IL+1(kR) =
dIL(kr)

kdr

∣∣∣∣
r=R

− L

kR
IL(kR) (3.47)

KL+1(kR) = − dKL(kr)

kdr

∣∣∣∣
r=R

+
L

kR
KL(kR) (3.48)

−βLmJL+1(βLm)/R +
L

R
JL(βLm) = 0 (3.49)

The potential inside of the nanodisk (z′ = 0) is simplified to:

φin(r) =
1

π

∑
Lm

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

1

ε0 + εb
JL

(
βLm
R

r

)
eiLθ

×
∫ ∞

0

2 cos[kz]

k2 + (βLm/R)2

=
∑
Lm

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

1

ε0 + εb

ρLm
βLm/R

JL

(
βLm
R

r

)
eiLθe−βLmz/R

(3.50)
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And the potential outside of the disk is:

φout(r) =
1

2π2

∫ R

0

∫ 2π

0

ρ(r′)G(r′ < r < R)r′dr′dθ
′

=
1

2π2

2

ε0 + εb

∑
L′Lm

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

∫ 2π

0

ei(L−L
′)θ′dθ′

∫ R

0

ρLmJL(βLm
r′

R
)

×
∫ ∞

0

dk (IL(kr) +DKL(kr)) IL(kr′)eiL
′θcos[k(z − z′)]r′dr′

=
1

π

2

ε0 + εb

∑
Lm

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

∫ ∞
0

dk

(
IL(kr)− K

′
L(kR)

I
′
L(kR)

KL(kr)

)
× RkIL+1(kR)JL(βLm) + βLmIL(kR)JL+1(βLm)

k2 + (βLm/R)2
cos(kz)

=
1

π

2

ε0 + εb

∑
Lm

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

∫ ∞
0

dk

(
IL(kr)− K

′
L(kR)

I
′
L(kR)

KL(kr)

)
× RJL(βLm)I

′
L(kR)

k2 + (βLm/R)2
cos(kz) (3.51)

We must notice that surface plasmon modes (Eq.3.52) in the graphene nanodisk

possess a set of discrete frequencies whose magnitudes depend on the Fermi energy of

graphene (as we discussed in the previous chapter via the magnitude of background

charge density) as well as the size of the disk and the dielectric properties of the

substrate (via the screening, although this factor is minimal in the experimental

frequency range).

ωLm =

√
e2EF

(ε0 + εb)π~2

βLm
R

(3.52)

The result for the eigenfrequencies is shown in Fig.3.2. Here we plot the plasmon

frequencies for the angular momentum number L up to 6, and the radial quantum

number up to 15. We clearly see that the frequencies of the surface plasmon modes

in the finite disk increase with EF due to the higher density of charge carriers

which could induce high oscillation frequencies [70]. Reducing the size of the disk

produces a higher carrier density due to the space quantitation. This illustrates

strong tunability of plasmonic properties of graphene. The plasmon frequencies in
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Figure 3.2: Resonant frequency of the modes calculated using the Eq.3.52. For each L,
15 discrete radial eigenmodes are shown. R = 200nm, EF = 0.3eV .

the finite disk approaches dispersion relation for infinite graphene: βLm/R → q,

which indicates that the wavevector of plasmon modes in the finite disk can be

described as βLm/R.

3.3 Response of Graphene nanodisk to an Exter-

nal Field

The charge density wavefunction has a central node (zero amplitude in the middle

of the nanodisk) for L 6= 0. On the contrary, the experimental patterns show the

central node even for the modes with clear angular dependence. The mechanism

that causes this pattern symmetry breaking must be explored. One plausible model

is that at a given frequency several plasmon modes can be excited simultaneously.

Thus the combined response may include symmetry features of L = 0 and L 6= 0
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Figure 3.3: The frequency of the surface plasmons for angular momentum number L = 1
as a function of the Fermi Energy EF (Top: R = 200nm) and the radius of
the graphene disk (Bottom: EF = 0.3eV ). The first lowest radial quantum
numbers modes are shown.
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Figure 3.4: Eigenfrequencies of the surface plasmon in the finite disks with different
radius are given for wave vector βLm/R, for L = 1, m up to 15.

modes. We use an analytic model to describe the interaction between a probe tip

and the graphene nanodisk. The tip can be represented by a point dipole, as shown

in Fig.3.6. This model is suitable for calculating the response of the graphene disk

when the higher multipole components of the tip potential are negligible. The self-

consistent potential due to the external dipole is given by:

φact = φext + φind (3.53)

This expression of Eq.3.53 is the sum of two contributions: the external pertur-

bation φext and the potential created by the charge in doped graphene under the

external perturbation φind.
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Figure 3.5: Wavefunction of charge density with 6 lowest radial quantum numbers and
the angular quantum number up to 4, in the x − y plane for the graphene
disk with R = 200nm and EF = 0.3eV .
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Figure 3.6: Schematic geometry under consideration. A dipole in the presence of the
graphene nanodisk, the position of the dipole is (x, y, z).

According to Eq.3.21

φind(r) =
∑
Lm

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

φindLmJL

(
βLm
R

r

)
eiLθe−

βLm
R

z (3.54)

Here we can express φact(r) in the Fourier Bessel integral,

φact(r) =
∑
L

∫ ∞
0

kdkφactL (k)JL(kr)eiLθe−kz (3.55)

According to normalization equation:∫
d2rρ+(r)φact(r) = 2πR2

∑
Lm

ρ+
Lmφ

act
Lm (3.56)

We can get:

φactLm =

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

1

2πR2

∫ R

0

rdr

∫ 2π

0

e−iLθdθJL

(
βLm
R

r

)
φact(r, 0)

(3.57)
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And according to Eq.3.3, we get

ρLm =
σ(ω)

iω

(
∇2
||φ

ind +∇2
||φ

ext
)
Lm

=
σ(ω)

iω

(
βLm
R

)2
1

ε0 + εb

ρLm
βLm/R

+
σ(ω)

iω

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

1

2πR2

∫
d2r||e

−iLθJL

(
βLm
R

r

)
∇2
||φ

ext(r)

(3.58)

The differential operator is given by:

∇2
|| =

1

r

∂

∂r
r
∂

∂r
+

1

r2

∂2

∂θ2
(3.59)

Then we have∫ R

0

∫ 2π

0

rdrdθe−iLθJL

(
βLm
R

r

)
1

r

∂

∂r
r
∂

∂r
φext(r)

=

∫ 2π

0

e−iLθ
{
JL

(
βLm
R

r

)
r
∂

∂r
φext(r)|R0 −

∫ R

0

d

dr
JL

(
βLm
R

r

)
r
∂

∂r
φext(r)

}
dθ

=

∫ 2π

0

e−iLθ
{
JL

(
βLm
R

r

)
r
∂

∂r
φext(r)|R0 − r

d

dr
JL

(
βLm
R

r

)
φext(r)|R0

+

∫ R

0

1

r

d

dr
r
d

dr
JL

(
βLm
R

r

)
φext(r)rdr

}
dθ

= JL(βLm)R

∫ 2π

0

e−iLθ
∂

∂r
φext(r)|R0

+

∫ 2π

0

e−iLθ
∫ R

0

1

r

d

dr
r
d

dr
JL

(
βLm
R

r

)
φext(r)rdrdθ (3.60)

and ∫ R

0

∫ 2π

0

rdrdθe−iLθJL

(
βLm
R

r

)
1

r2

∂2

∂θ2
φext(r)

=

∫ 2π

0

1

r2

∂2

∂θ2
e−iLθ

∫ R

0

JL

(
βLm
R

r

)
φext(r)rdrdθ (3.61)

From above equations, we get∫
d2r||e

−iLθJL

(
βLm
R

r

)
∇2
||φ

ext(r) = JL(βLm)R

∫ 2π

0

e−iLθ
∂

∂r
φext(r)|R0

+

∫
d2r||e

−iLθ∇2
||JL

(
βLm
R

r

)
φext(r) (3.62)

62



since

∇2
||JL(kr) = k2J

′′

L(kr) +
k

r
J
′

L(kr)− L2

r2
JL(kr)

= k2

(
J
′′

L(kr) +
1

kr
J
′

L(kr)− L2

(kr)2
JL(kr)

)
= −k2JL(kr) (3.63)

Then Eq.3.58 becomes:

ρLm =
σ(ω)

iω

(
βLm
R

)2
1

ε0 + εb

ρLm
βLm/R

+
σ(ω)

iω

√
2β2

Lm

(β2
Lm − L2)

1

2πR

∫ 2π

0

e−iLθ
∂

∂R
φext(R)

+
σ(ω)

iω

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

1

2πR2

∫
d2r||e

−iLθJL

(
βLm
R

r

)
φext(r)

(3.64)

The potential created by a dipole source positioned at r′ = (r′, y′, z′) with a dipole

moment p is given by

φext(r) = pδ(r′) · ∇r′
1

|r′ − r|
(3.65)

The monopole Green’s function can be expressed as a Fourier-Bessel integral [69]

G(r, r′) =
1

|r′ − r|
=
∑
L

∫ ∞
0

dkeiL(θ−θ′)JL(kr)JL(kr′)e−k(z′−z) (3.66)

here ∫ ∞
0

dkJL(kr)JL(kr′)e−kz
′
=

1

π
√
rr′
QL− 1

2
(
z′2 + r2 + (r′)2

2rr′
) (3.67)

where QL(x) is the Legendre function of the second kind, we define ∇Grr′ = ∇ 1
|r′−r| ,

and ∇GLm is its form in the Fourier space,

∇GLm =
1

2πR2

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

∫ R

0

rdr

∫ 2π

0

dθ∇ 1

|r′ − r|
e−iLθJL

(
βLm
R

r

)
(3.68)
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Combining all the former elements, we rearrange the Eq.3.58:

ρLm =
ω2
Lm

ω2 − ω2
Lm

(ε0 + εb)R

βLm
(∇GLm +∇gL) · p (3.69)

here we define ∇gL = R
√

2β2
Lm

(β2
Lm−L2)

∇r′
∫ 2π

0
e−iLθ ∂

∂r
1

|r−r′|

∣∣∣
r=R

.

If we assume the dipole has an amplitude p0 and consider the case for which the

dipole is along the x and z axis. The electric field of graphene at the position of r

has the form

E(r) = −∇
∫ R

0

∫ 2π

0

ρ(r′)

|r− r′|
r′dr′dθ

=
∑
Lm

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

ρLm∇
∫ R

0

∫ 2π

0

JL(βLm
R
r′)eiLθ

′

|r− r′|
r′dr′dθ

= α̂p (3.70)

Here α is the graphene response function tensor to the external dipole:

α̂ = 2πR2
∑
Lm

ω2
Lm

ω2 − ω2
Lm

(ε0 + εb)R

βLm
(∇GLm +∇gL)

⊗
∇G∗Lm (3.71)

3.4 Results and Discussions

In experiments the excitation source allowed to probe the surface plasmons in the

frequency range of 1000cm−1 to 2000cm−1. If we choose EF = 0.3eV and other pa-

rameters R = 200nm, εb = 1.6, then from Fig.3.2, 6 plasmon modes exist within this

frequency range, which are Lm = 01, 11, 12, 21, 31, 41 modes. A constant linewidth

of plasmon modes is assumed henceforth in the calculation: γsp = 20cm−1.

3.4.1 Response Function to the external Dipole

To make better connection to experimental results, we calculate the response func-

tion of the disk plasmon to the field of the external dipole. We begin with considering

that the dipole is placed at the middle or at the edge of the graphene nanodisk, and

investigate the frequency dependence of the real and imaginary part of the response
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Figure 3.7: Frequency dependence of the real part and the imaginary part of the response
function for the graphene nanodisk to a z-oriented(top) and a x-oriented
(bottom) dipole located at r = (0, 0, 30nm).

function components. If the laser beam has a incidence angle, the polarization of

the tip is largest in the vertical (z) direction. In some other experimental geometry

this condition may not hold, thus we also consider the x-polarization model. In

general case, the dipole of the tip may have all 3 components, depending on the full

geometry to the setup.
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We consider two different dipole orientations: x and z. Resonance frequencies

in the Fig.3.7 depend on polarization: zz(xx) component of the response function

corresponds to the case when the dipole moment and the electric field component

of graphene are both along the z(x) axis. In Fig.3.7, when the dipole is in the z

direction and placed in the center of the disk, the response function contains the

single L = 0,m = 1 resonance peak, corresponding to the full symmetric L = 0

plasmon mode. When the dipole is in the x direction, the plasmon modes with the

L = 1 contribute to the response function. One can visualize this by plotting the

field of the dipole placed at the center of the disk: the z-oriented dipole induces a

full axial symmetric field on the graphene plane while the x-oriented one induces

a asymmetric field along x axis on the plane as shown in Fig.3.8 of the field cre-

ated by the z-oriented and x-oriented dipole. Furthermore, as seen from Fig3.7, the

excitation of the surface plasmons is more efficient if the external dipole is normal

to the graphene nanodisk. If the dipole is placed off the center of the disk, such

as at r = (200nm, 0nm, 30nm) in Fig.3.9, the zz component (Top) and xx compo-

nent (Bottom) of the response function both show the multiple L resonances due to

the external potential does not have the rotational symmetry is broken. When the

dipole frequency is close to the lowest (fully symmetric) plasmon: ω = ω01 + 20eV ,

several plasmon modes with the angular momentum L = 0, 2, 3 can be excited non-

resonantly due to the finite spectral overlap of the peaks of the modes with excitation

frequency.

Fig.3.10 and Fig.3.11 present the density plot of the imaginary part of the zz

component response function, when the dipole is placed at a fixed z position (z =

30nm) and scans over the xy plane. Strong plasmonic response of the graphene disk

is achieved when the frequencies of the field have been chosen (from Fig.3.9) around

the peak resonance values, such as ω = ωLm + 20eV . Fig.3.10(Top) alos shows the

case of frequency below L = 0, m = 1 mode, at ω = ω01 − 20cm−1. We observe

a 6-fold symmetry, a central peak and also a 2-fold symmetry, which is similar to

the experimental pattern. The pattern can be clearly seen from 3D-plot. At this

frequency, obviously several plasmon modes with the angular momentum L = 0, 2, 3
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Figure 3.8: Field of the z-oriented and x-oriented dipole. The red dot represents the
dipole position, the blue line represents the graphene nanodisk plane

67



Figure 3.9: Frequency dependence of the real part and the imaginary part of response
function for the graphene nanodisk to a z-oriented (top) and a x-oriented
(bottom) dipole located at the fixed position r = (200nm, 0, 30nm).

can be excited. The strong central peak in Fig.3.9 is due to the plasmon mode

with L = 0. When the frequency is above 01-mode at ω = ω01 + 20cm−1 (Fig.3.10

Bottom), the 2-fold symmetry disappears, we only observe L = 3, 0 patterns. When

the frequency is at ω = ω11 + 20cm−1 (Fig.3.11 Top), we see a 2-fold symmetry
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Figure 3.10: Absolute value (Left) and 3D map (Right) of the imaginary part of zz
component response functions |Imαzz| at frequency of ω = ω01 − 20cm−1

(Top row) and ω = ω01+20cm−1(Bottom row). Dipole is fixed at z = 23nm
position and scans in xy plane.
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Figure 3.11: Absolute value of the imaginary part of zz component response functions
at frequency of ω = ωLm + 20cm−1 for (a)Lm = 11,(b)Lm = 21. Dipole is
fixed at the z position and scans in the xy plane.
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Figure 3.12: Absolute value of the imaginary part of zz component response functions
at frequency of ω = ω31 + 20cm−1. Dipole is fixed at z position and scans
in xy plane.

pattern due to L = 1 and L = 2 plasmon modes in the graphene nanodisk that are

excited at this frequency. When the frequency is at ω = ω21 + 20cm−1 (Fig.3.11

Bottom), we observe a 4-fold symmetry. A weak L = 0 pattern is observed when the

dipole frequency is at ω = ω31 + 20cm−1. In Fig.3.12, we can see a 6-fold symmetry,

L = 0, 1 patterns. High order symmetry is due to upper radial modes that may be

excited.
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3.4.2 Plasmon Wavefunctions Excited by the field of an Ex-

ternal Dipole

Although calculation of a map of the tip response function provides more information

about near-field plasmonic pattern, such a calculation is also more computationally

expensive. Here we will analyze the wavefunction of plasmons Vs position of the

excitation (dipole) source and its frequency. Such a calculation allows one to analyze

spatial and spectral overlap of the sourse with plasmonic modes of the system.

We plot the plasmon wavefunction (Eq.3.20) at the two fixed dipole positions r =

(0, 0, 30)nm(center) and r = (200, 0, 30)nm(edge). When the dipole is along x in

the center of the disk (Fig.3.13), only the L = 1 pattern (2 nodes in the angular

direction) exists in the studied frequency range. While the dipole is along the z

direction (Fig.3.14), we observe only L = 0 pattern (full circular), as the coupling

to any other modes is forbidden by symmetry.

If the dipole is placed at the edge of the disk r = (200, 0, 30)nm, external po-

tential does not have rotational symmetry. In Fig.3.15 and Fig.3.16, the dipole is

oriented along the x and z axis, respectively. For both orientations, we observe dif-

ferent patterns in the plasmon wavefunctions Vs the function of the frequency. At

frequency ω = ω01 + 20cm−1 in Fig.3.15(a) and Fig.3.16(a), we can see a hexagonal

pattern with a central peak. This is because the multiple modes can be excited by

the dipole at frequency ω = ω01 + 20cm−1 when the rotational symmetry of the

external field is broken by placing the dipole off the center. The plasmon mode

with L = 0 has a strong contribution the total wave function shown in Fig.3.15(a)

and Fig.3.16(a) due to the external dipole is in the strongest resonance with the

eigenfrequency ω01 of the graphene plasmon mode L = 0. While for the external

frequency ω = ω31 + 20cm−1 in Fig.3.16(d), we can see a hexagonal symmetry with

a weak central peak. The plasmon mode with L = 3 dominates the total wave

function in this case.
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Figure 3.13: Density plot of the plasmon wavefunction of the graphene nanodisk in the
presence of a x-oriented dipole positioned at r = (0, 0, 30)nm (red dot)
with dipole frequency of ω = ωLm + 20cm−1, for (a)Lm = 01,(b)Lm =
11,(c)Lm = 21,(d)Lm = 31,(e)Lm = 41. The lower right corner in each
figure shows the eigenmodes of the graphene nanodisk.
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Figure 3.14: Density plot of the plasmon wavefunction of graphene nanodisk in the pres-
ence of z-oriented dipole positioned at the edge of disk r = (0, 0, 30)nm
(gray dot) with dipole frequency ω = ωLm + 20cm−1, for (a)Lm =
01,(b)Lm = 11,(c)Lm = 21,(d)Lm = 31. (f) Response function for the
dipole placed at the center and along the z direction, yellow arrows indi-
cate the position of external excitation frequency. The lower right corner
in each figure shows the eigenmodes of the graphene nanodisk.
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Figure 3.15: Density plot of the plasmon wavefunction of the graphene nanodisk in
the presence of a x-oriented dipole positioned at the edge of disk r =
(200, 0, 30)nm (gray dot) with dipole frequency ω = ωLm + 20cm−1, for
(a)Lm = 01,(b)Lm = 11,(c)Lm = 21,(d)Lm = 31. (f) Response function
for the dipole placed at the center and along the x direction, yellow ar-
rows indicate the position of external excitation frequency. The lower right
corner in each figure shows the eigenmodes of the graphene nanodisk.

3.5 Summary

In this section, we explore the surface plasmons in a graphene nanodisk structure and

obtain the discrete eigenfrequencies of the surface plasmons due to the geometrical

restriction. We then investigate the response function of the nanodisk to an external
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Figure 3.16: Density plot of the plasmon wavefunction of the graphene nanodisk in
the presence of a z oriented dipole positioned at the edge of disk r =
(200, 0, 30)nm (gray dot) with the dipole frequency ω = ωLm+20cm−1, for
(a)Lm = 01,(b)Lm = 11,(c)Lm = 21,(d)Lm = 31.The lower right corner
in each figure shows the eigenmodes of the graphene nanodisk.

dipole field and find that multiple angular modes may be excited at a single dipole

frequency due to the spectral overlap of the modes with non-zero linewidth. That

may explain the experimental results. However since in the experiment the graphene

nanodisk is covered by an infinite large of graphene, we will consider the effect of

coupling of disk plasmonic modes to the infinite graphene in Chapter 4.
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Chapter 4

Plasmons in Graphene-Graphene

Heterostructure

In the experiments we discussed earlier, the graphene nanodisk was buried under

an infinite monolayer graphene. Such a system gives the simplest example of a

heterostructure where the plasmonic modes of the graphene layer are confined due

to another layer. In the previous section, we developed a model for the plasmons

confined in a disk itself, neglecting the influence of the infinite monolayer graphene.

Here, we investigate how the surface plasmon resonance frequency may change due to

the hybridization between the monolayer and the graphene nanodisk. We also study

how the rotational mismatch between the layers may results in symmetry broken

plasmon patterns. In our calculations, we replace the infinite single layer graphene

with a large graphene disk with R2 = 2000nm� R1 '200nm. We consider the

Coulomb coupling between the 2D electrons which results in the hybridization of

the plasmons in the different layers. Although this mechanism should be the most

important for plasmon hybridization, the model can not capture the registry be-

tween the lattice of two layers. This is because our plasmon equations of motion are

based on continuum approximation, neglecting lattice details. In order to capture

the lattice misorientation, we introduce a phenomenological model with modulation

of the Fermi level. The rotationally mismatched lattice is shown in Fig.4.1. It is
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known[71] that the moiré pattern may induce a periodic modulation in the charge

density and therefore modulate the conductivity. For modeling this structure, we

introduce a scalar perturbation with the same symmetry as the moiré pattern of the

superlattice formed in bilayer graphene. Such a potential varies smoothly within the

graphene nanodisk and has a 3-fold symmetry. Other coupling, like electron trans-

fer/tunneling between the layers, is neglected. we use the Lagrangian approach to

calculating the coupled plasmon frequencies. Our model could qualitatively repro-

duce the hybrid plasmons with broken angular symmetry.

Figure 4.1: Schematic of the bilayer structure.

78



4.0.1 Lagrangian of the System

It is known that the frequency of the plasmons can be obtained by resolving the

second quantizied Lagrangian equation for the interacting electrons (and the electric

field). The classic Lagrangian function for the electron system reads:∫
d2r

(
mv2

2
− ρφ

2

)
(4.1)

The quantum operator of the uncoupled Lagrangian of the graphene nanodisk is

given by

L =
∑
Lm

2πR2
1

(
iωR2

1

σ(ω)β2
Lm

− R1

(ε0 + εb)βLm

)
ρb+Lmρ

b
Lm

=
∑
Lm

2πR2
1

R1

(ε0 + εb)βLm

(
ω2

ω2
Lm

− 1

)
ρb+Lmρ

b
Lm (4.2)

here ρb+Lm and ρbLm are the plasmon creation and annihilation operators in the disk.

L and m are the angular and radial quantum number, respectively. The plasmons

in the two identical layers separated by a distance d = 0.35nm are coupled via

Coulomb interaction that result in splitting of the frequencies of the coupled modes.

The Coulomb interaction between the two layers has the form∫
d3r1

∫
d3r2

ρ+
b (r1)ρt(r2)

|r1 − r2|
=

∫
d3r1ρ

+
b (r1)

∫
d3r2

ρt(r2)

|r1 − r2|

=

∫ R1

0

∫ 2π

0

r1dr1dθ1ρb(r1, θ1)φt(r1, θ1, z1 = 0)

=
∑
Lmm′

ALmm′ρ
b+
Lmρ

t
Lm′ (4.3)

where ρb and φt are the bottom layer plasmon charge density and the potential from

the top layer plasmon charge density, respectively, have the form:

ρb(r) =
∑
Lm

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

ρbLmJL

(
βLm
R

r

)
eiLθδ(z) (4.4)

φt(r) =
∑
Lm′

√
2β2

Lm′

(β2
Lm′ − L2)[JL(βLm′)]2

1

ε0 + εb

ρtLm′

βLm′/R2

JL

(
βLm′

R
r

)
eiLθe−

βLm′
R

(d−z)

(4.5)
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And according to integral equation ([68]):

∫ R1

0

rdrJL

(
βLm
R1

r

)
JL

(
βLm′

R2

r

)
=
βLm′

R1

R2
JL (βLm) J

′
L

(
βLm′

R1

R2

)
(βLm
R1

)2 − (
βLm′
R2

)2
(4.6)

here J
′
L

(
βLm′
R2

R1

)
= d

d(
βLm′
R2

r)
JL(

βLm′
R2

r)|r=R1 . Finally, we can determine Coulomb

interaction matrix:

ALmm′ =
2πR1

ε0 + εb

√
2β2

Lm

(β2
Lm − L2)[JL(βLm)]2

√
2β2

Lm′

(β2
Lm′ − L2)[JL(βLm′)]2

× J
′

L

(
βLm

R1

R2

)
JL (βLm)

(βLm
R1

)2 − (
βLm′
R2

)2
e−

βLm′
R

d (4.7)

The generalization of the Lagrangian for the case of the two layers graphene is

L =
∑
Lm

2πR2
1

R1

(ε0 + εb)βLm

(
ω2

ω2
Lm

− 1

)
ρb+Lmρ

b
Lm

+
∑
Lm′

2πR2
2

R2

(ε0 + εb)βLm′

(
ω2

ω2
Lm′
− 1

)
ρt+Lmρ

t
Lm

−
∑
Lm′m

ρt+Lm′ρ
b
LmALm′m −

∑
Lmm′

ρb+Lmρ
t
Lm′ALmm′ (4.8)

here we assume the layers have the same conductivity. The first term and second

term in Eq.4.8 stand for the uncoupled Lagrangian of the bottom disk with radius R1

and the top disk with radius R2 respectively. The last two terms express Coulomb

interaction between the two layers. The Lagrangian can be written in the matrix

form which reads as

L =

2πR2
1

{
R1

(ε0+εb)βLm

(
ω2

ω2
Lm
− 1
)}

δmm′ −ALmm′

−ALm′m 2πR2
2

{
R2

(ε0+εb)βLm′

(
ω2

ω2
Lm′
− 1
)}

δmm′


(4.9)

The angular quantum number L is preserved in this Lagrangian. Solution of

Eq.4.9 exists when the determinant of the system is equal to zero: det|L| = 0. We

can obtain hybridized frequency of surface plasmon due to the Coulomb coupling

between the monolayer and the graphene disk.
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4.0.2 Scalar Perturbation for Describing the Rotationally

Mismatched Heterostructure

Rotationally mismatched lattices of the disk and the monolayer produce a moiré

pattern. At a small angle of rotation such a moiré pattern could have a large super-

lattice constant. The pattern with a hexagonal symmetry and a central peak was

observed in the experiments as shown in Fig.3.1. The size scale of this pattern is

too large to attribute this to the graphene lattice with the lattice constant ∼2.54Å.

Fig.4.2 shows the moiré pattern with a superlattice constant L = 106.7nm at rel-

ative rotation angle χ = 0.98◦, which could produces a hexagonal perturbation.

Calculation of the electronic structure of rotationally mismatched graphene bilayer

is a complicated task. Instead, we propose a phenomenological model which can

capture the main physics of the effect for the hybrid plasmon modes.

We construct a triangular perturbation to mimic the shape of a moiré superlattice

generated by the two mismatched layers. This scalar perturbation varies in the real

space as shown in Fig.4.3. Assuming the perturbation due to the moiré pattern

varies smoothly, we write the perturbation function as a Fourier series:

V (r) =
∑
G

VGe
i ~G·~r

= V0 + V1

(
eiGy + e−iGy

)
+ eiGy/2eiG

√
3

2
x + V1e

iGy/2eiG
−
√

3
2
x

+ V1e
−iGy/2eiG

√
3

2
x + V1e

−iGy/2e−iG
−
√
3

2
x

= V0 + V1

(
2 cos(Gy) + 4 cos(Gy/2) cos(G

√
3

2
x)

)

= V0

(
1 +

V1

V0

(
2 cos(Gy) + 4 cos(Gy/2) cos(G

√
3

2
x)

))
(4.10)

where G is the moiré pattern reciprocal lattice vector G = 4π
3L

, VG is the Fourier

expansion constant and we keep the two lead terms in the series. This function may

describe the periodic modulation in the charge density of misoriented bilayer and

therefore modulation in the Fermi energy.

EF = E0
F (1 + ξF (r)) (4.11)
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where F (r) = 2 cos(Gy)+cos(Gy/2) cos(G
√

3
2
x) is the model function to describe

phenomenologically moiré pattern, ξ is the unitless strength of the perturbation.

Then the kinetic energy term becomes

K =

∫ R1

0

∫ 2π

0

ρ(r, θ)(
iωR2

1

σ(ω)β2
Lm

)ρ(r, θ)rdrdθ

=
π~2ω2R2

1

e2β2
Lm

∫ R1

0

∫ 2π

0

ρ(r, θ)
1

E0
F (1 + ξF (r))

ρ(r, θ)rdrdθ

≈ π~2ω2R2
1

e2β2
Lm

∫ R1

0

∫ 2π

0

ρ(r, θ)
1

E0
F

(
1− ξF (r)

1 + ξF (r)

)
ρ(r, θ)rdrdθ

= K0 −
π~2ω2R2

1ξ

e2E0
Fβ

2
Lm

∫ R1

0

∫ 2π

0

ρ(r, θ)F (r)ρ(r, θ)rdrdθ

= K0 −
π~2ω2R2

1ξ

e2E0
Fβ

2
Lm

BLmL′m′ (4.12)

where K0 = 2πR2
1

R1

(ε0+εb)βLm

ω2

ω2
Lm

, B =
∫ R1

0

∫ 2π

0
ρ(r, θ)F (r)ρ(r, θ)rdrdθ. We add this

perturbation to the Lagrangian:

L =
∑

LL′mm′

2πR2
1

R1

(ε0 + εb)β1

{
ω2

ω2
1

(
δLL′δmm′ −

ξBLmL′m′

2πR2
1

)
− δLL′δmm′

}
ρb+1 ρb1

+
∑
LL′nn′

2πR2
2

R2

(ε0 + εb)β2

{
ω2

ω2
2

(
δLL′δnn′ −

ξBLnL′n′

2πR2
2

)
− δLL′δnn′

}
ρt+2 ρt2

−
∑
Lnm

ρt+2 ρb1ALnmδLL′ −
∑
Lmn

ρb+1 ρt2ALmnδLL′ (4.13)

here, ρ1 = ρLm, ρ2 = ρLn, β1 = βLm, β2 = βLn.

The Lagrangian can be written in the matrix form which reads as

L =

(
L11 L12

L21 L22

)
(4.14)

here L11,L22 are the Lagrangian of the bottom disk and the top graphene layer,

respectively. L12 and L21 are the Coulomb interaction between the two layers. In

our case, both angular quantum numbers L1 and L2 are up to 6 (0→ 6), but the

radial quantum number m1 is up to 5 (1→ 5) for the bottom disk and m2 is up to

50 (1→ 50) for the large top disk. Therefore, matrix L is 385×385 and α is 1 →
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385. The model perturbation due to the mismatched lattice results in the modified

plasmon dispersion such that the modes with different angular quantum numbers

can mix. We can obtain the modified plasmon dispersion due to mismatched lattice

from the determinant of the Lagrangian: det|L| = 0.

4.0.3 Discussion

The problem was soloved numerically. In Fig.4.4, we plot the plasmon wavefunction

at the frequency of ω = 1323cm−1, which contains the pattern resembling of L = 0

and L = 6 modes. We also plot the angular components of the wavefunctions in

Fig.4.4 (bottom). It shows that L = 0 and L = 6 harmonics have the largest

and approximately equal contribution. From the radial dependence of the angular

components of the wavefunction we can identify which radial modes are involved in

the mixed mode. Fig.4.5 and Fig.4.6 show the wavefunctions at frequency of ω =

1389cm−1 and ω = 1669cm−1, respectively. Both patterns indicate the plasmons

with strong coupling between L = 0 and L = 6 modes. Most of the hybrid modes

are non-bound plasmons, for example in Fig.4.7, the pattern shows the L = 2 mode.

While some of the modes are strongly confined inside the disk, fig.4.8 shows that the

amplitude of a wavefunction is larger inside than outside the disk at the frequency

of ω = 1322cm−1, and ω = 1621cm−1. While at the frequency of ω = 1389cm−1 and

ω = 1669cm−1 , we observe leaky modes. We stress that the confinement is due to

the step in the conductivity at the border of the bilayer graphene which has twice

layer charge density than that the monolayer, thus creating a ”refraction index”

step for the plasmon propagation.

4.1 Response function to a field of an External

Dipole

The total Hamiltonian of the system is
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Figure 4.2: Moiré pattern when i = 33 for rotation angle χ = 0.98◦.

H =
∑
α

~ωαρ+
αρα (4.15)
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Figure 4.3: Schematic of scalar perturbation function describing the moiré pattern effect.

Here α is the eigenfrequency of the surface plasmons in the bilayer. ρα is the plasmon

operator. The wavefunction of the surface plasmons in the bilayer has the form (note

that in this section we use ψ(r) to express the wavefunction of the surface plasmons,

and use ρ(r) to express the plasmon annihilation operator).

ψα(r) =

{∑
L1m1

ραL1m1
JL1

(
βL1m1

R1

r

)
eiL1θ1δ(z − z1),

∑
L2m2

ραL2m2
JL2

(
βL2m2

R2

r

)
eiL2θ2δ(z − z2)

}
(4.16)
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here ραLm is the amplitudes of |α〉 of the mixed plasmons in terms of non-hybridized

basis |Lm〉. The plasmon annihilation operator in the real space is expressed as,

ρ(r) =
∑
α

ραψα(r) (4.17)

The Hamiltonian due to the external potential can be expressed as:

Hext =

∫
d2rφext(r)ρ+(r)

=
∑
α

∑
L1m1

∫
d2rφext(r, z1)JL1

(
βL1m1

R1

r

)
e−iL1θ1(ραL1m1

)∗ρ+
α

+
∑
α

∑
L2m2

∫
d2rφext(r, z2)JL2

(
βL2m2

R2

r

)
e−iL2θ2(ραL2m2

)∗ρ+
α

=
∑
α

V αρ+
α

and Vα is the spinor representation of the coupling operator in |α〉 space,

Vα =

∑L1m1

∫
d2rφext(r, z1)JL

(
βL1m1

R1
r
)
e−iL1θ1(ραL1m1

)∗∑
L2m2

∫
d2rφext(r, z2)JL

(
βL2m2

R2
r
)
e−iL2θ2(ραL2m2

)∗


=

(
g1 · p
g2 · p

)
(4.18)

here g1 =
∑

L1m1

∫
d2r∇ 1

|r′−r| |z=z1JL1

(
βL1m1

R1
r
)
e−iL1θ1(ραL1m1

)∗,

and g2 =
∑

L2m2

∫
d2r∇ 1

|r′−r| |z=z2JL2

(
βL2m2

R2
r
)
e−iL2θ2(ραL2m2

)∗. We assume the per-

turbation is switched on ”adiabatically”. We therefore write

V(ω) = Ve−i(ω+iη)t (4.19)

where η → 0+. In terms of an exact unperturbed, time-independent ket basis set |β〉,
the perturbed ground state |g(t)〉 can be written, according to the time-dependent

perturbation theory

|g(t)〉 = |0〉+
∑
β

cβ(t)e−iωβt|β〉 (4.20)
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Here |0〉 is the ground state wavefunction with the ground state energy equal 0.

According to the Schrödinger equation:

i
∂|g(t)〉
∂t

= (H +Hext)|g(t)〉 (4.21)

Then the time-dependent coefficient is found from:

iċβ(t) = 〈0|Hext|β〉ei(ω−ωβ+iη)t (4.22)

Integrating the equation above from t = −∞ to ∞ gives

cβ(t) = − 〈0|H
ext|β〉

ω − ωβ + iη
e−i(ω+iη)t (4.23)

= −
∑
α

Vα〈0|ρα|β〉
ω − ωβ + iη

e−i(ω+iη)t (4.24)

We note that the charge density is given by the expectation value of ρr, thus we

assume that the charge density is zero in the vacuum state. Then we write

〈ρ+
α 〉 = −

∑
β

Vα〈β|ρ+
α |0〉〈0|ρα|β〉

ω − ωβ + iη
(4.25)

This allows us to find the average of the charge density operator in Eq.4.17:

ρ(r) =
∑
αβ

ψα(r)
Vα〈β|ρ+

α |0〉〈0|ρα|β〉
ω − ωβ + iη

=
∑
α

ψα(r)
Vα

ω − ωα + iη
(4.26)

where we use that 〈β|ρ+
α |0〉 = δαβ. The electric field of graphene at the position of
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r has the form

E(r) = −∇
∫ R

0

∫ 2π

0

ρ(r′)

|r− r′|
r′dr′dθ

= −
∑
α

∫ R

0

∫ 2π

0

∇ ψα(r′)

|r− r′|
r′dr′dθ

Vα

ω − ωα + iη

= −
∑
α

∫ R

0

∫ 2π

0

∑
L1m1

∇ 1

|r− r′| z′=z1
JL1

(
βL1m1

R1

r′
)
eiL1θ1ραL1m1

r′dr′dθ1
g1 · p

ω − ωα + iη

−
∑
α

∫ R

0

∫ 2π

0

∑
L2m2

∇ 1

|r− r′| z′=z2
JL2

(
βL2m2

R2

r′
)
eiL2θ2ραL2m2

r′dr′dθ2
g2 · p

ω − ωα + iη

= −
∑
α

g∗1g1 + g∗2g2

ω − ωα + iη
· p (4.27)

where the response function tensor has the form:

α̂ = −
∑
α

g∗1g1 + g∗2g2

ω − ωα + iη
(4.28)

4.1.1 Discussion

In Fig.4.9 we plot the frequency dependence of the zz component of the response

function to the external dipole placed in the middle or at the edge of the disk. We

can see multiple resonance peaks, and due to the Coulomb interaction between the

two layers the resonance peaks are shifted compared with the resonance frequencies

of the plasmons in the single disk. When the dipole is along the z axis and placed

at the center of the disk, the plasmon modes with L = 0 contribute to the response

function of a single disk. However with moiré perturbation, mixing of states with

a higher angular momentum is allowed. The wavefunciton of the plasmon modes

at the resonance peaks in Fig.4.9 contains large L = 0 component. In Fig.4.10, the

plasmon wavefunctions at the fixed dipole position r = (0, 0, 30nm) with different

dipole frequencies are plotted. At the frequency of ω = 1633cm−1, the plasmon

wavefunction in Fig.4.10(a) shows the L = 0, 3 pattern. And the plasmon wave-

functions in Fig.4.10(b) and (c) show the L = 0 pattern. We also notice that the

plasmon wavefunctions are strongly confined within the nanodisk at those frequen-

cies due to the larger conductivity of the bilayer structure. If the external dipole
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is off the center of the disk, for example, r = (100nm, 100nm, 30nm) in Fig.4.11

and r = (200nm, 0, 30nm), the patterns have complex shape, which indicates that

multiple plasmon modes are excited. At the position under the dipole, a stronger

excitation amplitude is observed which is due to the fact that the perturbation low-

ers the symmetry of plasmonic system so much that many multipoles are excited

simultaneously. In contrast to the case of a simple disk with axial symmetry, here

the tip (dipole) can produce a plasmonic localized image.

4.2 Conclusion

In this section, we considered the hybridization of the surface plasmons between the

monolayer and the graphene nanodisk. We demonstrated the shift of the hybrid

plasmon modes compare to the uncoupled plasmon modes in the nanodisk and

the monolayer graphene. Plasmon coupling between modes with different angular

quantum numbers occurs due to the rotationally mismatched lattice between the

disk and monolayer, which may induce a scalar perturbation within the graphene

disk. We also observe that the plasmon modes are strongly confined within the disk

due to the step in the conductivity at the edge of the disk. Different patterns of the

hybrid surface plasmons are observed.
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Figure 4.4: Top: Density plot of the plasmon wavefuction at the frequency of ω =
1323cm−1. Bottom: Angular components of the wavefunctions as a function
of the radial distance.
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Figure 4.5: Top: Density plot of the plasmon wavefuction at the frequency of ω =
1389cm−1. Bottom: Angular components of the wavefunctions as a function
of the radial distance.
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Figure 4.6: Top: Density plot of the plasmon wavefuction at the frequency of ω =
1669cm−1. Bottom: Angular components of the wavefunctions as a function
of the radial distance.
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Figure 4.7: Top: Density plot of the plasmon wavefuction at the frequency of ω =
1621cm−1. Bottom: Angular components of the wavefunctions as a function
of the radial distance.
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Figure 4.8: Absolute value of the plasmon wavefunction at θ = 0 as a function of the
radius distance. The dashed line indicates the position of the disk at r =
200nm.
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Figure 4.9: Frequency dependence of the real part and the imaginary part of the response
function of the system to a z-oriented dipole placed at the center of the
nanodisk (top) and at the edge of the nanodisk (bottom).
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Figure 4.10: Density plot of the plasmon wavefunction in the presence of a z-oriented
dipole placed at the center of the disk with the frequency, for (a)ω =
1633cm−1, (b)ω = 1138cm−1, (c)ω = 1460cm−1. The red dot at the center
shows the position of the external dipole, and the dashed circle indicate
the position of the disk.
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Figure 4.11: Density plot of the plasmon wavefunction in the presence of a z-oriented
dipole placed at the r = (100, 100, 30)nm with the frequency of ω = 1700.
The red dot at the center shows the position of the external dipole, and
the dashed circle indicate the position of the disk.
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Figure 4.12: Density plot of the plasmon wavefunction in the presence of a z-oriented
dipole placed at the r = (100, 100, 30)nm with the frequency of ω = 1323.
The red dot at the center shows the position of the external dipole and the
dashed circle indicate the position of the disk.
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Appendix A

Electron Self-Energy due to

Optical Phonon in Graphene

The electron-phonon interaction can induce many body effect and hot electron relax-

iation in graphene. The electron self-energy due to the electron-phonon interaction

in graphene at a temperature T is [72],

Σ(k, iωn) = −kBT
∑
ss′q

iωm|〈k + q, s′|gq|k, s〉|2D(q, iωm)G(k + q, iωm + iωn) (A.1)

Here ωm = 2πmkBT is the Matsubara frequency with the integer m, 〈k+q, s′|gq|k, s〉
is electron-optical phonon coupling matrix element.|k, s〉, |k + q, s′〉 indicate Bloch

eigenstates. D(q, iωm) and G(k + q, iωm + iωn) indicate phonon and electron Green

Function, respectively, that can be expressed as:

D(q, iωm) =
2ωq

(iωm)2 − ω2
q

(A.2)

G(k + q, iωm + iωn) =
1

iωm + iωn − Ek+q,s

(A.3)

where ωq stands for energy of optical phonon with wavevector q and Ek+q,s is an

energy of electronic state with band indix s and wavevector k + q.

The sum can be taken over boson frequency, then Σiωm is calculated by a contour

99



integral. We then define a function

f(z) = D(q, z)G(k + q, z + iωn)n(z) (A.4)

n(z) is boson distribution function.

n(z) =
1

eβ~z − 1
(A.5)

When z → iωm, we get

limz→iωmf(z) =
1

β
D(q, iωm)G(k + q, iωm + iωn) (A.6)

According to the method of Residues, sum over all residues is zero,

Res(z → iωn) + Res(z → ωq) + Res(z → −ωq) + Res(z → iωm + Ek+q) = 0 (A.7)

here

Res(z → ωq) =
n(ωq)

iωn + ωq − Ek+q

(A.8)

Res(z → −ωq) = − n(−ωq)

iωn − ωq − Ek+q

(A.9)

Res(z → −iωn + Ek+q) =
2ωqn(−iωn + Ek+q)

(iωn − Ek+q)2 − ω2
q

(A.10)

substituting into Eq.A.6, we get

1

β
D(q, iωm)G(k + q, iωm + iωn)

= − n(ωq)

iωn + ωq − Ek+q

+
n(−ωq)

iωn − ωq − Ek+q

− 2ωqn(−iωn + Ek+q)

(iωn − Ek+q)2 − ω2
q

(A.11)

and

2ωq

(iωn − Ek+q)2 − ω2
q

=
1

iωm − ωq − Ek+q

− 1

iωm + ωq − Ek+q

(A.12)

n(−ωq) = −(1 + n(ωq)) (A.13)

n(−iωn + Ek+q) = −f(Ek+q) (A.14)
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Then electron self energy due to interaction with optical phonon in graphene has

the form:

Σ(k, ω)ph

=
∑
q,ss′

| < k + q, s′|gq|k, s > |2
[
n(ωq) + 1− fk+q

ω − Ek+q − ωq + iδ
+

n(ωq) + fk+q

ω − Ek+q + ωq + iδ

]
=

g2
0

2

∑
q,ss′

(1∓ ss′cos(θk+q + θk − 2θq)

×
[
n(ωq) + 1− fk+q

ω − Ek+q − ωq + iδ
+

n(ωq) + fk+q

ω − Ek+q + ωq + iδ

]
=

g2
0

2

∫ 2π

0

dθkq

∫
qdq(1∓ ss′cos(θq+k,q + θkq))

×
[
n(ωq) + 1− fk+q

ω − Ek+q − ωq + iδ
+

n(ωq) + fk+q

ω − Ek+q + ωq + iδ

]
(A.15)

where ωq ≈ 0.2eV is the graphene longitudinal/transverse optical phonons near Γ

point. n(ω) (f(ω)) is thermal distribution function of optical phonons (electrons) in

graphene. gq = 0.0405eV 2 [72] is electron-phonon interaction constant. cos(θq+k,q +

θkq) = cos(θk+q+θk−2θq), θqk is the minimal angle between two vectors k,q. Since

θq+k,q ≈ 2θkq − π for small k, and∫
d2q

(2π)2
δ(E − Eq) =

|E|
2π(~vf )2

, (A.16)

the imaginary part of Σ(k, ω)ph can be expressed as

Im[Σ(k, ω)ph]

=
g2

0

2

∫
qdq

× δ(ω − ω0 − Ek+q)

[
n(ω0) + 1− fk+q

ω − Ek+q − ω0 + iδ

]
+ δ(ω + ω0 − Ek+q)

[
n(ωq) + fk+q

ω − Ek+q + ωq + iδ

]
=

g2
0

2

(
|ω − ω0|
2π(~vf )2

(n(ω0)− f(Ek+q)) +
|ω + ω0|
2π(~vf )2

(n(ω0) + f(Ek+q))

)
(A.17)
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The real part of the electron self-energy can be obtained using the Kramer-Kronig

relations,

Re[Σ(k, ω)ph] =
1

π
P

∫ ∞
−∞

Im[Σ(k, ω′)ph]

ω′ − ω
dω′ (A.18)

The real part is related to the frequency shift of the electron due to scattering with

optical phonons. The imaginary part tells about electron life time via

τ = ~/2Im[Σ(k, ω)ph]. (A.19)
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