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Abstract

In this work, transient grating pump and probe experiments are used to investigate

excitonic processes in the rubrene single crystal. Rubrene is a high quality organic

crystal with particularly intriguing material properties that make it interesting for

the study of various physical processes of importance for optoelectronics.

On the nanosecond time scale we find that bimolecular interactions cause a pho-

toinduced excited state density on the order of ∼ 0.5× 1020 cm−3 — corresponding

to an average distance of ∼ 3 nm between individual states — to decrease by a

factor of two after 2 ns, following a typical power-law decay. We assign the observed

power-law decays to high-density interactions between excited states. Because of

the high efficiency singlet exciton fission observed in rubrene, these bimolecular in-

teractions are likely those between triplet excitons or a singlet exciton and a pair of

triplet excitons in a coherent quantum superposition.

Transient grating experiments performed on the picosecond time scale are then

used to track the build-up of the photoinduced excited state. The build up to a quasi

steady-state amplitude of the grating within 10 ps is consistent with the affirmation

that the build-up tracks the creation of triplet states by singlet fission, which then

implies the bimolecular interactions seen on the nanosecond time scale are indeed

those of triplets or the coherent quantum superposition of a singlet and a pair or

triplet excitons.

Lastly we use the transient grating techniques in a spectroscopic capacity in

order to track how the observed grating dynamics and the exciton dynamics that

can be inferred from it depend on the energy of the photons used for excitation,

which determine the initial excitation energy deposited in the material and the
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vibrational mode of the excited state. We find that the time it takes to create

triplet excitons by fission increases with increasing excitation energy, and once an

excitation threshold of ∼ 2.7 eV is passed, corresponding to approximately the

third vibronic resonance of the singlet state, we loose the ability to track the triplet

population in our experiment.
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Chapter 1

Introduction

The physics of energy dynamics in organic molecular crystals is an appealing area

of study due to the prospect of developing organics for use in optoelectronic devices.

This dissertation will present the results of pulsed laser light creating an excitation

in an organic molecular crystal, and how that excitation evolves over time.

Molecular crystals bound via van der Waals forces have several unique properties.

Van der Waals forces are significantly weaker than covalent bonds, and therefore

molecular crystals are characterized by flat valence and conduction bands that result

in low charge mobility. They have high exciton binding energies, up to ∼1.5 eV [1],

allowing excitonic effects to dominate the optical response at room temperature and

making it hard for excitons to dissociate into free carriers.

Some organic crystals find themselves in a class of molecular crystals that exhibit

semiconductor-like characteristics. For this reason there has recently been great

focus on researching organic crystals, as organic materials are poised for development

in optoelectronic devices such as organic photovoltaics (PV) [2–5], organic light

emitting diodes (OLED) [6, 7], and organic field effect transistors (OFETS) [8, 9].

Before that development can most efficiently be done, energy transport in organic

crystals must be properly understood. As an example, the ability to develop organics

for use in photovoltaic devices relies on the creation of many excitons that can

then dissociate into free carriers. Singlet fission, where an excited state singlet

spontaneously splits into two triplets states, exhibits much potential to create a
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large population of excitons with a long diffusion length after photoexcitation.

This dissertation will present studies into the inter-molecular interactions that

occur during exciton fission with the intent to develop a better fundamental picture

of singlet and triplet interactions in organic molecular crystals. This will be ac-

complished by investigating the physical mechanisms of exciton dynamics in single-

crystal rubrene via pump and probe experiments.

Rubrene is an anisotropic, single-crystal organic molecular material. This crystal

is of interest for fundamental study due to its long triplet exciton diffusion length

and relatively high hole mobility compared to other organic materials. These traits

provide the opportunity to study transport in a high-quality, ordered molecular sys-

tem. The results obtained by studying rubrene can then be applied to other ordered

systems for use in developing opto-electronic devices such as organic photovoltaic

cells.

The focus of this work will be on the creation of triplet excitons via singlet

fission, and how those triplets interact once created. The singlet fission process has

been shown to be very efficient in rubrene, therefore leading to a large population of

triplets after pulsed photoexcitation. The mechanisms that govern singlet fission are

not well known, with lots of conflicting data and interpretations in the literature.

We intend to clear up some of the confusion.

We will investigate exciton dynamics by use of pulsed, wavelength tunable lasers

to perform pump and probe transient grating experiments. Transient grating ex-

periments are based on the photoexcitation of a spatial excited state distribution.

These experiments use the interference pattern between two optical pulses, followed

by the detection of the resulting absorption or polarizability changes by diffraction

of a time-delayed probe pulse from the resulting grating. Compared to the straight

detection of a photoinduced absorption, transient grating experiments are charac-

terized by a backgroundless signal that allows the detection of both absorption and

refractive index changes with a higher sensitivity.

In Chapter 2 we will detail the experimental techniques used in this work and

what may be detected by these techniques. Chapter 3 will present a review of

molecular crystals and the fission process, in addition to describing the rubrene

4



single crystal. Chapter 4 will discuss transient grating dynamics in rubrene on a

nanosecond time scale. Chapter 5 will present transient grating experiments on

the picosecond time scale that, among other things, confirm our assignment of the

excited state studied in Chapter 4. Chapter 6 will review the evolution of the

transient grating response observed on the picosecond time scale as the wavelength

of the excitation and detection light is varied, and the spectroscopic insights that

can be gained from it.
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Chapter 2

Pump & Probe Transient Gratings

The interaction of light and matter can produce amazing photo-physical results.

Plants use absorbed sunlight to convert water and carbon dioxide into glucose in

order to produce their own food. When ultra-violet light is absorbed by human

skin it can damage the skin cell’s DNA, resulting in a wicked burning of flesh.

The absorption of sunlight by a semiconductor can ultimately result in the flow of

electrical current. When light and materials meet, interesting physics is often afoot.

The advent of the laser in 1960 provided the coherent and intense light pulses

necessary to better observe light-matter interactions, allowing the study of the time

dynamics of electronic processes. With the development in 1965 of lasers that could

generate short, picosecond pulses, experiments could be performed where a sample

is excited by one short pulses (the pump), then another pulse passes through or is

reflected from the surface of the sample (the probe). For this reason, these types of

experiments are often referred to as ‘Pump & Probe’. Delaying the probe pulse al-

lows the excitation to be monitored as it evolves in time. The pulse width ultimately

determines the time resolution with which these processes can be monitored.

The use of pulsed lasers allows for the observation of fast dynamics inaccessible

via other methods. Physical processes associated with the creation of excitons in

molecular crystals and the transfer of energy thereafter are an example of phenomena

whose study can benefit from such high time resolution.

A pulse of light can locally (in that spot where the light is) change the material

6



properties of the sample, for example the complex index of refraction of the material.

When a probe pulse then passes through the region of modulated complex index of

refraction, the probe pulse will be altered in some way; it will either undergo a phase

shift if the real part is changed (the standard interpretation of index of refraction)

or absorbed differently if the imaginary part is changed.

It is possible to spatially modulate the excitation caused by the pump by using

two pump pulses that interfere. The resulting interference pattern will create alter-

nating regions of high and low intensity light. Since material properties such as the

complex index of refraction are altered by the light intensity, the alternating inten-

sity will produce a periodic modulation of the complex refractive index. Arranging

the propagation direction of the probe pulse to be at the Bragg angle allows one to

detect the strength of the grating by detecting of the Bragg diffracted intensity.

By delaying the arrival time of the probe pulse, the time evolution of the diffrac-

tion grating may be observed. Transient gratings are a particularly versatile phe-

nomenon. This chapter will discuss the creation of this transient grating via pho-

texcitation as a method for monitoring the time dynamics of molecules brought to

an excited state by the absorption of light.

2.1 Creating the Transient Grating: Interference

Patterns and Complex Refractive Index

In this work we observe the time dynamics of an excitation by detecting the re-

laxation of the photoinduced transient grating. The principles of transient gratings

lie in the use of the interference pattern between two optical pulses to photoexcite

a spatially modulated excited state distribution, followed by the detection of the

resulting absorption or polarizability changes by diffraction of a time-delayed probe

pulse from the grating.

To create the transient grating, we start with two pulses with wave vectors k1

and k3 and electric field amplitudes of E1 and E3, respectively, crossing in the bulk

of the material. The intensity of each pulse is proportional to the square of its

7
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Figure 2.1: Two beams, k1 and k3 creating an interference pattern, and counterpropa-
gating beam k2 passing through to be diffracted.

electric fields, Ii ∝ |Ei|2. When the two pulses interfere they create a sinusoidal

interference pattern inside the material.

If we set the grating wavevector along the y-direction, the periodic modulation

of the light is described by

I = I0 [1 +m0 cos(kgy)] (2.1)

where I0 = I1 + I3 is the sum of the intensities of the two interfering pulses for light

polarized perpendicular to the plane of incidence, m0 is a modulation index given

by 2
√
I1I2/I0, and kg is the modulus of the grating wavevector, which depends on

the grating spacing as

kg =
2π

Λ
, (2.2)

where Λ is the modulation period of the grating, as

Λ =
λ

2 sin θ
(2.3)

where λ is the wavelength of light and θ is the half angle between the propagation

directions of the two interfering pulses.
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Fig. 2.1 shows an example of this interference pattern when the two interfering

pulses enter the sample from the same surface to create an interference pattern with

a wavevector kg = k3 − k1 along the y-direction.

When an electromagnetic wave propagates inside a material, its velocity is ef-

fected. The index of refraction determines how the velocity changes, and is defined

as the ratio of the vacuum speed of light and that in the medium, n = c
v
, with

the phase velocity being the ratio of the frequency and the wavevector, v = ω
k
. As

the electromagnetic wave passes through the medium, it can also be attenuated by

absorption. The attenuation can be taken into account if we define a complex index

of refraction,

ñ = nR + inI , (2.4)

where nR is responsible for the change in velocity (simply the n described above)

and nI is responsible for the attenuation.

Consider a plane wave propagating in the y-direction,

~E = Re
[
~E0e

i(ky−ωt)
]
. (2.5)

If we recast this equation as a function of the complex index of refraction where now

ñ = c
v
, we obtain, after some arithmetic gymnastics,

~E = Re
[
~E0e

iω([ñy/c]−t
]
. (2.6)

Substituting ñ = nR + inI yields

~E = Re
[
~E0e

iω([nRy/c]−t) e
−ωnI

c
y
]

(2.7)

where the first exponential describes how the wave propagates in the y-direction

with velocity c/nR, and the second exponential term describes how the wave is

attenuated as it propagates in the y-direction.

As the intensity of the wave is proportional to the square of its electric field, the

intensity for a wave traveling through a medium is therefore attenuated as

I(y) = I0e
−2

ωnI
c
y = I0e

−αy, (2.8)
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where α ≡ 2ωnI

c
is the absorption coefficient.

Light can influence the real and imaginary part of the refractive index as it

passes through the medium [10]. This influence is due to the fact that the sample’s

molecules have been promoted to an excited state, altering the absorption and the

permittivity ε of the sample. The permittivity is related to the refractive index as

n =
√
εµ, where µ is the magnetic permeability. Any change to the permittivity will

then change the refractive index. Since the light is modulated due to an interference

pattern, the permittivity and therefore refractive index are also modulated. This

results in the establishment of a diffraction grating in the bulk of the sample created

by parallel planes of alternating index of refraction (or coefficient of absorption).

Diffraction will always occur for any change in the index of refraction. The ability

to detect this change depends on whether the change in refractive index or absorption

is large enough. For example in our experiments this detection limit corresponds

to 4n = 1 × 10−6 for a 1 mm thick sample. For such an index modulation, the

amplitude of the diffraction grating and its time-dependence can be determined by

diffraction of the time-delayed probe pulse. A portion of the probe pulse will be

diverted from its transmitted path, radiating a fourth pulse from inside the bulk of

the material; the detected signal. The period of this modulation may be altered by

adjusting the crossing angle (θ in Eqn. 2.3) for the pump pulses.

2.2 Experimental Geometries

Once the transient grating is established, the passage of a probe beam with wavevec-

tor k2 (see Fig. 2.1) through the grating will result in the radiation of the signal

pulse in thick samples as long as the probe pulse satisfies the Bragg condition. The

Bragg condition requires phase matching between the radiated signal k4 and the

input beams, and is achieved when k4 = k1 + k2 - k3. Any radiation that does

not match the Bragg condition will not be diffracted by a thick grating. Diffraction

from a thin grating is possible, and will be addressed in section 2.4.

There are two practical geometric configurations that ensure phase matching and
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Figure 2.2: Phase Conjugate configuration used to achieve phase matching in the Bragg
condition [11]. Beams k1 and k3 are the pump beams that interfere to create
the transient grating. The probe beam k2 travels counterpropogating to k1

and is diffracted. Beam k4 is the detected beam that travels counterpropa-
gating to k3.

that the Bragg condition is met: phase conjugate and forward facing.

In the phase conjugate configuration, the pump beams k1 and k3 enter the

sample from the plane of incidence at one surface of the sample, while the probe

beam k2 enters the sample in the plane of incidence from the other surface. To

satisfy the Bragg condition, k2 must be counterpropagating to k1. Fig. 2.2 from

Ref. [11] shows the necessary geometry at the surface of the sample.

In the forward facing configuration, all three beams are incident at the same

surface of the sample. This geometry requires that the two pump beams k1 and k3

propagate through two corners a square while the probe beam k2 passes through

a third corner to ensure the Bragg condition. Fig. 2.3 from Ref. [11] shows the

proper location of each beam. In this scenario, the radiated signal beam k4 must

then propagate such that it passes through the fourth, empty corner of the square.

An interesting aspect of the forward facing configuration is the ability to see

additional radiated waves due to other, non-Bragg matched diffraction processes

when the grating is thin enough. In Fig. 2.4 the smaller green circles represent the

diffraction due to three interacting beams. The k4 beam that completes the square

11



Figure 2.3: Forward facing configuration used to achieve phase matching in the Bragg
condition [11]. Beams k1 and k3 are the pump beams that interfere to
create the transient grating. Beam k2 is the probe beam. The three beams
propagate such that their wavevectors pass through three corners of a square
at all times. The radiated beam k4 passes through the fourth corner of the
square.

is the phase matched beam that results from first order Bragg diffraction from the

transient grating. The other two k4 beams are from the non-phase-matched first

order Raman-Nath diffraction (see section 2.4), and the blue squares are signals

from two-beam self diffraction. The blue squares can occur before, at, and after

time zero, depending on which of the two light pulses arrive at the same time in the

sample.

In this work the phase conjugate set-up will be used to do long time scans of the

decay of the transient grating, which will be discussed in Chapter 4. The forward

facing set-up will be used to monitor the build-up of the transient grating by doing

shorter scans with a smaller time resolution than that of the phase conjugate set-

up, with discussions following in Chapters 5 and 6. The long and short scans are
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k4 = k1 - k2 + k3

k = 2k3 - k1

Figure 2.4: Graphical representation of the wavevector coordinates of the interacting
beams. The small green circles, indicated by k4 are the waves radiated by
Bragg and Raman-Nath diffraction. The wave k4 lying on the kx axis is
the detected signal. The blue squares represent waves radiated due to other
diffraction processes.

possible due to the two different lasers operating in each experimental set -up.

2.3 Description of the Experimental Set-Ups

In the phase conjugate configuration, the generated second harmonic pulse (λ =

532nm) from an Ekspla PL2143B Nd:Yag pulsed laser operating at 10 Hz with a

pulse length of ∼ 20 ps and maximum output of ∼ 20 mJ is used. The output pulse

is sent through two beam splitters to produce the three input pulses. The path of
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Figure 2.5: Phase conjugate experimental set-up.

the probe pulse involves a Newport retroreflector mounted on an OWiS motorized

track that can increase the path length of the probe by 3 m relative to the fixed

excitation pulses. This distance allows the arrival time of the probe pulse to be

delayed up to 10 ns after the creation of the transient grating. The phase conjugate

set-up has the benefit that the crossing angle of the two pump pulses can easily be

changed by moving only the path of k3, see Fig. 2.5.

The importance of the retroreflector can not be stressed enough. A retroreflector

is a device that reflects a beam exactly parallel to but in the opposite direction of

the incident beam. They can be seen in everyday use in reflective roadsigns. Very

precise alignment of the pulse paths is essential to obtaining reliable results from

a transient grating experiment. To ensure that the beam does not move while the

motorized track increases the delay, it is imperative that the probe beam arrive at the

retroreflector parallel to the direction in which the motorized track moves. As stated
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above, any deviation of the pulse from the path required by the Bragg condition

would result in a loss of signal. More importantly, slight changes in the position of

the probed spot could affect the experimental results. In the most extreme case, if

the probe were to move to a spot that does not contain any grating while the timing

is being changed, the signal would be completely lost. The probe pulse becomes

very susceptible to deviations as its delay is increased by the motorized track.

Inhomogeneities in some sample’s structure have the potential to produce a great

amount of scattering if the probe pulse’s path is deviated even slightly, which would

obscure detection of the radiated signal pulse. Use of the retroreflector ensures

that the location of the probe pulse inside the sample does not deviate from the

area defined by the transient grating, therefore minimizing the possibility of any

deviation from the required path as the delay line for the probe is increased, allowing

an accurate detection of our radiated signal.

The path of one of the excitation pulses involves a mounted dove prism to make

precision adjustments to its path length to guarantee it arrives completely time

coincident with the other excitation pulse. The two excitation pulses arrive at one

interface of the sample with their bisectrix parallel to the normal of the sample. The

probe pulse arrives at the sample on the other side of the crystal, counterpropagating

to one of the excitation pulses, while the generated signal pulse travels counterprop-

agating to the other excitation pulse. This makes it quite easy to find the radiated

signal, since it will propagate exactly counter to one of the pump beams. A beam

splitter needs only to be placed along the path of the signal to redirect it towards

a photomultiplier tube. This photomultiplier tube is coupled to an oscilloscope and

a boxcar integrator that is connected to a computer to record the signal amplitude

as a function of time.

In the forward facing configuration, the output of a Clark MXR Ti:Sapphire

pulsed laser operating at 1 kHz with a pulse of a full width at half maximum

(FWHM ) of ∼ 1ps. This output pumps a Light Conversions Traveling Wave Optical

Parametric Amplifier System (TOPAS), which allows the wavelength of the pulse to

be tuned between 0.4 µm and 3 µm. Once the desired wavelength has been selected,

the pulse is then sent through two beam splitters to create the three input pulses.
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Figure 2.6: Forward facing experimental set-up.

One of the excitation pulses goes through a translational stage to again ensure it

arrives completely time coincident with the other excitation pulse, and the probe

beam is sent to a ThorLabs retroreflector mounted on a Zaber motorized track to

control the arrival time at the sample. The length of this track allowed for a delay

of up to 200 ps after creation of the transient grating, compared to the 10 ns delay

allowed by the phase conjugate set-up. Fig. 2.6 shows the complete experimental

set-up.

The configuration in the forward facing set-up results in the detected signal

traveling in the same general direction as the transmitted pump and probe pulses.

Therefore the signal pulse must be isolated and directed to a photomultiplier tube

that is again connected to an oscilloscope and boxcar integrator connected to a

computer that monitors the time dependence of the signal amplitude.

In the forward facing set-up it is much more complicated to alter the crossing

angle of the pump pulses. We therefore keep the angle fixed for measurements in
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this configuration. A very big advantage of the laser system used in this set-up

is that it incorporates the TOPAS optical parametric amplifier, and thus has the

benefit of allowing experiments to be performed at different wavelengths, which is

not possible in our phase conjugate set-up.

2.4 Detected Responses

While the pump pulses are incident on the sample, they are exciting the molecules.

The amplitude of the detected signal versus the time delay of the probe pulse can

tell us much about the mechanisms of that excitation. It may present as an instan-

taneous peak if the response happens on a time scale much shorter than the pulse

length. It could appear as a step from energy being deposited within the lifetime

of the pulse. If a process takes much longer than the lifetime of the pulse we would

be able to observe, for example, the exponential build-up or decay of a state. These

types of responses will be discussed in the next few sections.

2.4.1 Degenerate Four Wave Mixing: The Instantaneous

Response

When the probe pulse being diffracted by the grating has the same frequency as the

two excitation pulses, the coupling of these three input pulses results in the creation

of a fourth pulse of equal frequency. When the response of the system happens much

quicker than the pulse length, the diffracted signal will build to a maximum at time

t = 0 ps and then relaxes again in a time related to the FWHM of the laser pulse.

This instantaneous process is called degenerate four wave mixing (DFWM). It is

a third order nonlinear process because there are three input pulses and nonlinear

because it depends on the nonlinear susceptibility, χ
(3)
ijkl, as it appears in the complex

amplitude of the induced polarization.

P(3)
i (ω,k4) =

3

2
ε0χ

(3)
ijkl(−ω,−ω, ω, ω,−k4,k3,k2,k1)Ej(−ω,−k3)Ek(ω,k2)El(ω,k1)

(2.9)
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Figure 2.7: Instantaneous non-linear response in a sample of Bi12GeO20 taken at 460
nm using the forward facing configuration. The signal reaches a maximum
at a delay of t02 = 0 ps for the probe pulse. The solid line is a Gaussian
fit to the data with a time constant of τInst = 0.72 ps, corresponding to a
FWHM for the laser pulses that create the signal of 0.98 ps.

Fig. 2.7 shows a typical result from a DFWM experiment. Note that the signal

begins to grow as the probe pulse delay approaches zero, and achieves peak ampli-

tude at a delay of t = 0 ps, indicating that all three input beams are temporally

overlapped.

Fig. 2.8 represents three Gaussian pump pulses overlapping in time. The overlap

of the probe pulse with the already time coincident pump pulses is responsible for

the the signal we detect. When the probe just begins to overlap the pump pulses,

the signal starts appearing, and then as the probe is completely synchronized with

the pumps, the signal reaches its maximum. Then as the pump delay time increases

to greater than zero, the probe arrives after the the pump pulses and the signal

decreases. The resulting signal is itself in the form of a Gaussian, ∼ e−(t/τ)2 .

The intensity of the generated signal is proportional to the intensities of the
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Figure 2.8: Probe pulse arriving at the grating at some delayed time t02. The overlap
of the three pulses, marked by the grid, represents the portions of intensity
of the three beams that are responsible for the signal energy at t02.

three input beams,

I4(t) ∝ I1(t)I2(t)I3(t) =
[
I1(0)e−[(t−t01)/τ ]2

] [
I2(0)e−[(t−t02)/τ ]2

] [
I3(0)e−[(t−t03)/τ ]2

]
,

(2.10)

where the Ii(0) are the maximum intensities of the pump and pulse beams, the t0i

are the delay times of each beam, and τ is the pulse duration as determined by the

laser. Since all three beams originate from the same laser, τ is the same for all three

beams.

In the transient grating experiments, the pump beams k1 and k3 are fixed spa-

tially with complete temporal overlap. We can therefore set t01 = t03 = 0 ps, and

integrate over all time to determine the energy of the generated signal.

E ∝ I1(0)I2(0)I3(0)

∫ ∞
−∞

[
e−(t/τ)2

]2

e−[(t−t02)/τ ]2dt (2.11)

E ∝ I1(0)I2(0)I3(0)

√
π

3
τe−

2
3

(t02/τ)2 (2.12)

where we see that the energy of the radiated signal varies as a function of t02, the

delay time of the probe beam as controlled by the motorized track.
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The time constant τ that appears in Eqns. 2.10, 2.11 and 2.12 gives the duration

of the laser pulse. If the Gaussian profile of the laser pulse is fit with an equation

in the form of e−(t/τ) and the Gaussian signal that results from diffraction (see Fig.

2.7) is fit with an equation in the form of

y ∝ e−(t/τInst)
2

, (2.13)

the resulting time constants are related as

τ =

√
2

3
τInst = 0.8165τInst. (2.14)

Since τ and the FWHM of the laser pulse are proportional to each other as FWHM =

2τ
√

ln 2, and the same relationship is valid for the FWHM of the data measured in

a transient grating scan, then the FWHM of the laser pulse can be related to the

FWHM of the detected signal:

FWHMPulse =

√
2

3
FWHMInst. (2.15)

2.4.2 Excited State Decay

In some materials, the modulation of the material properties lasts long after t =

0 ps. In these cases we can no longer consider only the instantaneous DFWM

response, but must take into account the lifetime of the transient grating that is

caused by the photoinduced refractive index or absorption change resulting from

a long lived excited state of the molecules. This long lived component is detected

by measuring its diffraction efficiency over time, that is, the ratio of the diffracted

pulse’s amplitude to the amplitude of the incident probe pulse. Kogelnik [12] derived

an expression for the diffraction efficiency of a thick holographic gratings as

η = e−2αL|sin [LA(t)]|2, (2.16)

where

A(t) =
π

λ
∆n(t) + i

∆α(t)

4
, (2.17)
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Figure 2.9: Example of the decay in Rhodamine 6G solution of an excited-state transient
grating with a spacing 1.83 µm. The small peak at zero represents the
instantaneous non-linear response. The solid line is a fit to an exponential
decay. Inset: The first 200 ps showing immediate build-up and the initial
decay in Rhodamine 6G.

α represents the mean coefficient of absorption, L = d/ cos θ is the interaction length

determined by the thickness of the sample and the incident angle, λ is the wavelength

of the probe beam, and ∆n and ∆α are the modulated amplitudes of the refractive

index and of the absorption coefficient, respectively.

The formulation above assumes a uniform absorption component. In the case

where the grating is written by beams that are absorbed, and therefore has a depth

profile, Eqn. 2.16 is no longer accurate. The attenuation of the pump beams must

then be taken into account with an attenuation factor Aα described as [13]

Aα =
1− e−αL

αL
e−αL/2, (2.18)

where α continues to represent absorption coefficient, and L is the sample thickness.

In the limit of small diffraction efficiency, the diffraction efficiency can be expressed
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Figure 2.10: Example of oscillations in the signal of an organic molecule in solution from
laser induced acoustic waves caused by a density grating of spacing 1.83
µm. Note the small peak at zero representing the instantaneous non-linear
response. The solid line is a fit to Eqn. 2.21

as

η = [A(t)LAα]2 . (2.19)

A typical decay of the excited state that causes the transient grating can be seen

in Fig. 2.9. The sample used here is a dye solution of Rhodamine 6G, and shows a

standard exponential decay.

Not all excitations will decay exponentially. Chapter 4 will detail the quadratic

recombination shown when bimolecular interactions occur.

2.4.3 Acoustic Waves

The optical generation of ultrasonic waves inside a sample is another observable

in transient grating pump & probe experiments. The acoustic waves appear as

oscillations in the data, as seen in Fig. 2.10.

The acoustic grating is built by changes in the optical properties of the crystal
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caused by local changes in density. The local changes in density are induced by a

fast discharge of heat from molecules that have been promoted to an excited state

or electrostrictive coupling of the electromagnetic and acoustic fields. [14, 15] In

samples with very large absorption, thermally induced gratings are predominant,

making the electorstrictive effect negligible.

The induced acoustic wavelength λS in the sample corresponds to the spatial

modulation of the interference pattern that creates the grating,

λS =
λ

2 sin(θ)
(2.20)

where λ is the wavelength of the excitation pulses and θ is the half angle between

the beams producing the interference pattern. Eqn. 2.20 is exactly the same as

Eqn. 2.3 used to determine the grating spacing. The acoustic response that occurs

along the grating wavevector in the sample can be represented as [15]

S22 = AS(cos ky − 1

2
[cos(ωt+ ky) + cos(ωt− ky)] = AS cos ky(1− cosωt), (2.21)

where AS is the amplitude of the oscillation and S22 is the strain component defined

by

S22 =
∂u2

∂y
. (2.22)

with u2 representing displacement along the y-direction.

The grating spacing may be altered by a change in crossing angle or excitation

wavelength. By using the grating spacing and the period of the oscillations (T = 2π
ω

),

the speed of sound inside the material may be determined by the ratio of the two

quantities, vsound = T
Λ

.

2.5 Raman Nath vs Bragg Diffraction

When investigating diffraction gratings, there are two regimes that are commonly

treated: Raman-Nath and Bragg diffraction [16, 17]. Raman-Nath diffraction is typ-

ically associated with a thin grating that produces several diffracted waves. Bragg
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diffraction is associated with thicker gratings that only produce one wave when the

Bragg condition is satisfied.

Various criteria have been presented in the literature to determine the regime in

which a phase grating is operating. One such criterion was proposed by Klein and

Cook [18] where the parameter Q is used to determine whether a grating is “thick”

or “thin”, with Q expressed as

Q =
2πλ0L

Λ2n0

. (2.23)

Here L is the grating thickness (as determined by the absorption length and thickness

of the crystal), λ0 is the wavelength of the excitation light, Λ is the grating spacing

(as determined by the wavelength and the crossing angle of the excitation pulses) and

n0 is the mean refractive index. When Q values are less than one, a thin grating

is assumed and the Raman-Nath diffraction is present. For very large Q values

(greater than 10) a thick grating is assumed to be responsible for Bragg diffraction.

Moharam et. al. [16, 17] proposed an alternative criterion that does not depend

explicitly on the thickness of the grating. Their proposed parameter, ρ, is defined

as

ρ =
λ2

0

Λ2n0n1

. (2.24)

using the same nomenclature as was used in the Q parameter, with the addition of

n1 representing the modulation of the refractive index. ρ values less than one result

in diffraction from a Raman-Nath regime, while ρ values significantly larger than

one indicate the Bragg regime is responsible for diffraction.

The freedom to alter the crossing angle in the phase conjugate set-up allows for

experiments in both the Bragg and Raman-Nath regime, while the very small, fixed

crossing angle in the forward facing set-up keeps those experiments in the Raman-

Nath regime for all wavelengths when using thin samples (∼ 10 µm in thickness).

Although the Raman-Nath grating produces additional diffracted waves resulting

from the non-phase matched conditions for the three input pulses, the phase matched

wave is the only one that was monitored. See Appendix A for all Q and ρ values

used in this work.
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2.6 Benefit of Transient Grating Experiments

The benefits of this transient grating pump & probe experiment over other pump &

probe methods are profound. In most pump & probe experiments, the transmission

of the probe beam is monitored for photoinduced changes in absorption. Transient

grating experiments are also sensitive to photoinduced changes in the refractive

index, and monitor a distinct, backgroundless signal pulse, not the probe pulse. As

such, they have a higher sensitivity than conventional methods.

To repeat in other words, the benefits of using transient gratings as an exper-

imental method to detect excitations in the material are two fold. First, the use

of a transient grating results in a background free signal. The signal is created via

Bragg diffraction; if the transient grating is not present, there is no signal. This is

advantageous compared to other methods of pump and probe spectroscopy, where

the transmission of a probe beam is monitored. Because transient gratings are back-

groundless, the method is therefore sensitive to even slight modifications in refractive

index or absorption

In addition, variation of the grating spacing can allow the differentiation between

relaxation phenomena that are caused by local effects and relaxation that is caused

by a washing out of the grating due to transport [19, 20].
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Chapter 3

Introduction to Molecular Crystals

The transport of energy via excitons in molecular materials is a fundamental phys-

ical process that has several interesting and peculiar properties. Excitons in these

materials are localized states and have large binding energies. The large binding

energy means that dissociation of excitons into free electrons and free holes occurs

mostly via interaction with defects and interfaces.

Molecular materials are attractive for applications because they can be engi-

neered to efficiently absorb photon energy. However, their use for solar energy

harvesting will always depend on exciton diffusion towards an interface as one key

energy transport process. In fact, state-of-the-art organic photovoltaic cells require

bulk heterojunctions [21] that minimize the required exciton diffusion length. This

is due to weak exciton diffusion in most polymeric materials, with diffusion lengths

confined to less than 50 nm.

Although the first experiments on molecular crystals such as anthracene and

their excited states date to shortly after the invention of the laser [22, 23], the

processes that govern the dynamics of excitons in these crystals have not been fully

characterized and understood. This chapter discusses excitons in molecular crystals,

describes the molecular and crystal structure of the rubrene single crystal and the

physical mechanisms of exciton dynamics in the crystal, and reviews what makes

rubrene a material worthy of further investigation, while providing a brief analysis

of recent research.
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3.1 Excitons in Molecular Material

Certain types of molecular crystals are bound by van der Waals forces (as opposed

to covalent or ionic forces), and show small overlap between molecular orbitals. This

class of materials also has small band-widths, resulting in small mobility. Excitons

are dominant at room temperature in these materials, and are easily created by the

absorption of a photon, but they are difficult to dissociate into free carriers.

A common example of molecular crystals are those composed of hydrocarbons,

such as the polyacenes. Some organic crystals have possible fields of application

that are similar to those of inorganic semiconductor, and are occasionally referred

to as organic semiconductors.

Excitons in the polyacene organic crystals have high binding energies with wave-

functions that are essentially localized to a molecular site [24]. Excitons in most

inorganic crystals, like silicon, are delocalized and their binding energies are that of

a loosely bound electron-hole pair, and are comparable to the thermal energy.

There are two possible neutral excited spin states in which a molecule with two

electrons outside closed shells can exist. Consider the two electrons each having two

possible spin orientations. There are then a total of four possible spin states for

the system, and therefore only four possible spin eigenfunctions, one antisymmetric

and three symmetric. The antisymmetric spin eigenfunction has total spin angular

momentum of zero, and is called the singlet state. The three symmetric spin eigen-

functions have total spin angular momentum of 1, and are called the triplet states.

[25]

The Pauli exclusion principle requires the ground state of a molecule to have

two electrons in a singlet state in the highest occupied molecular orbital. When

the molecule is excited by absorption of a photon, one electron is promoted to an

excited singlet state (S0 → Sn) while maintaining spin orientation, which conserves

the spin angular momentum.

If the only interaction between the two electrons is the electrostatic Coulomb

repulsion, then the antisymmetric singlet state will be at a higher energy than the

symmetric triplet states. The triplet state is at a lower energy than the singlet
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due to exchange symmetry, which increases the expectation value of the distance

between the two electrons in the triplet causing the Coulomb energy to be smaller.

[26]

3.1.1 Singlet Fission and Triplet Fusion

Because triplet excitons can have an energy significantly lower than that of the sin-

glet exciton, photoexcited singlet states in organic molecular crystals can transition

via an interaction with a ground state molecule into two triplet states with a total

spin of zero, in addition to radiative or nonradiative decay back to the ground state.

The former can be seen as a first step in a fission process that can lead to the two

triplet excitons independently diffusing in the crystal, a process that could play a

key role in organic photovoltaics [27].

In a simplified system of two interacting molecules with four electrons total, the

singlet exciton can spontaneously split via a spin-allowed fission process into two

triplets that, combined, have overall singlet characteristics. This requires that there

be at least two molecules close to each other to accommodate the fission process,

making singlet fission a property of the molecular assembly. The fission process also

requires that the energy of the excited singlet state be at least twice the energy of

the triplet state [28].

A simplified fission process has been demonstrated in a system of two covalently

connected molecules of tetracene by Müller et. al. [29]. In a crystal, we may

analogously consider two neighboring molecules in the crystal lattice participating

in the fission process. Fig. 3.1 shows a schematic progression of events.

Note that fission may not immediately lead to two independent triplet states,

but instead to a quantum superposition of two triplets with one singlet.

S1 ⇔ (T1 + T1)⇔ T1 + T1 (3.1)

This superposition has been identified, for example, by the telltale quantum beats

in the prompt and delayed fluorescence of the tetracene crystal [30, 31]. Either

component of the superposition may decay into a new state; the singlet could radia-

tively or non-radiatively recombine to the ground state, or one of the triplets could
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Figure 3.1: Schematic of the creation of triplets by singlet fission (SF). The absorption
of light creates a singlet exciton. The transfer of energy via fission to a
neighboring molecule creates two triplet excitons. The transfer of energy
back to the original molecule via triplet fusion (TF) recreates the singlet.
The triplets may diffuse away only once the quantum superposition decays.

diffuse away from the other. This is seen in the last step of Fig. 3.1, as the quantum

superposition first decays into two independent triplets, and then those two triplets

diffuse independently from each other. Thus, the quantum superposition can de-

cay via two main processes: recombination of the singlet state or separation of the

triplet pair.

Once the quantum superposition has decayed, a diffusing triplet exciton can

meet another triplet exciton with the correct spin and undergo fusion to create a

spin zero singlet again. Alternatively, the triplet can dissociate at a defect or surface

boundary, or can relax in other ways. Dissociation is desirable for photo-voltaic

applications because it is how charge would be harvested from the sample. The

triplet state ends up being responsible for many of the remarkable characteristics of

molecular crystals.

3.2 Rubrene

Rubrene (tetraphenylnapthacene, C42H28) is a material of great interest for study,

not only to investigate the fundamental physics that govern its characteristics, but
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also to function as a model for a class of molecular materials that have potential

for being developed for use in optoelectronic devices. Studying exciton dynamics

in rubrene will provide fundamental knowledge that may one day be applied to

crystalline organic photovoltaic cells with a controlled large diffusion length, which

could even lead to the possibility of eliminating the need for bulk heterojunctions.

Although rubrene has recently been the subject of a great amount of study, there

is still much to to be determined regarding the exciton dynamics in this crystal. As

one example, various pump and probe time dynamics experiments have yielded

partially contradictory results on the singlet exciton lifetime. This has lead to

various inconsistent models of singlet exciton relaxation after photoexcitation. It

is at present not clear what the lifetime of the initially photoexcited singlet state

is, or how fission into triplet states should be interpreted. Experimental results

recently published by Tao et al. [32] and Ma et al. [33] are either conflicting, or the

interpretation of the data is attributed to wildly differing physical phenomena.

Investigating exciton dynamics in rubrene is particularly promising because of

a set of unique properties of this crystal, namely a relatively large hole mobility

[8, 34–36], large triplet diffusion length of 4 µm [37], long triplet lifetime of 100

µs [38, 39], large singlet fission and triplet fusion probabilities [38, 40], and large

delayed photocurrent [41, 42] due to triplet dissociation.

3.2.1 Crystal Structure

A member of the polyacene family, rubrene is a polycyclic aromatic hydrocarbon

comprised of a chain of four benzene rings and four phenyl groups attached to the

center rings. The four benzene rings are structurally equivalent to the tetracene

molecule. The single crystals are centrosymmetric with an orthorhombic crystal

structure (lattice parameters of a = 14.4 Å, b = 7.18 Å, and c = 26.9 Å, where

we define the crystallographic axes in the same way as Refs. [8, 34, 35, 37, 43]).

There are four molecules per unit cell. Fig. 3.2 shows the molecular and crystalline

structure for both rubrene and tetracene.

Although the molecular structures are similar, the crystal structures of rubrene
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Figure 3.2: Molecular structure for rubrene and tetracene, and crystalline structure in

the ab plane for rubrene and tetracene.

and tetracene are quite different. The different arrangement of molecules in the

crystals lead to widely different physical properties. While both have a herringbone

structure along the b-axis, the molecules in tetracene crystals have all their long

axes parallel to each other, whereas in rubrene it is the short axes that are parallel.

This is important because the transition dipole moment is along the short axis of

the molecule for all polyacenes [44]. As Fig. 3.2 shows, the molecules in crystalline

tretracene are then oriented with transition dipole moments parallel to the ab-plane,

which is normally the orientation of the largest facet of as-grown tetracene crystals,

and the orientation of the transition dipole moments follows a herringbone structure

in the ab-plane. As a consequence, the absorption experienced by a beam of light

propagating perpendicular to the largest facet of naturally grown tetracene crystals

experiences large absorption, weakly dependent on the light’s polarization direction.

In the rubrene crystal, on the other hand, all molecules have their transition dipole

moment parallel to each other, along the c-axis of the crystal, which is normally

perpendicular to the large facet of as-grown crystals. As a consequence, the strong
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Figure 3.3: Intrinsic absorption spectra and photoluminescence spectra of pristine
rubrene single crystal samples [43]. The 0.10 eV Stokes Shift is due to
low frequency molecular deformations. The spectra show typical vibronic
progression with distances between absorption and emission peaks of 0.17
eV and 0.15 eV, respectively [43].

absorption of the rubrene molecules is usually inaccessible to light propagating per-

pendicular to the surface of as-grown crystals. In addition, the parallel orientation

of all molecular transition dipole moments in the c-direction causes light absorption

and luminescence emission in rubrene crystals to be extremely anisotropic [43].

The crystalline b-axis of rubrene has good π-orbital overlap [45]. This is thought

to be responsible for the relatively high hole mobility, with measured values of hole

mobility in rubrene single crystals ranging from approximately 10 cm2/Vs [46] to

42 cm2/Vs [47] along the b-axis, while crystalline tetracene has a measured mobility

significantly smaller than the range of rubrene, being only 1.6 cm2/Vs [48].

3.2.2 Spectral Properties: Absorption and Photolumines-

cence

Fig. 3.3 shows the intrinsic absorption and photoluminescence (PL) spectra of pris-

tine rubrene for the spectral ranges used in this study.

The absorption spectrum for c-polarized light has a strong absorption peak cen-

tered at 2.32 eV followed by several smaller peaks, 0.17 eV apart [43]. This is a
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typical vibronic progression that is also seen in the corresponding PL spectrum, char-

acterized by a first peak near 2.22 eV followed by bands spaced 0.147 eV apart [43].

The distance between vibronic peaks is on the order of the stretching frequency of

carbon bonds, and both the strongest c-polarized absorption peak and the strongest

c-polarized emission peak correspond to a transition between the ground states of

this high frequency vibrational modes, with the Stokes shift of 0.1 eV corresponding

to the effect of lower frequency molecular deformations.

Rubrene has an anisotropic index of refraction(na ≈ 1.7, nb ≈ 1.9 and nc ≈ 2.0

along the a−, b−, and c−axes, respectively. [49, 50]) and anisotropic absorption

coefficients [37]. For light with components of its electric field along the b- and

c-axis, the following equation can be used as an approximation valid for calculating

the effective absorption coefficient when the birefringence is small

α(θ) = αa,b cos2 θ + αc sin2 θ. (3.2)

Here θ is the angle of incidence, and αi is the absorption coefficient along the ith

axis.

The PL spectrum of rubrene also indicates whether the samples being investi-

gated are pristine or non-pristine. The spectrum has been shown to have an altered

shape in certain kinds of rubrene crystals. The altered spectrum peaks around 650

nm instead of having its normal peak emission at 564 nm for c-polarized and 610

nm for ab-polarized emission in pristine samples [43].

3.2.3 Singlet Fission in Rubrene

The rubrene single crystal has triplet excitons with approximately half the energy

of its singlet excitons, allowing a photoexcited singlet exciton to split its energy and

transition to a pair of neighboring molecules that are both in a triplet state with

a total spin zero. This process is called “fission.” Rubrene is, in fact, character-

ized by a particularly efficient fission mechanism that leads to a large majority of

photoexcited singlet states (∼ 95%) ultimately transforming into triplet excitons

[38–40]. Triplet fusion, where the energy of the triplet pair is pooled such that they
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transition back to an excited and ground state singlet pair, is also very efficient in

rubrene. There are few molecular assemblies suitable for efficient singlet fission and

triplet fusion [51], making rubrene an excellent test system for fundamental studies

targeted at understanding the fission and fusion processes.

Previous pump and probe experiments in rubrene showed that triplets appear

within ∼10 ps [33, 52]. PL from singlets decreases over a few nanoseconds before set-

tling into the power-law dominated triplet fusion process responsible for the delayed

PL. Triplets have relatively long lifetimes of about 100 µs [38], which contribute to

their long diffusion length of 4 µm in the b-axis direction [37]. Since the triplet’s

life time is much longer than the singlet’s, the fusion process can continue for longer

than the singlet radiative lifetime. The triplet state is a dark state, so any detection

of PL after the singlet lifetime must come from singlets that have been produced by

triplet fusion. We can therefore track triplet diffusion by singlet PL [37]. Detect-

ing the delayed PL indicates that there is very efficient fission/fusion occurring in

rubrene. The dynamics of singlet fission and triplet fusion can be described by the

time evolution of the singlet and triplet densities [38].

Triplet excitons can also be created via nonradiative intersystem crossing [53],

but intersystem crossing probabilities in rubrene are so low, and singlet fission is so

efficient, that the majority of triplets are created via singlet fission.

Singlet fission in rubrene single crystals has not yet been consistently described.

Tao et al. [46] have observed an ∼ 100 ps fast decay of a photoinduced infrared

absorption band which they assigned to singlet excitons, but they interpreted the

decay as caused by exciton dissociation, not fission. Furube et al. [54] observed

transient absorption kinetics in the near infrared which they interpreted as singlet

exciton fission into triplets with a time constant of 10 ps. Ma et al. [33, 52] identified

photoinduced absorption bands in the visible spectral region, which they assigned

to singlet and triplet excitons, and they derived a ∼ 2 ps time for singlet fission

from higher vibrational states and a ∼ 20 ps time for singlet fission from the lowest

vibrational state. With the exception of Ref. [46], transient absorption measure-

ments have been largely interpreted as a singlet-to-triplet fission process that occurs

on a time scale ranging from from ∼ 2 ps to ∼ 20 ps, sometimes even in nominally
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amorphous films [33, 52, 54, 55]. However, Piland et al. [56] measured photolumi-

nescence transients in rubrene films that they interpreted as indicative of a fission

time of 2 ns. The inability to detect tell-tale quantum beats in the rubrene pho-

toluminescence [31] led them to hypothesize an insufficient fission rate. In general,

time resolved photoluminesence measurements have not shown a clear transition

from an initial singlet luminescence transient on the picosecond time scale (match-

ing the singlet lifetime) to the typical power-law decay expected for a dense triplet

population [24, 38, 39, 57, 58]. On the contrary, photoluminescence transients have

shown a multiexponential decay with time-constants ranging from 80 ps to a few

nanoseconds [33, 39, 55].

It is worth noting that in general a singlet exciton transitions into a quantum su-

perposition of the singlet state with two triplet states having a total spin of zero [31].

This superposition state can then decay by radiative recombination of the singlet

component, or it can decay into two triplet excitons that can diffuse independently.

It is the latter possibility that is singlet exciton fission into two independent triplet

excitons [28]. It follows that the ∼ 10 ps lifetime mentioned above can also be

interpreted as the time needed to reach an equilibrium singlet-triplet superposition

state, and not necessarily the time to create two independent triplet excitons, which

could be much longer, similar to the nanosecond-scale decays observed in photolu-

minescence transients [56].

3.2.4 Delayed Photocurrent

An important hurdle to clear in terms of developing organic crystals for use in

devices is the dissociation of excitons into free charge carriers. The large binding

energies of triplet excitons, up to ∼1.5 eV [1], make this no small feat.

Najafov et al. saw a small instantaneous release of carriers in photocurrent ex-

periments [42] that may be an effect of direct disassociation of some singlet excitons

into free electrons and holes. A second, generally stronger component of the pho-

tocurrent is built up on the order of microseconds, indicating a delayed release of

the charge carriers. This build-up time matches the triplet lifetime. If the build-up
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of the photocurrent (representing dissociated triplets) is compared with the square

root of the PL (representing triplet density), there is a definite relationship where,

as the current builds up, the PL decreases. This relationship indicates that the

charge carriers responsible for the photocurrent originate from triplets.

Rubrene is an organic crystal with many interesting optoelectronic properties.

The particularly efficient fission mechanism which results in 95% of photoexcited

singlet states transforming into triplet excitons, the large triplet diffusion length of

4 µm and the long triplet life time of 100 µs represent just a few of these properties.

These properties lead us to study excitons in the ordered, high quality rubrene single

crystal. The results from these studies are presented in the next three chapters.
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Chapter 4

Transient Grating Decay

Dynamics

Photoexcited singlet states in organic molecular crystals can transition into two

triplet states with a total spin of zero, in addition to radiatively or nonradiatively

decaying back to the ground state. The former can be seen as a first step in a

fission process that can lead to the two triplet excitons independently diffusing

in the crystal, a process that could play a key role in organic photovoltaics [27].

As stated in Chapter 3, rubrene single crystals are characterized by a particularly

efficient fission mechanism that leads to a large majority of photoexcited singlet

states ultimately transforming into triplet excitons [38, 40].

Transient grating experiments allow us to observe time dynamics of an excited

state by detecting the relaxation of a photoinduced transient grating. Once the

crystal is excited by two pump beams, the presence of excitons changes the refractive

index or absorption of the material which results in a diffraction grating inside

the material. If the change in refractive index or absorption is large enough, the

amplitude of the transient grating can be determined by diffraction of a probe beam.

The decay rate of the grating amplitude is highly sensitive to the photoexcitation

density, and because of high triplet fusion probabilities in rubrene crystal this could

be a possible explanation for the observed variability of photoluminescence decay

37



times that have been reported in rubrene. In this chapter, we will monitor the decay

of the photoinduced transient grating.

4.1 Experimental Details

In this chapter, we describe pump & probe transient grating experiments used to

investigate excited-state dynamics on a time scale between 20 ps and 10 ns in vapor-

transport grown rubrene crystals. We used the phase conjugate configuration to

create the transient grating with an excitation and detection wavelength of 532 nm

from the pulsed Ekspla Nd:Yag laser. This wavelength allowed excitation to the

ground vibrational state of the singlet exciton [43], and falls at the long-wavelength

edge of a transient absorption band that has been assigned to triplet absorption

[33, 54, 59]. We used 20 ps laser pulses crossing at angles ranging from 4.8◦ to

90◦. This created transient gratings with spatial periods between 6.3 µm and 0.4

µm, respectively. The transient grating was detected by measuring the diffraction

efficiency of a time-delayed pulse incident at the Bragg angle via a photomultiplier

tube (PMT). The output voltage of the PMT was integrated by a boxcar integrator

over a 30 ns time-interval defined by the gate width, and then averaged over multiple

repetitions to produce a clean, clear data set which was recorded by the computer.

All data shown in this work were obtained using a pristine rubrene sample,

verified by measuring its photoluminescence spectra [43], with dimensions of ∼ 1

mm along the a and b directions, and 12 µm along the c direction. This crystal

was mounted with the c-axis along the bisectrix between the two excitation beams

(see Fig. 4.1, inset), and the b-axis parallel to the grating wavevector. We chose

the excitation light to be a-polarized, which gave the strongest signal because of the

relatively long absorption length of ∼ 15 µm at 532 nm [43], leading to a thicker

grating and less attenuation of the counterpropagating probe pulse. We also used

other samples, different orientations, and different polarizations, and in all cases the

observed dynamics were the same as what we report below.
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4.2 Determining the Nature of the Grating

The spatial dependence of the light intensity in the photoexcitation pattern is

I(y, z) = I0[1 +m0 cos(kgy)]e−αaz (4.1)

where y and z are the coordinates along the b and c axes of the crystal, respec-

tively. αa is the absorption coefficient for a-polarized light at 532 nm, and kg is the

modulus of the grating wavevector. I0 = I1 + I2 is the sum of the intensities of the

two interfering pulses, and m0 is a modulation index given by 2
√
I1I2/I0. Since a

photoexcited molecule has, in general, a different polarizability than a ground-state

molecule, photoexcitation can create both an absorption and a refractive index grat-

ing that are initially in-phase with the light-intensity pattern. Recall from Chapter

2 that the diffraction efficiency of a probe pulse incident at the Bragg angle is [12]

η(t) =

∣∣∣∣sin(πLλ A(t)

)∣∣∣∣2 , (4.2)

where L is the effective interaction length, λ is the light wavelength, and A(t) is the

amplitude of the first Fourier component of the photoinduced grating. It is in general

complex-valued, with an imaginary part related to absorption modulation and a

real part Re[A(t)] = ∆n given by the refractive index modulation [12]. Immediately

after photoexcitation and in the absence of saturation effects, A(0) ∝ I0m0 and the

grating is purely sinusoidal.

Figure 4.1 shows the time-dependence of the diffraction from the photoinduced

grating for varied excitation densities. The grating amplitude grows immediately

during the length of the excitation pulses, and then relaxes within a few nanoseconds.

The data also clearly show a high frequency oscillatory component riding on top of

the slower nanosecond decay.

The frequency of the oscillations depends on the grating spacing, as is shown

by Fig. 4.2. This means that the oscillations in diffraction efficiency are caused by

laser-induced ultrasonic waves [60, 61]. The grating amplitude in Eq. (4.2) can then

be written as

A(t) = Aexc(t) +
As
2

(1 + cosωst), (4.3)
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Figure 4.1: Time-dependence of the transient grating amplitude after impulsive excita-
tion in rubrene at a grating spacing of 1.4 µm. Data sets were taken with
total absorbed fluences of 120, 190, 340, and 440 J/m2, correspond to ex-
citation densities of 2, 3, 6 and 8 × 1019 photons/cm3, respectively. Inset:
Grating formed for the phase conjugate orientation.

where Aexc(t) is the amplitude of the background excited state modulation, As is the

amplitude of the ultrasound grating, and ωs = vskg is the angular frequency of the

ultrasound wave with speed vs. The solid curves in Fig. 4.2 are least squares fits to

the data using this expression with an appropriate choice for the time-dependence

of Aexc(t) that we will discuss below. The acoustic speed extracted from fits at

different grating spacings (see Fig. 4.3) is vs = 2.6 × 103 m/s, similar to results

obtained in other organic crystals [60]. In addition, we find that a good fit of the

experimental data is only possible using real-valued Aexc(t) > 0 and As < 0 so that

the oscillation caused by the acoustic wave reduces the the diffraction that would

be caused by the background grating alone. The data cannot be fitted well if one

assumes that Aexc(t) has a large imaginary part as would be caused by an absorption

grating, and it can also not be reproduced well when assuming that the ultrasound

grating is caused by electrostriction [60, 61].
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detail.

From the fact that our data can only be modeled by Eq. 4.3 with real-valued

amplitudes, and the fact that the ultrasound grating is a refractive index modu-

lation, one must conclude that the grating that produces the nanosecond decay in

our experiment is also a refractive index grating. The onset of the ultrasound os-

cillation corresponds to a dilation of the material in the higher intensity regions

of the interference pattern. The amplitude of the longer-lived excitation grating

must then be a positive index-change that is periodically reduced by the refractive-

index decrease caused by elastic dilation, with the time-dynamics of the background

grating obtained by connecting the maxima of the oscillation. We thus reach the

important conclusion that the nature of the main signal that we are detecting is

not an absorption modulation, but a refractive index modulation, likely caused by

a higher polarizability of the excited-state molecules when compared to the undis-

turbed crystal. From the measured diffraction efficiency and Eq. 4.2 we estimate the

refractive index change induced at an excitation density of 8 × 1019 photons cm−3

to be on the order of 0.008.
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Figure 4.3: The grating spacing vs oscillation period for light polarized along the a-axis.
The linear fit line indicates a consistent wave speed of 2.6 × 103m/s along
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4.3 Determining the Nature of the Decay

Fig. 4.1 shows that the diffraction efficiency from the photoexcitation grating decays

in a few nanoseconds, and that this decay is faster at higher excitation densities.

The nanosecond decay is not a single exponential. Curve fitting with multiple

exponentials would be possible, but with no clear distinction of decay time-constants.

Instead, the fact that the decay becomes faster at higher excitation densities could

be an indication that it is caused by the interaction of excited states created close

to one another. To test this hypothesis, we first derive the time-dependence of the

grating amplitude when its decay is caused by a bimolecular interaction process.

The spatial dependence of the first Fourier component of the photoinduced grat-

ing must have the same form as (4.1),

ρ(t, y) = ρ̃(t)[1 +m(t) cos(kgy)], (4.4)

where ρ̃(t) is the initial average density of (as yet unspecified) excited states in the

crystal, which may be a function of depth, m(0) = m0, and we do not explicitly write
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the slow decrease in the z-direction. Local quadratic recombination as described by

dρ(t, y)/dt = −γρ(t, y)2 implies

ρ(t, y) =
ρ(0, y)

1 + ρ(0, y)γt
, (4.5)

where γ is a bimolecular interaction rate. Developing this into a Fourier series and

casting its first two terms in the form (4.4) gives

ρ̃(t) =
1

γt

(
1− 1

C

)
(4.6)

m(t) =
2

m0

(
1

C − 1
− 1

ρ0γt

)
, (4.7)

where ρ0 = ρ̃(0) and

C =
√

1 + ρ0γt[2 + ρ0γt(1−m2
0)]. (4.8)

This result is valid for any initial modulation m0 of the grating, but it is useful to

consider the limit of a small modulation index, m0 → 0. In this limit one finds

ρ̃(t) =
ρ0

1 + ρ0γt
(4.9)

m(t) =
m0

1 + ρ0γt
. (4.10)

The diffraction from the photoinduced grating as described by Eq. 4.2 is governed

by the amplitude A(t) ∝ ρ̃(t)m(t). The effect of quadratic recombination is seen

both on the average density, ρ̃(t), as well as on the modulation index, m(t). As a

consequence, A(t) follows a power law with an exponent of 2 instead of the simple

decay with an exponent of 1 that appears in Eq. (4.5). This time-dependence will

dominate over the effects of quadratic recombination on a possible inhomogeneous

profile of the grating in the direction perpendicular to the crystal’s surface.

To assess if the time-dynamics shown in Fig. 4.1 are indeed caused by a quadratic

recombination process, we measured the grating decay over a wider range of exci-

tation pulse fluences and, following Eq. (4.2), derived the time-dependence of the

grating amplitude A(t) by taking the square-root of the diffraction efficiency. The
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Figure 4.4: Photoinduced grating dynamics at different excitation densities at a grating
spacing of 0.6 µm. Total absorbed fluence at the surface of the crystal ranges
between 40 and 500 J/m2.

results are shown in Fig. 4.4. We then performed a simultaneous least squares fit of

the resulting data using A(t) = Bρ̃(t)m(t) and Eqs. (4.6-4.7). Here, the only fitting

parameters were the proportionality constant B (same for all data sets) and the

product γρ0 for each of the different excitation densities. We stress that in this way

the time-dependence of each data set is fit with only one fit parameter, essentially

the initial average density ρ0. The results are plotted in Fig. 4.4 and they show a

very good agreement between data and model, clearly showing that the strength of

the diffracted signal at time t = 0 correlates with the grating decay rate in exactly

the way predicted by a quadratic recombination model.

Figure 4.5 shows how the product ρ0γ obtained for different data sets relates to

the actual average excitation density used in the corresponding experiment, which

was calculated from

ρexp.0 = nat
2αa

λ

hc
Ftot, (4.11)

where Ftot is the the sum of the fluences of the two excitation pulses as obtained

from pulse energies and the beam waist at the surface of the crystal, na is the index
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of refraction along the a axis, t is the Fresnel amplitude transmission coefficient

calculated from the incidence angle, and α0 is the absorption coefficient at 532

nm [43]. The linear correlation displayed in Fig. 4.5 implies γ = (5.4 ± 1.0) ×
10−12 cm3s−1. This value is determined only by the observed decay dynamics and

measured pulse fluences and it agrees well with previous estimates [38, 40]. Put

another way, the measurements in Fig. 4.4 imply that quadratic recombination leads

to the destruction of 50% of the original excitation after ∼ 3 ns at an average

excitation density at the surface of the crystal corresponding to ρ0 ∼ 0.5×1020 cm−3.

Such an excitation density corresponds to an average distance between photoexcited

molecules of only ∼ 3 nm. It is therefore not astonishing that interaction between

excited states is possible at such small distances.

In addition to the data in Fig. 4.4, we also performed several experiments at

other grating spacings, and in all cases we observed a behavior compatible with

the one described above. Only at the shortest grating spacings, on the order of 0.4
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µm obtained at 90◦ crossing angles, was an acceleration of the decay noted. While

this could imply that, in addition to quadratic recombination, transport may be

responsible for washing out the grating as excitons migrate from grating peaks to

nulls, the experiment at these short grating spacings was difficult, with a low signal-

to-noise ratio, and this possible contribution of transport could not be investigated

further.

4.4 Determining the Nature of the Excited States

We finally come to a discussion of the nature of the excited states that we are

detecting in the present experiment. Given the fact that photoexcited singlet states

are expected to transform into two entangled triplet-state molecules within our

pulse length, an obvious candidate for the excited states that we detect are triplet

states. Ma et al. [33] identified a photoinduced absorption band peaking near

510 nm that they associated triplet excitons formed from singlet-to-triplet fission

within 20 ps from photoexcitation. The refractive index change detected in our

experiment, performed at 532 nm, could be associated both with this triplet exciton

absorption, as well as with the absorption band assigned to singlet excitons in the

same publication [33]. In the next chapter, we will discuss experiments performed

with 1 ps laser pulses where we observed that the build-up of the signal reaches a

quasi steady-state value in less than 10 ps, which compares well with the observations

in Ref. [33], and implies that the index change we observe originates from triplets.

It is also possible to estimate the average distance traveled by free independent

triplet excitons with the observed diffusion length [37] and lifetime [38] of 4 µm and

100 µs, respectively, to obtain a diffusion distance during a time of 3 ns of (4 µm)×√
(3ns)/(100µs) ≈ 20 nm. This estimate shows that it is at least conceivable that

what we have observed on the nanosecond time scale is caused by the same triplet

diffusion that is observed in steady-state. However this estimate does not properly

take into account the quasi-one-dimensional diffusion and there is a relatively large

latitude for different interpretations. As an example the triplet states observed in
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the present experiment could well still be in a coherent quantum superposition with

a singlet state.

4.5 Discussion of Results

In this chapter, we demonstrated an alternative method for observing exciton dy-

namics in rubrene with a high sensitivity and a high time-resolution. The experi-

ments have shown a power law decay that is indicative of a bimolecular interaction

of excited states with a triplet component in rubrene over a time scale of nanosec-

onds and a distance of ∼ 3 nm, corresponding to excitation densities on the order of

∼ 0.5× 1020 cm−3. An important observation is that the decay rate is highly sensi-

tive to the photoexcitation density, and because of high triplet fusion probabilities

in rubrene crystal this could be a possible explanation for the observed variability

of photoluminescence decay times that have been reported in rubrene.
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Chapter 5

Transient Grating Build-Up

Dynamics

Recall from Chapter 3 that excited singlets in rubrene are efficient at undergoing

fission. Triplet excitons should be formed after photexcitation, as singlets undergo

fission, with the fission rate determining the formation time of the triplet excitons.

It is generally believed that the singlet-to-triplet fission process takes from ∼ 2 ps to

∼ 20 ps [33, 52, 54, 55]. We intend to verify what species of exciton we are detecting

by remaining at the established excitation and detection wavelength of 532 nm and

using a laser source with a 1 ps pulse width in order to complete the picture started

by the nanosecond experiments.

It is useful to discuss the picosecond dynamics one would expect for the two

cases where the transient grating amplitude responsible for Bragg-diffraction of the

signal beam originates from either the photoinduced singlet exciton density or the

triplet exciton density that is formed by fission. The lifetime of singlet excitons is

expected to be at least several picoseconds, and therefore a signal proportional to

the singlet density would build up during the laser pulse, as molecules are promoted

from the ground state, followed by a decay during several picoseconds as the singlet

exciton density decreases because of the fission process. On the other hand, triplet

excitons would be formed through this fission process, and therefore they would lead
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to a diffracted signal that builds up after the end of the excitation pulses, reaching

a quasi steady-state before a decay as described in the previous chapter.

How the diffraction efficiency builds up will identify which of the two possible

states we are detecting. Diffraction from a grating created by the singlet excited

state would imply we are sensitive to a deposition of energy into the sample, therefore

our data should show a step function that builds up within the 1 ps pulse width

as the ground state singlets are promoted to an excited state. This would then

be followed by a decay of the signal as the singlets disappeared due to fission into

triplets.

Diffraction from a grating created by the triplet excited state would imply we are

sensitive to the singlet fission process that creates the triplets. In this case the data

would show a delayed build-up that reaches a quasi steady-state before it decays,

e.g. via the bimolecular recombination process discussed in the previous chapter.

The delayed build-up should be completed in a time comparable to the reported

time that is required for singlets to undergo fission, somewhere in the range of 2-20

ps [33, 52, 54, 55], allowing us to observe the gradual creation of a population of

triplets as singlets undergo fission.

In this chapter, we will use pump and probe transient grating experiments on a

time scale between 1 ps and 15 ps to focus on the build-up dynamics of the excitation

that was investigated in Chapter 4. This is important in order to test the idea that

was discussed earlier that the grating amplitude generated at 532 nm was due to

triplet excitons. If this is the case, then the signal discussed in Chapter 4 should

build up after the end of the excitation pulse.

5.1 Experimental Details

Chapter 4 showed the first transient grating pump and probe investigation of exciton

dynamics in the rubrene single crystals on the nanosecond time scale, focusing on

the decay dynamics and the effect of bimolecular interactions. Performing the pump

and probe transient grating experiments on the picosecond time scale using 1 ps
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Figure 5.1: A projection onto the ab-plane of the crystal of the interacting beams’
wavevectors in the transient grating set-up. The green dots are at the coor-
dinates of the tip of the individual wavevectors on a coordinate plane parallel
to the crystal’s surface. Inset: Rubrene’s ab-plane, for reference.

duration laser pulses will allow us to determine the state that generates our grating

by observation of the signal dynamics after excitation.

The laser used in the forward facing configuration discussed in Chapter 2 pro-

duces a beam of pulses at 775 nm. This beam is used to pump the TOPAS optical

parametric amplifier, which creates wavelength tunable pulses by second order non-

linear optical effects. In this chapter we will present data obtained at a wavelength

of 532 nm, chosen to match the wavelength used in the experiments detailed in

Chapter 4. At this wavelength the full-width at half-maximum (FWHM ) of the

laser pulse is ∼ 1.12 ps, as determined by Eqn. 2.15 with a time constant for the

data of τ = 0.83 ps obtained from the Gaussian instantaneous response of a reference

material.

The output beam from the TOPAS passes through beam splitters, producing

three beams that are focused at the sample with beam waists of ∼ 600µm and

peak energies of ∼ 2µJ. The peak intensity of each beam is therefore 1.7 × 1012

Wm−2. The excitation pulses crossed at a fixed angle of 4.8◦ between the two beams,
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Figure 5.2: Photoluminescence intensities for polarization along the a-axis from samples
G, N3, I, and the intrinsic PL of rubrene obtained by Ref. [43], all normalized
to the shoulder at ∼ 650 nm.

creating a transient grating with a spatial period of 6.4 µm. The transient grating

was detected by measuring the diffraction efficiency of a time-delayed pulse incident

under the Bragg condition. The diffracted pulse was detected by a photomultiplier

tube (PMT) whose output voltage was integrated by a boxcar integrator over a 20 ns

time-interval defined by the gate width, and then averaged over multiple repetitions

to produce a clean, clear data set.

5.2 Crystal Samples Used in the Experiments

Three single crystal samples were chosen for detailed study to confirm reproducibility

of the results. The samples used had dimensions of ∼ 1 mm along the a and b

directions and 10 - 12 µm along the c direction. The crystals were mounted such

that the excitation light was a-polarized, as in Chapter 4, to produce the strongest
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Figure 5.3: Images taken with a 20x objective of typical surface features of Crystal G,
I, and N3, the three samples selected for study.

signal. Due to the forward facing configuration, the grating wavevector kg was

created at an angle of 45◦ in the plane defined by the a- and b-axes (see Fig. 5.1).

Similar to the experiments described in Chapter 4, we confirmed that variation of

the direction of the grating wavevector did not affect the observed transient grating

dynamics.

The quality of each sample was determined by its individual photoluminescence

(PL) emission spectrum taken from the ab-plane for light polarized along the a-

axis. Fig. 5.2 shows that all three samples exhibit a peak at 610 nm, with smaller

shoulders at other vibrational states (such as at 650 nm) and minimized scattering of

c-polarized light at 564 nm, indicating all samples were pristine rubrene crystals [43].

Of note is sample I, which shows an enhanced shoulder around 560 nm, indicating

that there is scattering by c-polarized light traveling through the crystal and leaking

out through cracks and defects in the sample.

Fig. 5.3 shows the surface features for the three samples analyzed over an area

of 900 µm2. There are variations in severity of defects present. Sample I stands out

among the samples as having many defects on its surface, providing more facets for

c-polarized light to leak out.
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Other 
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Processes
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Figure 5.4: Examples of Bragg, Raman-Nath and self-diffraction. Panel (a) shows the
transmitted pump and probe beams at t = −10 ps. Panel (b) shows the
transmitted and radiated pulses at time t = 0 ps. Panel (c) shows the
beams diffracted by the transient grating for t = 50 ps. The beams created
from Bragg and Raman Nath diffraction are indicated with circles in panels
(b) and (c). The radiated pulse k4 = k1 + k2 − k3 is the detected signal.
Spots due to self-diffraction are indicated by squares in all three panels.

5.3 Main Features of the Photoinduced Grating

Dynamics on the Picosecond Time Scale

To exemplify how the transient grating experiment was realized for this forward

facing experimental configuration, we show in Fig. 5.4 several photographs of the

transmitted laser beams and of the diffracted laser beams for times before, at, and

after time coincidence of the probe beam with the pump beams. In panel (a), two

beams that result from self-diffraction of the two interfering pump pulses are present

when the probe pulse reaches the sample before the pump pulses. The self-diffracted

beams are boxed in blue. In panel (b), the appearance of several diffracted beams

is apparent at time zero. The Raman-Nath and Bragg-diffracted signals are circled

in red, where the phase matched beam occurring at k4 = k1 + k2 − k3 is the beam

monitored in this chapter. Panel (c) shows the strong diffracted signals from the

transient grating, visible when the probe pulse reaches the sample a few picoseconds

after the pump pulses.

The detected signal becomes visible, much more so than at time zero, as the

amplitude of the grating gets stronger, implying that it takes some time to build

up. The very visible signal can be seen in Fig. 5.5 for t = 50 ps. The phase matched
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Figure 5.5: Mounted rubrene sample in foreground where the beams meet, and a screen
in the background where the transmitted and diffracted beams, in the char-
acteristic formation, are seen for delay time t = 50 ps.

signal is seen at the far right corner of the square created by the transmission of

the (much brighter) pump and probe pulses. Also visible in Fig. 5.5 are the self-

diffracted two-beam interactions that can occur after time zero and the non-Bragg-

matched beam at the top.

Fig. 5.6 shows the typical time dependence of the diffraction from the photoin-

duced grating for the three single crystal rubrene samples selected for study. The

signal was detected by measuring the energy of the pulse at location k4 = k1+k2−k3

in Fig. 5.4. The diffraction efficiencies in Fig. 5.6 have been normalized to the peak

corresponding to the instantaneous response at a delay of zero in order to better

visualize the data, as several details of the experimental set-up can influence the

amplitude observed in the experiment. It is expected that the influence is the same

for all components of the response.

Two main features stand out in these data: a slight protuberance at a delay time

of zero and an exponential build-up that levels to a plateau after a few picoseconds.

The protuberance at time t = 0 ps can be seen to varying degrees in the samples
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(d) Crystal I at 520 nm

FWHMPulse = 0.91 ps
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Figure 5.6: Example of the build-up in three different rubrene single crystal samples; G,
N3 and I. A quasi steady-state is reach within 10 ps for all samples studied.
Inset to (c) shows greater detail of the third-order instantaneous response
superimposed with the response of a reference sample taken at 532nm. (d)
shows the instantaneous peak of sample I at 520 nm.

shown, and corresponds to the instantaneous third-order nonlinear optical interac-

tion off the three laser pulses arriving at the same time in the crystal. The inset in

panel (c) of Fig. 5.6 shows in greater detail the instantaneous response in sample

I overlaid with a similar signal profile obtained at 532 nm from a reference sample

that shows an instantaneous peak.

Panel (d) of Fig. 5.6 shows a much more pronounced instantaneous peak seen

in sample I in a different experiment where the wavelength of the TOPAS output

was tuned to 520 nm. In section 5.4, it will be shown that the peak at time zero

is indeed caused by the instantaneous third order response of the sample. The

FWHM of the peak as determined by the fit of the parameter τInst ps in Eqn. 2.14

results in a FWHM for the data of 0.67 ps and a FWHM for the laser pulse of 0.91
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ps. These results match with what is expected at that wavelength based on other

measurements. A more detailed discussion of this issue is given in Chapter 6.

The signal from the instantaneous response is then followed by an exponential

growth that increases until it reaches a plateau. The plateau reached is always

larger than the peak at zero caused by the instantaneous response. When the peak

at zero is not visible, the grating amplitude exhibits exponential growth starting at

the initial excitation time t = 0 ps, and continues to increase until it reaches the

plateau.

A rough qualitative analysis shows that the time required to reach the stationary

final value of the amplitude differs slightly from sample to sample, but in each case

approximately 40% of a quasi steady-state is achieved within 3 ps. The quasi steady-

state is maintained for over a time scale of 100 ps (see Fig. 6.6 in Chapter 6, panel

(a)).

The completion of the growth of the signal within 10 ps is consistent with the

immediate build-up occurring within the 20 ps pulse length reported in Chapter 4.

From Chapter 4, we know the signal is maintained until the excited states start to

decay via bimolecular recombination at a rate dependent on the initial excitation

density. Experiments in this chapter were performed at total fluences less than 25

J/m2, resulting in excitation densities lower than 4×1018 cm−3, densities much lower

than those investigated in Chapter 4. We therefore do not anticipate detecting a

large bimolecular effect in these data on the picosecond time scale. This is confirmed

by the absence of any decay in the three samples studied for the time scale analyzed.

5.4 Analysis of the Transient Grating Dynamics

The time dynamics across the samples selected for study consistently showed a

quasi steady-state that is reached within 10 ps, with variations in the visibility of

the instantaneous nonlinear response at a 0ps delay of the probe. Recall that for

an instantaneous third order response, the FWHM of the detected signal is directly

related to the FWHM of the laser pulse. The FWHM of the peak at time zero seen
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in samples N3 and I is exactly what would be expected from the pulse duration at

532 nm. This correlation gives evidence that the peak is a result of the instantaneous

third-order response of the sample.

Panel (c) of Fig. 5.6 clearly shows the correlation of the width of the third-

order instantaneous responses seen in both rurbene and the reference sample. The

instantaneous response of both the rubrene sample and the reference sample have

full-width at half-maxima of ∼ 1.38 ps, verifying that the peak at zero seen in

rubrene is indeed the instantaneous third-order response..

The third-order instantaneous process is always present. It is a result of the

time confluence of the probe pulse with the two excitation pulses. It then becomes

important to determine why the peak at zero does not appear uniformly throughout

the samples. In some samples the peak is masked by the build-up of the triplet

state.

We believe the inconsistency of the third order nonlinear response’s visibility

among samples to be a result of the fission process being affected by some individ-

ual characteristic of the sample rather than a result of the instantaneous response

changing from sample to sample. This is confirmed by the diffraction efficiency

measurements which show that, when visible, the instantaneous peak is roughly the

same size across many experiments. We can therefore normalize the data to keep

the size of the instantaneous response the same by dividing each data set by the

amplitude of the peak at zero. The measured diffraction efficiencies for the instan-

taneous third order responses for each sample were roughly the sample, justifying

normalization to the peak at zero.

What is consistent from sample to sample is a quasi-steady state amplitude

that is reached within 10 ps and is larger than the amplitude of the instantaneous

nonlinear response. A quantitative evaluation of the evolution of the exponential

build-up can be achieved by fitting the diffraction efficiency, η, to the square of an

exponential build-up function,

η =
(
ADelay

[
1− e−(t/τDelay)

])2
. (5.1)

ADelay is the quasi-steady state amplitude attained once the grating has built up,
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and τDelay is a time constant that indicates how long it takes for the amplitude to

achieve 40% of its quasi-steady state value. At an excitation of 532 nm, we obtain

τDelay = 3± 1 ps across all samples.

We clearly see that, at an excitation of 532 nm, the photoexcited singlets undergo

the fission process, and produce a large population of triplets in a few picoseconds.

The build-up time within ∼ 10 ps for our signal matches well with earlier observa-

tions of transients assigned to the formation of triplets by fission [33, 52, 54, 55].

The signals do not show an immediate response that reaches a maximum within 1 ps

and decays later in any of the samples observed, as would be indicative of detection

of the singlet state.

These results confirm our assignment of the build-up and decay of the transient

grating at 532 nm as the variations of the grating amplitude caused by the creation

of triplet states via fission, followed by a density-dependent decay that is governed

by bimolecular interactions, as discussed in the previous chapter.
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Chapter 6

Transient Grating Spectroscopy

A wavelength of 532 nm initially promotes a rubrene molecule to the ground vibra-

tional state of the first electronic excited state, in a singlet configuration. Chapter

4 described our measurement of the decay of that grating, which is due to bimolec-

ular recombination of either independent triplets or the quantum superposition of

a triplet pair and a singlet state. In Chapter 5 we showed that, at this wavelength,

the detected grating amplitude must be related to the creation of two triplet states

from fission of the singlet. It is now of interest to determine what is the effect of

the singlet exciton being promoted to a higher vibrational state.

It is reasonable to expect that different processes occur at higher vibrational

states, and that photoexcitation to higher vibronic states affects both fission and

the creation of free charge carriers [32, 46]. Since we know the energies of the higher

vibrational states we can judiciously select wavelengths to perform wavelength de-

pendent experiments on a picosecond time scale. With these experiments we can

monitor the progression of processes that occur as the state reached after photoex-

citation moves away from the ground vibrational state and to higher vibrational

levels of the rubrene exciton.
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Figure 6.1: The absorption coefficients for light polarized along the a-, b-, and c-axes of
rubrene crystals [43]. The dashed lines represent the excitation wavelengths
used in the experiments described in section three of this chapter: 434nm,
464nm, 497nm and 532nm.

6.1 Choice of Excitation and Detection Wavelength

Figure 6.1 shows a close-up view of the absorption spectra from Fig. 3.3 obtained

in Ref. [43] for rubrene single crystals when the light was polarized along either the

a-, b- or c-axes of the crystal. The spectrum shows absorption peaks at 2.32 eV,

2.49 eV, 2.66 eV, and 2.83 eV (wavelengths 532 nm, 497 nm, 464 nm, and 434 nm,

respectively). There are many vibrational modes in a molecule as large as rubrene.

The 0.17 eV separation has been assigned to the energy difference between a specific

subset of the vibrational modes [62]; a subset that is mostly related to vibrations

that make C-C bonds oscillate in length at a high frequency close to 1300 cm−1 [63].

The photon energies 2.32, 2.49, 2.66 and 2.83 eV correspond to the ground, first,

second and third vibrational states of the first excited state singlet in rubrene single

crystals [43] (see Fig. 6.2). We may therefore use these energies as the excitation

and detection wavelengths to observe how the singlet fission process progresses when

the molecule is promoted to a higher vibronic state than that produced by excitation

at 532 nm. It is important to recall at this stage that, because of constraints of the
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Figure 6.2: Energy levels of the singlet and triplet states. The vibrational states in the
first excited singlet are separated by 0.17 eV. The solid arrows represent
excitation and the dashed arrows represent fission.

experimental set-up, varying the wavelength of the excitation pulses automatically

varies the wavelength of the probe pulse.

6.2 Experimental Details

The laser and set-up for the experiments performed at varying wavelengths are

identical to those used in the picosecond transient grating experiments at 532 nm

described in Chapter 5. However, a small number of experimental conditions are

different when varying the wavelengths. In order to account for the change in energy

when the wavelength is varied, the energy per excitation pulse was kept at roughly

∼1 µJ for each wavelength by use of neutral density filters.

The pulse length varied slightly with changing wavelength. Figs. 2.7 and 6.3

show the instantaneous response from a reference sample when the laser is tuned

to some of the wavelengths used in this investigation. These data show the result

of the correlation measurement as obtained in degenerate four-wave mixing when

varying the delay of one of the interacting pulses. Table 6.1 shows time constants

obtained from a fit of the data to Eqn. 2.13 and the corresponding FWHM s.

The beam waist of the input beams is also different for different wavelengths,

with individual waists of ∼ 900 µm at 497 nm, ∼ 850 µm at 464 nm, and ∼ 700
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(a) 532 nm, FWHMPulse = 1.1 ps
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(b) 520 nm, FWHMPulse = 0.91 ps
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(c) 495 nm, FWHMPulse = 0.87 ps
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(d) 443 nm, FWHMPulse = 0.65 ps

Figure 6.3: Examples of the third-order nonlinear response in a reference sample with
a profile dependent on pulse width (which changes with wavelength) of the
TOPAS optical parametric amplifier output.

µm 434 nm. Finally, because part of the probe beam’s path travels through glass

mounted on the retroreflector, and because the speed of light in glass is frequency

dependent, changing the wavelength changes the time required to traverse the glass.

Therefore the probe’s time delay had to be adjusted to find the appropriate t = 0

ps required to achieve temporal overlap between the pump and probe pulses inside

the crystal.

6.3 Typical Wavelength-Dependent Transient Grat-

ing Dynamics

In this chapter we will investigate the build-up dynamics while using different wave-

lengths for excitation and detection. The experiments at different wavelengths will
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Table 6.1: Determination of the FWHM of the detected signal, and therefore of the laser
pulse, as determined by the fit parameter τinst for various wavelengths.

Wavelength (nm) τinst (ps) FWHMInst (ps) FWHMPulse (ps)
532 0.82 1.4 1.1
520 0.67 1.1 0.91
495 0.64 1.0 0.87
460 0.51 0.85 0.69
443 0.48 0.80 0.65

show that the build-up consists of three independent components: an instantaneous

one that gives a gaussian peak at a time delay of zero, a step-like one that corre-

sponds to the effects of energy deposition into the material, and a delayed build-up

that matches what we have seen in Chapter 5.

These three features can be described as a function of time in order to param-

eterize the data obtained by excitation to higher vibrational levels of the excited

state singlet. We model the observed diffraction efficiency with a function that is

a combination of these three components: the step increase due to deposition of

energy into the crystal during the pulse length, the peak at a delay of zero due to

the instantaneous nonlinear response, followed by the delayed exponential build-up

to a quasi steady-state of the grating amplitude. We therefore have,

η ∝ AInst(t) + [AStep(t) + ADelay(t)]
2 , (6.1)

where AInst represents the instantaneous response, AStep is the step-like feature

representing a grating written by the energy deposited in the sample while the

pump pulses are present in the sample, and ADelay represents a a grating that grows

exponentially at a later time. AInst, AStep, and ADelay are given by

AInst(t) = AInst(0)e−(t/τInst)
2

(6.2)

AStep(t) = AStep(0) (1 + erf(t/τInst)) (6.3)

ADelay(t) = ADelay(0)
(

1− e−(t/τDelay)2
)
. (6.4)
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Figure 6.4: Examples of how the parameters effect the time dependence of the data.
Plots showing the affect of varying (a) the time constant of the delayed
build-up, (b) the amplitude of the delayed build-up, and (c) the amplitude
of the step. (d) shows the three components separately.

Here, AInst(0) is the maximum signal reached by the instantaneous peak, τInst is

the time constant of the peak, same as the time constant discussed in Chapter 2

that leads to the FWHM. Astep(0) represents the amplitude of the step-like function.

ADelay(0) is the maximum amplitude of the delayed build-up, and τDelay is the time

constant that indicates how much time is required to reach (1− e−1)2 = 40% of the

quasi steady-state. Fig. 6.4 shows the general shape of this description when the

various parameters are varied.

The form for the instantaneous response has been described in section 2.4.1 on

page 17. We have found experimentally that the best fit to the data is obtained

when one assumes that the two gratings associated with step-wise and delayed build-

up, respectively, are in phase. Hence, their two contributions are first added, and

then squared to obtain the energy of the diffracted probe pulse. On the other
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hand, we have found that the data is best described if the intensity of the signal

caused by the instantaneous response is simply added to the intensity caused by

diffraction from the step-wise and delayed gratings. This means that we assume

that the instantaneous response is approximately out-of-phase by 90◦ with the step-

wise response, as determined by the third-order susceptibility described in section

2.4.1.

Recall from Chapter 2, Eqn. 2.14 that the time constant of the detected signal

and of the laser pulse that causes the response are related by τ =
√

2
3
τInst. From

a fit to the τInst parameter in Eqn. 6.2, the FWHM of the laser pulse is given by

FWHM = 2τ
√

ln 2. Therefore the τInst used in Eqns. 6.2 and 6.3 is related to the

duration of the laser pulse, however it is measured.

The instantaneous response at a delay of zero serves as a good reference for

comparisons between signals. In Chapter 5 we were concerned with the consistency

of the response while changing samples. In this chapter, we are concerned with the

consistency of the instantaneous response while repeating the experiment at differ-

ing wavelengths. While the absolute strength of the signal detected in the transient

grating experiment depends on the quality of the alignment and adjustment of the

overlapping beams, on the energy of the interacting pulses, and also on other as-

pects such as the quality of the sample at the position where the transient grating

is written and detected, all these factors affect the instantaneous response as well as

the step-wise and delayed responses in the same way. Therefore, below we will elim-

inate any dependence of the signal from difficult to control factors by normalizing

everything to the strength of the instantaneous response. By comparing absolute

diffraction efficiencies between wavelengths we have established that the strength

of the instantaneous response has only a weak dependence on the wavelength when

compared to the observed changes in the strength of the delayed response, which

are much stronger.

Fig. 6.5 shows a close up on the fit of the peak at time zero for excitation at

460 nm. As the build-up of the quasi steady-state amplitude becomes slower, the

instantaneous peak becomes less and less masked by the other transient grating

contributions. This allows for the accurate fitting of the instantaneous response,
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Figure 6.5: Expansion of third order instantaneous response near a delay of 0 ps for
excitation at 460 nm. Fit to this peak returns a FWHM for the signal of
0.92 ps, compared to 0.85 ps in the reference sample.

which forms a peak at a delay of zero. The time constant τInst returned from the

fits consistently matched with those obtained for the reference sample shown in

Figs. 2.7 and 6.3, verifying that the peak is the result of a third order process for

all wavelengths investigated.

Finally, note that Eqns. 6.2 and 6.3 have the same ratio inside the exponential

and inside the error function, respectively. This is because the error function is

defined as the integral of the gaussian in Eqn. 6.2. The relationship between Eqns.

6.2 and 6.3 can also be understood by a thought experiment involving a simple

situation where light absorption leads to excitation to a higher state that has a

lifetime either much shorter or much longer than the laser pulse length. When the

lifetime of the excited state is shorter than the pulse length, the number of excited

states will be proportional to the intensity of the light. This would be seen in the

data as a Gaussian. If the lifetime of the excitation is longer than the pulse length

for the time scales investigated, the number of excited states will be proportional
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(a) 532 nm
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(b) 497 nm
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(c) 464 nm
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(d) 434 nm
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Figure 6.6: Transient grating dynamics at excitation energies near the absorption peaks
at a grating spacing of 6.4 µm. Pulse energies of beams 1, 2 and 3 are 0.6,
1.2 and 1.1 µJ, respectively. Inset to (c): longer time scan at 464 nm to
show build-up to full quasi steady-state amplitude.

to the integral of the intensity. This is seen as a stepped increase in the data.

Therefore Eqn. 6.3 describes what would happen to a grating that is created by the

instantaneous energy deposition from the laser pulses when the excitation lifetime

is longer than the laser pulse length.

6.4 Excitation at the Absorption Peaks

In this section we first present results of experiments performed using excitation

and detection light at wavelengths corresponding to the main absorption peaks in

the absorption spectrum of rubrene. Measurements made with excitation energies

at and around the absorption peaks have been repeated many times to test for

reproducibility. Figs. 6.6 and 6.7 show the typical results we obtained.
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(b) 495 nm
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(d) 443 nm

Figure 6.7: Transient grating dynamics at the same four wavelengths as in Fig. 6.6,
taken under slightly different experimental conditions and at another loca-
tion in the sample. Pulse energies: 0.8, 2.8 and 1.3 µJ. Grating spacing: 6.4
µm.

The diffraction efficiencies were determined by taking into account the excitation

energies, sample thickness and the wavelength dependent absorption coefficients (as

described by the attenuation factor Aα in Eqn. 2.18), revealing little variation in the

amplitude of the peak at time zero. We therefore normalized to this peak amplitude

to better visualize individual features of the data.

In these examples, the instantaneous third-order response seen at time t = 0 ps

and a delayed exponential build-up to the quasi steady-state triplet population be-

come much more visible. Note that the data presented are those of the normalized

diffraction efficiency of the grating, which is proportional to the square of the am-

plitude of the grating. All fits to the data were performed for the amplitude, and

therefore yield parameters, such as the build-up time constant, that are for the

amplitude and not for the diffraction efficiency.
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Panel (a) in Figs. 6.6 and 6.7 shows the familiar build up for an excitation at

532nm. As was seen in the build-up at 532 nm seen in Chapter 5, fitting the data to

Eqn. 6.1 gives a time constant of 3± 1 ps, representing the time required to reach

40% of the quasi steady-state amplitude. Once the quasi steady-state is achieved it

is maintained over the 100 ps time scale investigated. There is very little appearance

of the third-order nonlinear response at time zero.

When exciting to higher vibrational levels, the delayed build-up that we assigned

to the contribution of triplet excitons becomes less and less prominent and cannot be

detected anymore when exciting to the highest vibrational level. As a consequence,

the peak at time zero becomes much more visible at the higher excitation energies,

and a step-like build-up also becomes evident. The step-like response corresponds to

the energy deposited into the sample by the pump pulses while they are present in

the crystal. The singlet population is also established during the same time, but if

the detected signal was only caused by excited singlet states, then it would need to

decrease with the same rate observed for the build-up of the triplet states, because

we have shown earlier that initially photoexcited singlet states are converted into

triplet states by fission. The origin of the step-like response observed at wavelengths

between 440 and 460 nm will be discussed later in this chapter.

Panel (b) in Figs. 6.6 and 6.7 shows the diffraction from a grating created with

excitation and detection wavelengths on the strongest absorption peak near 497 nm.

Because the delayed exponential build-up is weaker, the peak at time zero caused by

an instantaneous response, and also a step-wise buildup, start to be clearly visible.

In Fig. 6.7, at an excitation of 495 nm, the peak at zero becomes much more visible

as the build-up achieves a smaller quasi steady-state amplitude than when using 497

nm light to excite to the higher vibrational state. The delayed build-up takes longer

to be completed than that at 532nm, with an average time constant of ∼ 10 ± 4

ps as determined by the description of Eqn. 6.1. Once the maximum amplitude is

attained, the signal remains at that amplitude up to the nanosecond time scale.

It is clear in panel (c) of both Figs. 6.6 and 6.7 that when the excitation is at or

near the absorption peak of 464 nm, corresponding to the second excited vibrational

level of the C-C stretching mode, the quasi steady-state amplitude reached is quite
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small compared to that reached at other wavelengths. This leaves the instantaneous

peak and the stepped increase quite visible, followed by a long build-up time that

necessitated a longer scan to allow for the build-up to arrive at the quasi steady-

state. The average time constant for excitations around 464 nm is ∼ 25± 6 ps.

We believe the discrepancy in final quasi steady-state amplitude for a given

wavelength, which is observed when comparing Figs. 6.6 and 6.7, to be an artifact

stemming from reproducibility issues. Inhomogeneities in the sample could have

made the physical process responsible for the delayed build-up less strong in one

experiment compared to the other. Therefore excitation and detection at different

locations of the sample could result in the differences seen in Fig. 6.6 and 6.7. This

sort of variability has also been seen in measurements at 532 nm, and slight dif-

ferences in the quasi steady-state amplitude have been observed, but the dynamics

of the build-up time remained remarkably consistent for all photoexcitation wave-

lengths.

Panel (d) of Figs. 6.6 and 6.7, showing data recorded around the peak at 434

nm, is where the most drastic change from data recorded at higher wavelengths is

apparent. The complete lack of a delayed build-up leaves only the instantaneous

peak and the stepped increase visible in the data. In fact, instead of a delayed build-

up there is an exponential decay to a lower plateau with a time constant of 5 ± 1

ps. Similar to all other wavelengths studied, once a quasi steady-state is reached, it

is maintained up to the nanosecond time scale.

The data obtained by measurements with excitation and detection energies

around the absorption peaks are quite good, and can be fit very precisely with

Eqn. 6.1. The feature of interest in these wavelength dependent measurements is

the time required for the singlets to undergo fission to produce the triplet popu-

lation responsible for the delayed exponential build-up in the diffraction efficiency.

By decreasing the excitation wavelength, and therefore increasing the energy per

photon used for excitation, the build-up time becomes longer, raising from 3 ± 1 ps

to the 25 ± 6 ps observed when exciting with a photon energy near 2.67 eV. It then

must be determined if lengthening of the build-up time is only a result of the fission

rate slowing and requiring a longer time to complete the fission process – with the
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final fission efficiency essentially the same despite the slower build up – or if the

change in amplitude of the delayed signal could also mean that the fission efficiency

is decreasing.

It is quite reasonable to assume that the fission process can become slower, and

yet still achieve a 95% fission efficiency – which we know is the case in rubrene.

We will show below that it is more likely that the fission efficiency remains the

same, and that the smaller amplitude of the delayed signal is instead connected to

a decreased sensitivity to the triplet density because of the shorter wavelength used

for detection.

6.5 More Detailed Spectroscopy of the Transient

Grating

To paint a more robust picture of the changes in transient grating dynamics that

occur between excitations at 464 nm and 434 nm that were described in the previous

section, we performed measurements at incremental excitation energies between

those corresponding to the absorption peaks. Fig. 6.8 shows how the shape of the

build-up changes as the excitation energy is varied in small steps. Again, to better

visualize individual features, all data have been normalized to the instantaneous

third-order response at time zero.

The smooth transition from one curve to the next as the wavelength is changed

confirms the previous results. We see that as the amplitude of the quasi steady-state

decreases, and the time required to reach it increases. Therefore, the instantaneous

response becomes more visible with decreasing wavelengths. We also observe that

the width of the instantaneous peak decreases with decreasing wavelength, in accor-

dance with the changing pulse length (see Fig. 6.3).

The data in Fig. 6.8 are shown in greater detail on individual axes in Fig.

6.9, confirming that the exponential build-up gradually disappears. The transition

progresses from a clear build-up after a step-like deposition of energy at 460 nm

(2.69 eV), to no discernible build-up after the step at 454 nm (2.73 eV), and finally
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Figure 6.8: Wavelength dependence of transient grating dynamics. The delayed build
up of triplets decreases in strength as the excitation energy goes above 2.7
eV (wavelengths below 460 nm). Above this energy limit, detection of the
delayed build-up is impeded.

to a decay of the signal at 443 nm (2.79 eV). Fig. 6.9 also shows more clearly

that the width of the instantaneous peak at time zero decreases with a decrease in

wavelength.

All of the above observations can be summarized by plotting both the amplitude

of the delayed exponential build-up and its build-up time as a function of wavelength.

This is done in Figs. 6.10 and 6.11. Fig. 6.10 shows the build-up time vs. the photon

energy used in the experiment. Fig. 6.11 shows the ratio of the delayed build-up

amplitude to the amplitude of the third order instantaneous response. Above 2.73

eV, this trend become negative as we are no longer taking the ratio of a build-up

amplitude to the instantaneous peak, but instead a ratio of a decay amplitude to

the instantaneous peak.
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Figure 6.10: Energy dependence of the delayed build-up time constant.

6.6 Discussion of Spectroscopy Results

Our data have shown that sensitivity of the probe beam to the transient grating

built by a population of triplets decreases with decreasing wavelength, and the

build-up time required to create that grating increases with decreasing wavelength.

We do not interpret the absence of a detected build-up during the first 200 ps

at wavelengths below 460 nm as a sign that fission processes does not occur for

these excitation wavelengths because there is ample experimental evidence that

fission occurs efficiently at these wavelengths. Photoluminescence measurements

performed at an excitation wavelength of 442 nm (2.80 eV) by Ref. [37] show that

triplets continue to be generated, as evidenced by the visualization of triplet exciton

diffusion along the b-axis. Therefore the observed disappearance of the delayed

build-up that occurs at around 2.70 eV is not a result of a decrease in fission activity

relative to that seen at excitations of 2.32 eV (532 nm).

The fact that our experiments become insensitive to triplets at shorter wave-

lengths should not have any influence on the detected dynamics, and the decreased
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Figure 6.11: Energy dependence of the ratio of delayed build-up amplitude to the in-
stantaneous amplitude.

build-up time at shorter wavelengths can still be seen as an indication of a slower

(but equally efficient) singlet fission process. What is likely is that as we decrease the

wavelength, the effect of a triplet on the complex refractive index seen at those lower

wavelengths becomes weaker and weaker. Therefore the refractive index change de-

tected by the probe pulse decreases, without necessarily indicating that the number

of generated triplets decreases. Shorter wavelengths would simply be less sensitive

to the presence of triplets.

The reason that the build-up time is longer remains a mystery. Fission must be

occurring, as it is the main decay mechanism for the excited singlet state. It is just

that the fission process necessitates a longer time when the initial photoexcitation

also creates significant molecular vibrations.

Although we lose sensitivity to the delayed build-up, we remain sensitive to a

step in the signal due to energy deposition at all wavelengths. The consistency of

the step characteristic in our measurements could indicate that the step represents
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a ground state grating, that is a grating of the S0 concentration, in which case

we would always detect some signal. Note that an S0 grating is not the same as

an excited state S1 grating, as S1 can become two T1 via fission while S0 remains

unchanged until the triplets recombine to S1, which then relax back to S0.

Recall from Chapter 3 that an instantaneous release of carriers was reported

in photoconductivity experiments [42]. This photocurrent step could be correlated

with the step characteristics in our transient grating experiments originating from

an absorption or refractive index change caused by free electrons and holes.

There are currently conflicting interpretations of the physical mechanisms occur-

ring at these low excitation wavelengths. Ma et. al. claim that an excitation at 444

nm produces a singlet-to-singlet transition, S1 → Sn (see Fig. 4 of Ref. [33]). That

is, an already excited molecule is promoted to a higher excited singlet state. Our

data, viewed in conjunction with the PL data of Ref. [37], do not seem to support

this claim. If the step characteristic had been due to a singlet state, the fact that

fission describes a conversion between singlet and triplet states would have required

a decay of the initial excitation on the same time scale in which the signal from

triplet states increases.

A more reasonable interpretation of our data seems to fall in line with the in-

terpretation of Tao et. al. , who report the creation of free carriers at an excitation

wavelength of 450 nm. This claim is best illustrated in Fig 6. of Ref. [46]. This in-

terpretation, considered along with the photoconductivity experiments of Ref. [42],

seems a more likely explanation of the step characteristic in our measurements.

In this chapter we determined that decreasing the excitation wavelength (energy

increased) increases the time required to reach a maximum triplet population, and

that we are indeed sensitive to the triplet state in these transient grating pump

and probe experiments from 532 nm to 460 nm. The build-up amplitude is reduced

significantly as the excitation wavelength is decreased to 470 nm (2.64 eV), and the

delayed triplet signal becomes very weak compared to the instantaneous nonlinear

response. Once an excitation threshold of 454nm (2.73 eV) is surpassed, a delayed

build-up is no longer detectable by our system.

In addition to the decrease in the amplitude of the delayed build-up, we also
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observed a systematic increase in its build-up time. We have also shown that the

longer build-up time can be associated with a slower fission rate as the molecules

are excited to higher vibrational levels. The decrease of the build-up amplitude,

however, cannot be explained with a decrease of singlet fission efficiency, which

must remain high. Because of this, we had to assign the decrease of the amplitude

of the delayed build-up to a decrease in the coupling between the probe pulse and

the triplet population as the wavelength of the probe pulse decreases.

The most surprising result of our experiments is the revelation that singlet fission

takes longer when the initial excitation is to a higher vibrational level, with time

constants of 3, 10, and 25 ps observed when exciting to the ground, first, and second

vibrational state, respectively. It may be possible to argue that the fission time

increases because fission always happens efficiently only from the ground vibrational

state of the molecule, and that when exciting to higher vibrational states one first

needs to wait for the molecule to relax back to the ground state before fission can

occur. Assuming an average time of 7ps for relaxing from a higher vibrational state

to the next lower one would be consistent with our results within the experimental

uncertainty. However, a 7ps relaxation time from a higher vibrational state is much

longer than the 1ps natural lifetime of higher vibronic states reported in Ref. [24].

Further research will still be needed in order to clarify the origin of the slower fission

rate that we have observed.

77



Chapter 7

Conclusion and Outlook

The measurements that are presented in this work contribute detailed and accu-

rate information on the processes with which photoexcited singlet excitons undergo

fission to create triplet excitons.

For the first time we have been able to follow the dynamics of photoinduced

excited states in rubrene using pump and probe transient grating experiments on

the nanosecond and picosecond time scale. In particular, we observed a bimolec-

ular interaction between excited states that can strongly affect the observed time

dynamics on the nanosecond time scale, and has until now been overlooked both

in time-resolved luminescence experiments as well as in photoinduced absorption

experiments.

We have also shown through transient grating experiments on the picosecond

time scale that the excited states that interact and decay on the nanosecond timescale

are the triplets that result from singlet fission. This was determined by observing

the build-up of the grating amplitude within the first 10 ps after excitation. This

build-up corresponds to reported singlet-to-triplet fission times.

Transient grating spectroscopy experiments allowed us to observe the build-up

of the grating amplitude as a function of the excitation energy. In these experiments

we saw that as the excitation energy increased, the time required to reach a quasi

steady-state amplitude for the grating increased, indicating that fission becomes

slower. Although we lose sensitivity to this delayed build-up once the excitation
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energy surpasses 2.7 eV, we do consistently detect the presence of a step-like function

in our data as the excitation energy increases. We interpreted this step as the

presence of free carriers created fast dissociation of a small portion of photoexcited

singlet states.

It is important to note that the conclusions presented here are our best hy-

potheses for a complicated system that requires further study. Recall that a singlet

first transitions to a quantum superposition of the singlet state with two entangled

triplets before two distinguishable triplets are produced. The 10 ps time has not yet

been identified as that associated with the quantum superposition, or that of the

individual triplets. This still needs to be determined, perhaps by tracking triplet

movement or by analyzing the photoluminescence dynamics.

It is clear that much additional work will be required before a complete un-

derstanding of the singlet-to-triplet fission process in the rubrene single crystal is

reached. It would be useful to improve on our ability to detect triplets as a function

of excitation wavelength. Our current experimental conditions limit our ability to

perform experiments that could improve triplet detection because the wavelength we

used for detection was constrained to the same used for excitation, causing the probe

pulse to lose sensitivity to the presence of triplet states. Probing with a wavelength

different from that used to excite would allow the probe to remain sensitive to the

presence of triplet states. A pump and probe transient absorption spectroscopy ex-

periment could be one way of continuing the investigation of singlet fission by pump

and probe experiments. A delayed white-light probe could be used to correlate the

photoinduced changes in absorption at various wavelengths to the evolution of the

excited state on the picosecond time scale.

Rubrene is one of the most promising organic semiconductors, but there are still

many open questions regarding photoexcitation processes in this material. Further

investigation of excited state dynamics in rubrene is necessary in order to gain more

insights into the fission process that ultimately leads to two independent triplet

excitons that are free to dissociate. It is hoped that this work will stimulate further

work in the field by helping to clarify any inconsistencies in reported results due to

the particular excitation density used or vibrational state being examined. We trust
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that the availability of these new data will allow researchers to properly design and

interpret both photoluminescence and transient absorption experiments in rubrene,

with the ultimate aim of painting an accurate picture of the processes by which

a photoexcited singlet exciton creates triplet excitons, which ultimately can diffuse

towards heterointerfaces and dissociate into charge carriers, a key process for organic

photovoltaics.
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Chapter 8

Haiklusion

Singlet to triplet.

My! How triplets recombine.

Went fishin’, found fission.
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Appendix A

Table of Q & ρ Values

Table A.1: Raman Nath parameters Q and ρ for transient grating experiments performed
on the nanosecond time scale.

Wavelength (nm) Grating Spacing (µm) Q ρ
532 0.376 166.7 147.0
532 0.388 156.5 138.0
532 0.390 155.0 136.7
532 0.567 73.3 64.7
532 0.588 68.2 60.2
532 0.592 67.3 59.4
532 1.42 11.7 10.3
532 1.61 9.06 7.99
532 1.74 7.79 6.87
532 1.84 7.00 6.17
532 1.92 6.37 5.82
532 3.07 2.51 2.21
532 3.32 2.14 1.89
532 3.58 1.84 1.63
532 6.33 0.588 0.519
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Table A.2: Raman Nath parameters Q and ρ for transient grating experiments performed
on the picosecond time scale.

Wavelength (nm) Grating Spacing (µm) Q ρ
532 6.35 0.585 0.516
520 6.35 0.571 0.492
497 6.35 0.546 0.450
495 6.35 0.544 0.446
475 6.35 0.522 0.411
470 6.35 0.516 0.402
464 6.35 0.510 0.392
460 6.35 0.505 0.385
454 6.35 0.499 0.375
449 6.35 0.493 0.367
443 6.35 0.487 0.357
434 6.35 0.477 0.343
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