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Abstract

This paper is an overview of expert systems. Expert
systems are AMArtificial Intelligence programs embodying
the specific knowledge and experience of humarn experts.
They offer users advice in specialized domains that are
geverally conceded to  be difficult and requiring
expertise.

The components of an expert system are the knowledpge
base, a krnowledge representation subsystem, a knowledge
acguisition suubsystem, an infererice driver, an
explanation capability and a mnatuwral language front end
translator.

The organization of an expert system is determined
by the solution space available, errors in the data, and
the availability of abstraction in the system.

In this paper the author describes software tools,
an area of expert systems that is receivivig increasing
attention. Special purpose programming languages, such
as, LISP and PROLOG allow knowledge bases to be built
more efficiently. EXPERT and EMYCIN are software
programs aiding in the development of production systems.
Ancother software tool, SAUI pwovides‘the user with help
ir learning and using complex expert systems. SRUI is a
saftware package for pgeneral develapment for expert

systems. Software tools available are becoming more and
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more sophisticated.

Some  recent areas providing practical applications
for expert systems are medical diagnosis, equipment
failure diagrniosis, computer configuration, chemical data
interpretation and structwe, oil field serviece, and
military rneeds.

Areas of research in the study of expert systems
that are described imwm this thesis are heuristics,
kriowledge acguisition and krowledge representation.
Heuristics are informal jjudgmental ?Trules of  thumb?.
Krnowledge representation refers to the method of
representing an ordered set of task gspecific rules in  an
expert system. Reguiring new krnowledge or refining
existing knowledge is accomplished by the knowledge
acguisition methods of an expert system.

This paper includes & comparison of tws expert
systems. CENTAUR and Rl have many differences and few
similarities in their methods of representing, acguiring,
utilizing, and explaining knowledge. Rl is an expert
system used to configure VAX-11/784 computer systems.
CENTAUR interprets pulmonary tests arnd diagrosis
pulmorary diseases. The capabilities of CENMTAUR and Ri1
demonstrate the potential of expert systems in the

future.



1. Introduction

Expert systems are computer programs that embody the
specific krnowledge of human experts. They are one of the
mast practical proaducts to have come out of research in
Artificial Intelligence. The expert system provides
useful answers to questions asked by the user in a field,
such as, medical diagrosis.

This thesis attemnpts to provide an overview of
expert systems. This first chapter is an introduction.
The second chapter corsists of a description of expert
systems. It containg the definition, history,
components, organization, software tonols, and
applications of expert systems.

There are several major research issues in studying
expert systems. They include heuwristics, krowledpge

acguisition and krnowledge representatior. These issues
are discussed and illustrated in Chapter three.

The final chapter compares two expert systems. They
are Rl and CENTAUR. Rl is a configuration system for the
VAX-11/780 computer systems. Wheri provided with a
customer’s order, it produces as out put diagrams
configuring the components on the order. CENTRUR is an
expert system that interprets measurements from pulmonary
furction tests administered to patients in a puJulmonary

function labrataory. It then produces a set of
3



interpretation statements and a diagrwosis for each
patient. CENTAUR and R1 have more differreces that are
discussed then similarities.

Expert systems are a human face of information
techriology and will find an application in every sector

and level of modern ecornony.



2. Description of Expert Systems

The bepgirming section of this chapter defines expert
systems. The intermediate sections include the history,
components, organization, and applications of expert
systems. The final section describes software tools used

in expert systems.

2.1 Definition of Expert Systems

A most powerful technique for exploiting collective
human krnowledge by computer is represenmted by what are
called Expert Systems [Pinkerton, 19821. Expert systems
are Artificial Intelligence computer programs that embody
the specific Knowledge and experience of human experts.
They are problem—solving programs that solve substantial
problems gererally conceded as being difficult and
requiring expertise [Stefik et al, 19821 for which ! good?
algorithms are 1ot known. [Chester, 19821 Their goal is
to provide users with advice in specialized domains

[Bormet, Cordier, and Kayser, 19811.

Expert systems encapsulate the knowledge of one or
more experts in a particular field. These systems
consist of a pglobal data base of assertions, a set of
rules that represent small bits of an expert’s krnowledge,
a control  strategy for applying the rules to the

assertions [Chester, 196821, a kriowledge acquisition
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program, an explanation program, and a natural language
processor [Winfield, 19821.

The system may gradually improve its performance as
it is used, provided its users are true experts. It does
this by adding to the data base and also be refining the
‘rules’ by which the system works. These rules are
listed through dialogues with experts who may be able to
point out, from their own special knowledge of cases, the
flaws in the generalizations represented by the rules.
owrt  special knowledge of cases. Thus an expert system
can evolve to a degree where its gereral performance is
as pgood as that of a group of experts collectively,
possibly faster than any of them, and certainly better
than any inexperienced user. In this way the experts’
knowledge and Judgment is indirectly made much more
widely available [Pinkerton, 19821].

The expert system performs its inferences using a
humarn—like process, and must be capable of explaining its
inferernce processes in a language natural to the user, if
it is to be acceptable to the user., If an expert system
is to follow a similar problem—-solving process as a
human, and yet it is to vrunm on a computer it was
suggested by Basden at a recent conference on expert
systems, that this relationship' he represented as

follows:



Expert
Numerical system Humar
computer [capable of
processing struc—
tured informationl

The aim of research into expert sytems is to move
much closer to the humarn end of the spectrum [Winfield,
198213.

The process of designing and implementing expert
systems is krnown as Krnowledge Engineering [Tanaka, 12821.
Feigenbaum defires the activity of krnowledge engineering

as follows:

"The kriowledge engirneer practices the act of
bringing the principles and tools of Al
research to bear on difficult applications
praoblems requiring experts? knowledge
for their solution. The technical issue
of acqguiring this krowledge, representing
it, and using it appropriately to construct
and explain lines of reasoning, are
important problems in the design of knowledge
based systems....The art of constructing
intelligent agents is part of an
extension of the programming art. It is the
art of building complex computer programs
that represent and reason with the
knowledge of the world. [Feigewnbaum, 19771

The basic idea of expert systems is putting
kriowledge to work, a non—-mathematical kriowledge used for

most of the world’s problems. The knowledge base of an

expert system includes a data base consisting of facts,



assumptions and beliefs, and heuristic rules [Feigenbaum,
i9823.

The heuwristic approach rather than an algorithmic
approach characterizes an expert system. The system
searches for a good enouwgh answer with the resources
available using the krowledge of a human expert to
improve search efficiency. This permits investigation of
feasible modes only and the rapid elimination of "blind
alleys". [Sumrmer, 1982

For expert systems, logic is not the issue,
kriowledge is. These systems, of course, needs an
inference procedure; however, the power of an expert
system comes from @ its kKrnowledge, not its  inferernce

procedure.

2.2 History of Expert Systems

Twenty years ago Newell [Newell, 19621 surveyed
several organizational alternatives for problem solvers.
He was concerred with how one should go about designing
problem solving systems [Stefik et al, 198217. The
research that followed in the area of computer problem
solving passed through various stapges. In the first
phase attempts were made to improve on human  problem
solving performance by using various statistical

techniques [Couch, 19761, Statistical methods proved to



be accurate for small diagrostic domains, but impractiecal
for applications in real world problems [Gorry, 19763,
In the second phase attempts were made to capture
diagrnostic logic as fixed decision protocols using an
inference—~based paradigm [Bleich, 19691. Although at
times successful, it was recononized that such protocols
suffered from inflexibility. RAlong the way, Artificial
Intelligernce researchers made an important discovery.
The power of an intelligent program to perform its task
depends primarily o the guantity and guality of
kriowledge it has about that task [Davis and Lenat, 198z1].

This observation arises not only inm the work of
artifact builders but in the work of psychologists, for
example, the studies of Simon and his colleagues on the
nature of "expert" thought in physics and chess playing;
in the work of the image understanding researchersi; and
the work on understanding watural language. Human
specialists striving for high levels of proficiency in
their chosen fields spend years acquiring the knowledge
and skills necessary to support such performarnce.

Thus krnowledge came to be seen of paramount
importarce, and RArtificial Intelligernce research shifted
its focus from an inference-based paradigm to a
krnowledge—based paradigm. Krowledge is viewed as
consisting of facts and heuristics. The facts constitute

2



- a body of  information that is widely shared, publicly
available, and generally agreed upon by experts in the
field. The heuristics are more private, little discussed
rules of good judgement. They are rules of good guessing
and plausable reasoning that characterize expert level

decision making in a field.

Begirming in 1965, the Stanford Hewristic
Pyogyamming Progect focused on the development and
exploitation of the knowledge based paradigm. It began

in artifact comstruction and methodological irnovation
with the DENDRAL prooram, with efforts directed fowards
building & system which incorporated expert problem
solving strategies, but which retained flexibility.
DEMDRAL solved prablems of structure elucidation in
organic chemistry, initially by & knowledge intensive
analysis of physical spectra of the molecules [Davis and
Lenmat, 19821].

In 1968 whewn Feigernbaum presented the research work
oy DENMDRAL L[Lindsay et al, 13821 to Michie, Professor at
Edinburgh University in Scoatlarnd, the term of
Epistemological Engineering was praoposed by Michie to
describe such research works as DENDRAL L[Tanaka, 198g1.
Epistemics is the science of communicating understanding
via stored krowledge [Addis, 198&1.

The descendant of DEMDRAL, META-DENMDRAL, arnalyzed

12



sets of spectral data and inferred chemical rules of
spectral arnalysis. It created krowledge from data,
guided by a few basic privnciples.

The first foray into clinical medicine was the MYCIN
effort. MYCIN was a program that performed consultations
with physicians about infectious disease diagrosis and
antimierobial therapy. The product ion rule
representation that proved so effective in parts of
DENDRRL was adapted to fit the rneeds of medical
kriowledge. Issues inm machine—-facilitated knowledpe
acqguisition, in the representation of knowledge, and in
program control arose from this work [Davis and Lenat,
12823. MYCIN provided an inspiration for Davis? work on
TEIRESIAS, a program designed to make possible the
interactive transfer of expertise from a human expert to
the krowledge base of a high performance program, in a
dialogue conducted in a restricted subset of watural
language [Davis and Lenat, 19821].

Aricther approach to knowledge representation was
initiated by Minsky's theory of frames, explaired by
Minsky in 1974. A frame is a data-structure for
representing a sterectyped situation [Minshky, 19741,
Minsky's frames were incorporated in the developnmernt of
systems, such as, AM - a program that models an aspect of
elemerntary mathematics research in the development of rnew

11



concepts  under the guidance of a body of heuristic rules
[Lenat, 198233 and CENTAUR- a program desigrned {a
diagrnose pulmomary disease [Rikins, 19831.

In August, 1977, Professor Feigenbaum presented a
papev titled "The Art of Artificial Intelligerce: Themes
and Case Studies of Hrowledge Engineering"” at the Sth
International Joint Conference on Artificial Intelligerce
held at MIT. Because of the difficulty of pronouncing
Episemologieal Engirneering, HKrowledge Engineering was
selected at this time, to describe the process of
desigrning and implementing expert systems [Tanaka, 19827.

Since the inception of Expert Systems many have been

written. Some expert systems that have come into regular

use are DENDRAL [Lindsay et al, 1382313 MACBYMA [Martin

and Fateman, 1971133 PUFF
Lifap"HeuristicProgrammingProgect 198207, 198121 and
Rl (MeDeavpotbt, 198021, Macsyma warnipulates algebraic

expressions symbolically, including their integration and
differentiationy Puff diagrioses pulmonary disorders; and
R1 configures VAX systems [Chester, 13821.

Major areas of research in the field of hkrowledpe

engireering are the following.

-
fu



[y
a

Krnowledge Base.

Kriowledge Representation.

i

Krowledge Acquisition.

2

B

Mriowledge Utilization.

Kriowledge Explanation Subsystem.

.Ul

2.3 Components of an Expert System
An expert system (figure below) consists of a number
of essential comporents: & krowledpge base, a knowledge
representation subsystem, a kriowledpge acguisition
subsystem, an inference driver, an explanation
capability, and a natural language front end translator.
Krowledge

refining
program

Inference
knowledge engine NMatuwral
- base €7 (driver <3 language +— ~~
program) processor

Domain User
expert \[

Explanation
program

Figure 2-1: Comporents of an Expert System

An expert system is a set of computer programs that
access a knowledge base and perform inferences on the

1
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kriowledge held there, in order to satisfy a user query.

The expert system must be capable of explaining its
inference processes ivn a language natural to the user
[Winfield, 19821.

The krnowledge base is a database of  information
consisting of facts, assumpticons and beliefs, and
hueristics that describe the problem to be solved and all
the intermediate results in its solution L[Chester, 198z27.
Gererally a knowledge base is composed of  information
collected in discussiuné between a human expert and a
system builder (alsc human at present).

A  kriowledge representation is a set of rules
providing a formalism in & data structure, for facts and
heuristics about a subject or specialty [Tanaka, 19823,
Usually, an expert system will contain 40 - 820 rules.

Several methods of representing knowledge within a
computer are currently used: 1)Logicy; 2) Procedural
representations; 2)8emantic networks; 4) Product ion
systems; )Direct (arnnalogical) representations;
&)Semantic primitives; 7) Frames.

The method which has been used in the majority of
the move common present day expert systems is  the
production system. A production system consists of a
number of rules, each rule being of the IF...THEM... type
(see figure E.&2). These rules are sometimes referred to

14



as situation action rules. That is IF some situation
nocurs THEN some action is performed [Winfield, 192823.
IF: Request is PUTON object targer
AND Object is free
AND Target is free
THEN ¢ Delete Object is free
AND Delete Target is free

AND Delete PUTON obgject target
AND Move Objgect tw Target

Figure 2-2: If...Thern... rule

In the modern world it is necessary for humans to
update their krnowledge by deleting old outdated

information, inserting rnew information, and amending

existing information. Similarly, the expert system via
its hkriowledge refining comporent rneeds to have its
kriowledge base updated to ernsure that i1t remains an

expert in its field.

The inference erngine is the program of control
strategy that drives the system. It provides a
methodology for reasconing about vrules in a knowledpge
representation and drawing conclusions from that
kriowledge [Tanmaka, 198&1. It does this by attempting to
match kriown facts about a particular problem with one (or
perhaps more) of the productions [Winfield, 1982]1. Rules
are applied mainly in the backward divection, but

sometimes the forward direction. Some systems apply them



in both directions [Chester, 12821. When a successful
match is found, the production *fires? and the actiom
part of the rule is used to update the !krown facts' of
the data base. It is unlikely to be able to solve the
problem in aorne step and will therefore attempt to produce
a solution to a small part of the problem by setting up a
subgoal to be solved. Subgoals are established by
writing appropriate notes about them into the data base.
Using this rew knowledge in congunction with what was
already known about the problem, the knowledge
wtilization program again attempts to satisfy the goal by
finding ancther production that is satisfied. This
process is repeated until a solution is found [Winfield,
13883.

A natural language processor provides acceptable
communication between the expert system and the user.
Communication must be in wnatural language that is
urnderstandable to the user. The system must make it easy
for the user to irnput reguests, and obtain results. The
system should also be capable of adjusting the type of
questions it asks and the amount and type of information
it gives or requests, depending upon whether an expert or
riaive user is controlling the system.

The natural language front end is the part of the
expert system the user comes into contact with and is

16



therefare very important. A poor natwal language front

erid could make the sytsem unacceptable, particularly to

raive users, and these are the type of users expert

systems will be built for in the future [Winfield, 19821.

2.4 Organization of Expert Systems
In this section a rnumber of contemporary systems are

nsed to illustrate the strengths and limitations of

alternative organizaticonal methods of building an expert

system. In an expert system the choice of search method

is orne of the most important decisions. The approach of

searching for a sclution is affected by characteristics

of the domain, such as size of the scolution space, errors

in the data, and the availability of abstractionms.

1
Small Solution Space
Data Reliable & Fixed
Reliable Krowledge
Exhaustive Search
Mormotonic Reasoning

! l

Urnreliable Data Time-Varying Data

Requirements

Prescriptions

4 l
Rig, Factorable

U

or Kriowledge

Combining Evi-
dernce from
Multiple
Sources
Probability
Models

Fuzzy Models
Exact Models

State-triggered
Expectationsg

17

Solution Space

Hierarchical
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pw}

N Evaluator Single Line of Representation
for Partial Reasoning Tow Method Too
Salutiomnm Weak Inefficient
Fixed Order Multiple Lines Turned Data

of Abstracted of Reasoning Structures
Steps Kriowledge Com-—

ilation Cog—
nitive Eeconomy

& 1@

No Fixed Se- Sirgle Mnowledpge

quence of Sub- Source too Weak

problems

Abstract Heterogernous

Search SBpace Models Oppor-—
tunistic Scheduling
Varialbe-Width
Search

7

Subproblems

Interact

Constraint Pro-
pagation Least
Commitment

8

Efficient
Buessing is
Needead

Belief Re-
vigsion for
Plausible
Reasoriing

Stefik et al sugpgested the chaﬁt above for the
alternative cases of organizing expert systems. Each bax
inm the figwe covresponds to one of the cases. The
riumbers on top of the boxes indicate the order in which
the cases are discussed. The cases are organized into a

tree structure such that a sequence of cases in a branch

18



refers to increasing elaborate cornsiderations of a basic
idea. Case 1 requirements are small solutior space,
reliable data and exhaustive search. The boxes & thyvough
4 eponsider the complications of wrreliable data or
krnowledge time-varying data, and a larpge search space.
Organizing a given expert system may reqguire combining
ideas from any of these tapicé. The three brarnches
descending from case 4 consider further the problem of a
large search space. The first branch (cases S through 8)
are organizations for abstracting a search space. The
third branch considers ways of making the knowledge base
more efficienmt. The organization of the cases is
pedag=gical and it should be realized that in real system

the ideas of the varying branches may be combirned.

e i S W et b S et ot S St s Bt B o o St S Pt Pt Pt S St M Kt e 0 B v e e (e S D M Fowse e e ot St (ot St AR St e e e St P o

This case considers the simplest architecture for an
expert system. The first requirement is that the data
and hkrowledge are reliable and riot filled with errors.
Ths second requirement is that search space is small and
provigions  are therefore unrnecessary to cope with the
limitations of computational resouwrces. It should be
realized that in real applications few expert systems

meet these coriteria.

19



An expert system of this type could be organized
imto two main parts: a memory and an  inference method.
The memory would consist of a list of inferred facts that
possibly could be represented in predicate calculus [Barr
and Feigerbaum, 13821, for example

[On Blockl Blocks]
[NOT [or Block® Tablelll

Figure 2-3: Represerntatior irn Predicate Calculus

The data could be stored inm a frame system [Bobrow, 13731
where the indexing of facts is organized to make the most
commorn paths move efficient. Data which are used

together are stored in the same frame.

Sometimes it is necessary for expert systems to make
a Judgement under pressure of time. Some of the
kriowledge or data canm be urnreliable or unavailable.

MYCIN is an example of an expert system that
appraaches reasoning with  uncertainty. To  accomodate
Judgmental reasonivig MYCIN ivncorvporates concepts such as
"A sugpests R or "C and D tend to rule out E* by using
numbers called certainty factors to indicate the strergth
of a heuristic rule. An example of a rule represented in

Z@



IF (1)the infection is primary-bacteremia and
(2) the site of the culture is ocrne of the sterile
sites and
{(3) the suspected portal of entry of the organism
is the gastro—intestinal tract,
THEN there is supgestive evidevce (.7) that the
identity of the organism is bacteroides.

Figure 2-4: MYCIM Rule.

the MYCIN krowledge base is: The rnumber "2.7" ivndicates
the strength of the probability that the hypothesis is
true. Evidernce for and against the hypothesis is
processed separately, and the "truth" of the hypothesis
is the algebraic sum of the eviderce. [Rurndle, 1982
Instead of wusing its own formalism for reasoning
with uncertainty, MYCIN could have used Bayes®! Theorem
[Catanzarite, Greenbuwrg and Bremermarm, 19811. It could
caleculate probability iwm light of specified evidence,
from the a priori probability of the disease and the
conditional probabilities relating the observations to
the disease. The main difficulty with Bayes Rules is the
large amount of data that are reqguired to determine the
conditional probabilities needed iv the formula.
Another approach to irnexact reasoning is fuzzy logic
as discussed by Zadeh [Zadeh, 19731 and others. In fuzzy
logic, the statement "X is a large number' is interpreted

=1



as having arn  imprecise denctatiorn characterized by a
fuzzy set. A fuzzy set is a set of values with
corresponding characteristic functions.

Fuzzy Proposition:

X is a large number.

Covresponding fuzzy set:

[X is a rnumber [, 121, .11

[X is a number L1183, 1222, .23

[LX » 129@Y, .71

The interpretation of the proposition X is large?
is that if X is less than 1@ it has a characteristic
function of .1, or between 12 and 1202 a characteristic
function of 2.2 and so on.

The usefulness of fuzzy logic in vreasoning about
urreliable data would depend on the appropriaterness of
interpreting the data as a fuzzy proposition.

Besides the use of pseudoc—probability and fuzzy
approaches  for  reasoning with  partial  and urreliable
data, one could use an exact inference method. This
approach is illustrated in the expert system BGAI [S8tefik,
19781 which is a data ivnterpretation system that copes
with errorful data. GAI's task is to assemble models of

complete DNA structures using incomplete information

about the digestion of molecules by enzymes [Rundle,

198&1.

Arn example of a rule for correcting missing data is:

u
i



If a segment appears in a complete digestion for an
enzyme, that fails to appear ivn the incomplete
digestion for that enzyme,

then it may be added to the list of segments for the
incomplete digestion.

This rule is based on the observation that segments
are easier to overlook in incomplete digestions thanm  in
complete dipestions.

In summary, there are several methods for reasoning
with urreliable data and krowledge. All of the methods
Pequiré ‘a formalization of extra meta—knowledge in order
to correct the data, take back assumptions, o combine
evidence. The available meta-krnowledge is a coritical
factor in viability of these approaches to a particular

application.

Some expert tasks involve reasoning about situations
that change over time. The change of the situatiocn can
be signalled by time varying— data as in the expert
system VM (Ventilator Marnager) reported by Fagan [Fagan
et al, 1979, Fagan, 19801]. VM is a program that
interprets the clinical significance of patient data from
a physiological monitoring system by monitoring  the

post-surgical progress of a patient reguiring mechanical

o
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breathing assistarce.

Because a patient’s situation can be affected by the
progression of disease and  the response to theraputic
intervention, VM is an application containing krowledpe
stitable for coping with time-varying data. VM has
several kinds of rules: fransition rules, initiation
rules, status rules and therapy rules. The rules are
rerun  periodically when VM receives a new set of
instrument measures. The following is an example aof a
transition rule used to detect when a patient’s state has
changed:

If (1) the current context is "Assist? and
(2) respiration rate has been stable for 2@
minutes and :
(2) I E ratic has been stable for 2@ minutes
Then the patient is on *CMV? (controlled mandatory
ventilation)

This rule governs a transition between an assist?
corntext and a '"CMV? context or state. VM  uses
initialization rules to update information for a new
context and extablish riew expectations for status rules.

VUM's reasomnivg  is concerned only with the previous
state and the next state. It is limited to adjacent time
intervals. Research in writing programs capable of
reasoning about distant events (requiring elaborate

representations of events and time), for example,

jga]
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plarming and prediction tasks, is in progress.
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This section describes a technique for coping with
very large spaces. This technigue is rnecessary when it
is not ernough to  find orne interpretation of data, but
every interpretation consistent with the data is
reguired.

Q_ systematic approach would be to consider all
possible cases and eliminate those rases inconsistent
with the data. However, the technigues is impractical.
A practical alternative is to use early pruning while
generating and testing scolutions. Two expert systems
using this technigue are DENMDRAL [Stefik, 19811 and GAI

[Stefik, 19781. GAI was mentioned previously.

DENDRAL. generates possible molecular structures from
mass spectrometer data, rnuclear magretic renosance data
and other information. It works in three stages, usivg a
"generate and test" approach. First it derives a number
of constraints which the structure must satisfy, and then
generates a number of structures which satisfy these

constraints. The proposed structures are then processed

to predict their mass spectrogram and these are compared
with the observed experimental data. The program has
been accurate and used to establish wew molecular
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structures., [Rundle, 13821

In conclusion, generate and test is appropriate
method to consider when it is  important to  Find  all
solutions to a problem. However, to be workable, the
gererator must partition the solution space in ways to
allow early pruning. Often these criteria are associated
with data interpretation and diagnostic expert system

problems.
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In design and plarming problems one cannot tell from
a fragment of a plan or design whether that fragment is
part of a complete soluticon. This section considers an
approach to problem solving without early pruning. The
approach uses the technique of abstracting the search
space by emphasizing the important steps of a problem in
a fixed order. This enable the problem to be partitioned
into subproblems.

An  illustration of this is the R1 program reported
by MeDermott [McDermott, 19823. Rl econfigures Digital
Equipment Corporation’s VAX computer system. The input
is a customer’'s order and the ouwtput is a set of diagrams
displaying the spatial relaticnship among components on
the order. Rl is capable of determining whether a
customer!s order is satisfactory and addivng nrecessary
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compornents if it is rot.

The configuration task can be grouped into the
following subtasks that have strong temporal
interdependance.

1. Determines whether there is anything grossly
wrong with the customer?’s purchase order.

2. Put the appropriate components in the CPU and
CPU expansion cabinets.

3. Put boxes in the unibus expansion cabinet and
put the appraopriate components in those boxes.

4, Put parnels in the unibus expansion cabinets.
. Layout the system on the floor.

&. Do the cabling.

An example of a rule for the third subtask follows:

If the most current active context is assigning a power
supply
and a unibus adaptor has been put in a cabinet
and the position it occcupies in the cabinet is known
and there is space available in the cabinet for a
power supply for that position
and there is an available power supply
and there is vno H71@1 regulator available
Then add anm H7181 regulator to the order.

Because of the way in which the stages in the
process  have been  abstracted, Rl always processes the
tasks in the same order and never needs to backtrack.

[Rundle, 19821. R1, with the use of abstraction space

does very little search. This method requires a partial
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ordering on decisions for a task since the consequences
of applying an operator will affect ?later? parts of the
solution.

The use of abstractions should be considered for
applications where there is a large search space but no

methad for early pruning.

This section describes an organization appropriate
to applications that carmot with each use be partitioned
intos the same subproblems. In this type of system an
abstract appreoach is used. The following aspects of this
approach are important:

1. Abstractions for each problem are composed
from terms (selected from a space of terms) to
fit the structure of the problem.

&« During the problem—-sclving process, these
covcepts represent partial solutions that are

combined and evaluated.

3. The concepts are assigned fixed and
predeternined abstraction levels.

4. The problem soluticon proceeds topdown, that is
from the most abstract to the most specific.

S« Solutions to the problems are completed at one
level beforve moving down to the next more
specific level.

6. Within each level, subproblems are solved in a
problem independent order.

n
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ABSTRIPS [Sacerdoti, 19741 is an example of this
approach.  The robot plarning expert system makes plans
forr a robot to move objects between roocms.  In ABSTRIPS
the abstractions are plans. The concepts are type and
color, irvroom, ete.y; and the abstraction levels are
represented by what Sacerdoti refers to as criticality
values. These values place the concepts in heirarchy of
importance. In one example Sacerdoti suggested the
following criticality assigrnents for concepts in a robot

plarnming domain:

Type and Color 4
InRoom 3
Plugged and Unplugged =&
NextTo 1

Dne should vnote that im all problems of the the
dﬁmaiﬂ, the hierarchy of "Type and Color? will always be
greater than ? InRoom?.  Plarmming in ABSTRIPS starts where
criticality is at a maximum. Preconditions whose
criticality is below the current level are invisible to
the planmer and will be accounted forr during a later
level pass. After a plan is completed at orne criticality
level the criticality level is decremented. The abstract
plan becomnes more detailed as coriticality level
decreases. The sequence of abstract plans is created

differently for each problem depending on the corncepts
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employed.

In sSUumary, this approach utilizes a topdown
refinement that is individually constructed to fit each
problem ivn  the domain. In this approach it must be
possible tw assign a criticality ordering to the domain

concepts and what  is important for one problem must be

important for all problems [Stefik et al, 19821.

In the previous case it 1is assumed that similar
kinds of decisions should be made at the same criticality
level for each problem in the domain. This section
explores a reasoning approach based on the least~
commitment principle.

This approach reguires the following attributes:

1. The ability fto krow when there is ernough
information to make a decision.

2. The ability to suspend problem—-solving
activity on a subprablem when information is
not available.

J. The ability to move between subproblems,
starting work as information becomes
available.

4, The ability to combirve information from
different subproblems.

The figure above is an example of the least

commitment approach used in NOAH [Sacerdoti, 19741. NMNOARH

2

J



LEVEL 1
Paint the ceiling and paint the ladder.

LEVEL &:
Paint the ceiling.
Spli‘t/ /J':lit’l
TPaint the ladder.

LEVEL 3
et paint—get ladder- apply paint to ceiling.

split Join

/

Get paint— apply paint to ladder.

LEVEL 3: (after conflict resalution)
Get paint- get ladder- apply paint to ceiling~j1

<. <
5 “«

split

\Bet paint— Join— apply paint to ladder.———
Figure 2-5: Example of Plarning in NOAH

is a robot planning system that assigns a time ordering
to operators in a plan as they are required.

In figure (2.3) NOAH starts with two subgoals which
are expanded until a conflict is found., The conflict
appears in LEVEL 3. If the ladder is wet it carrot be
used to paint the ceiling. At the time the conflict is
resclved by altering the plan.

In conclusion, this approach coordinates decision
making with the availability of information and moves the
focus of the problem salving activity among subproblems.
Wher there are many opticons and no compelling reascons for
choices one carmot utilize this approach.

1
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Below are listed situations inm reasoning when

guessing is important:

1. Many problem-solvers rneed to cope with
incomplete krowledge and may be unable to
determine the best choice at some stage in the
problem solving.

s

A search space may be quite derise in
solutions. If solutions are plentiful and
equally desirable then guessing is efficient.

2

Sometimes, as in top-down refinement, there is
an effectove way to converge the salutions by
systematically improving approximation.
The difficulty in guessing is in identifying wrong
guesses and recavering from them. Stallman and Sussman
[Sussman and Steele,. 19801 use guessing in EL, which is
a program analyzing electrical circuits.

When avnalyzing diodes and transistors, EL uses a
method of assigrned states that reguires guessing. For
dicodes EL has two possible states (On or OfF) and three
states for transistors (active, cutoff, and saturated).
Onece a state is assumed EL can use a non guessing method,
propagation analysis. After making an assumption EL must
check whether the assumed states are cornsistent with the
valtages and currents predicted for the devices.

Conmtradiction is used tio detect incorrect
assumptions. When a contradiction occurs the assumptions
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are revised through belief revisions.

In EL an assertion is believed (or ir) if it has
well-founded support from  atomic assumptions, and aut
wheri lacking suppdrt. If an assertion was out and
becomes in it is unouted. In the figure below Al and A2
are mutually exclusive device-state assumptions. The top
povrtion of the figure demonstrates facts that are in when
Al is  in. Arrows indicate suppomrt and dotted lires
(although part of the data base) indicate what is out.
Ivi the bottom of the figure (2.6) AZ is urcouted and Al is
outed.

Gererally dependerncy directed backtracking is used
iv pbelief revision to recover from incorrect assumptions.
The main points are:

1. In the evernt of a contradiction EL rneeds to

decide what to withdraw. El must decide which
assumptions are most unlikely to chanpe.

2. El must redo some of the propagation analysis.

S« Contradictions are remembered so that cheoice

combinations that are found to inconsistent

are not tried again.

El employs efficient guessing [Stefik et al, 19821
via dependevicy directed backtracking to recover from

irmcorrect assumptions.
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Figure 2-6: Example of Belief Revision in EL
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In certain 1nstances systems gain power in the use
of multiple lires of reasoning in problem solving. The
twoe main purposes for multiple limes of reasoning are to
broaden the coverage of an  imcomplete search and to

combine strengths of separate mndels,
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The expert system HEARSAY [Erman et al, 19821, a
system for understanding speech, copes with conflicting
demands of searching a large space with limited
computational rescurces by carrying a limited rnumber of
sxlutions in parallel.

A good  example of combining strengths of mualtiple
models is the expert system 8YN [Sussman and Steele,
13280]. 5YN is a praogram for determining values for
compornents  (e.g. the resistance o f resistors) in
electrical curcuits.

SYN utilized the idea of slices or multiple views of
a circuit which ecorresponds to the idea of egquivalent
circuits in electrical engivneering practice. For
example, a voltage divider can~be seen as being composed
of two alternative slices. One slice of the circuit

describes the voltage divider as two resistors and

arnother slice describes it as a single resistor. The
progran then proceeds in two  redundant  paths  for
information to travel in  propagation analysis. The

strengths of the different models are combined with
forward reasarning. When using slices the problem solver

must Know haw to create and combine nultiple views.

This sectiorn explores the use of multiple sources of

2
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kriowledge in arn expert system. HEQRSQY reported by Erman
[Evrmar et al, 19881 is orice again used as an example.

Irn HEARSAY-I1 the knowledge for understanding speech
is broken into knowledge sources of information referred
to as heterogeneous abstraction spaces. The levels are
heterogerneous to match the diversity of the interpetation
kriowledpe (see figuwre 2.7). The knowledge sources
cooperate via an opportunistiec scheduler that coordinates
the diverse souwrces of knowledpge and adapts +to chanping
conditions of uwncertainty in solutions by charnging the
breath of the search for different hypothesis. The basic
mechanism for this is the interaction between knowledge
source assigned coredibility ratings on hypothesis and
scheduler assigned priorities of pending knowledge source
activations. Therefore, abiguity between compet ing
hypothesis causes HEARSAY-II to search with more breath,
and to delay the choice among competing hypothesis until

more information is available.

Case__11:_ _General _representation__methods_ _are__too
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fis knowledge bases get larpger, the efficiency
pernalty incurred by using uniform representaticons can
become significant. 0Ore change in the representation of

kriowledge that is explored for expert systems is
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Levels Krowledge Sources

Data Base Semantics
Interface T
I Predict StoRn ]
Phrase 7 T
1vPaPse Conca% “
| Word-Ct _
| Wornd
Seguenice T Word-seq <
| \
Word Word-Seq-Cts Verify | RPOL
— leow y
Syllable B
TbDM <
Segment T SEG -
| ——
Parameter —

The kriowledge sources are as follows:

Semantics: geverates interpretation for the
information system.

SEG: dipitizes the signal, measures parameters,
produces labeled segmentation.

POM: creates syllable—class hypothesis from
segments.

MOW: creates word hypotheses from syllable
classes.

Word-Ctl: controls the number of hypotheses
that MOW makes.

Word—-Seq: creates word-sequence hypotheses
for potential phrases.

Word-Seq-Ctl: controls the rnumber of
hypotheses that Word-Seq makes.

Predict: predicts words that follow phrases.

Verify: rates consistency between segmernt
hypotheses and contiguous word-phrase
pairs.,

Concat: creates a phrase hypothesis from
a varified contiguous word—-phrase pair.

RPOL: rates the credibility of hypotheses.

Figure 2-7: Levels and Krnowledge Sources in HEARSAY-II

knowledge compilation. 37 Th is  technigque transforms one



representation of krowledge into another representation
that car be used more efficiently.

Burton reported a system [Burton, 12761 for taking
ATN grammars and compiling them into executable caode.

[Stefik et al, 19821 The compiled grammar cowld be
executed to parse sentences much more rapidly fthan
previous interpreter—based approcaches.

The promise of knowledge cnmpilétian is to make it
possible to use general means for representing kowledpge
when arn expert system is being built and debugged. Then
the compiler can be applied to make the krnowledge base
movre efficient. In addition, as bardware is changed or
as trade offs in representation become better understood,
the compiler canm be modified to represent krnowledge
efficiently.

I summary, the first case considers an expert
system of a very simple architecture that reguires small
search space and data and knowledge that is reliable and
constant. In successive cases the following attributes
of an expert system are considered: wrreliable data,
time varying data, and big solution space. The cases of
arn expert system with a big solution space, but requiring
arganization to accomodate cther complex structures are
developed. The orpanization of an expert system relects
the availability of search space amd the characteristics
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of the krnowledge base and data.

2.9 Software Tools

The development of expert system software tools is
an area requiring increasing attention. Currently much
work  in knowledpge engineering Fococuses in developing
computer programs  that aid scientists with complex
reasoning  tasks. However, building these programs is a
time corisuming task [Tanaka, 19823.

One of the techrniques used in am attempt to  harness |
the power of expert systems wmore efficiently is by
building up the krowledpge base of such systems with
special purpose programming languages.

The best kriown of these is Lisp, & language
developed orignally as a means of proving correctrness  in
programs  and  takenm up by the artificial intellipgence
commanity as its major  tool [MeCartrey, 198&1. Lisp
provides a richy, interactive editing and debugging
environment. More fundamentally, Lisp removes the
distinction between programs and data by treating the
rules and hewristics in the krnowledge base sometimes as
data to be reasoned about and sometimes as code to be
executed. [Davis and Lenat, 19821].

A lesser kriown example is Prolog, a software

language designed oy artificial intelligernce



applications, such as, expert systems [Boodall, 1983].
Prolog stands for PROgramming LOGic. It is based on
mredicate calculus [Rundle, 18821 and is very different
from the standard ftype of programming language o
notation.

Prolog was originally developed at the University of

Marseille at the begirming of the 19789s as a means of
using computers to understand so called "matural?
languages. The study of rnatural language is closely

allied with the study of artificial intelligenrce.

[MeCartrney, 12821 Expert systems are a prime example of
the type of the type of application to which Prolog is
well suited.

The rules and conditions which comprise  the
krimwledge base of an expert system canm  be easily
represented by Prolog’s data structuring facilities.

[Goodall, 19831 A Proleg program consists of a rumber of
rules or facts about a subject. Ornce defined yow can ashk
prolog questions about the subject and it will attempt to
answer them [Rundle, 19821. The inference engine of an
expert system rvieeded to manipulate these rules and
conditions can make use of the language’s own  inference
mecharnism (which does not have to be the same as that of
the expert system).

Writing in Prolog is quite different from weiting in
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a traditional algorithmic language. Instead of asking
*what is the algorithm that will solve my problem?’ the
progranmer asks 'what are the facts and rules which
describe my problem?’ Having determined +the facts and
rules, the programmer can than state them very naturally
in Pralog (this is where the basis in  logic comes into
play) and the problem is given a formal specification.
At this point the proogrammer changes the way he views the
program and considers it as a set of procedures  which
when executed, will perform a controlled deduction
through the logic statements. To some degree the details
of how this deduction takes place can be left unspecified
by the programmer, since this is handled by the
language’s inbuilt inference mechanism [Goodall, 13831,
trained—-on(adams, mx@1). adams is trained on arn mxal
trained—on (brown, mx@i). brown is trained on an mx@l

trained—on(brown, mx@2). braown is frained on an mx@2e
traimed-on(carter, mx23). carter is traivned on an mx23

owns (avis, mx@1). avis cwns an mxai
owrns {avis, mx23). avis owns an maxéd3
owns (bbe, mx@l). bbe owns an mx@l

owns (cook, mxzs). cook owns an mx@E
awns (cook, axd3). : coak owns an mx@3

Figure 2-8: PROLOG data base

Consider, for example, (see figure &.8) a rnumber of
servicemen (adams, brown, and carter); a rnumber of
machirnes which they service (nx@l, mx@3, mx@2); and a
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number of customers who own one or more machines (avis,
bbey cook). The above Prolog database describes the
situation  in detail. All the above are !'facts? which in
this case do not contain variables. The gewmeral form of
a Prolog definition of a relationship or assertion is:

{(relationship}) [{subgect) (zbjectd].

can—ecall-on [5,C1:- owns [C, M1, trained—on 0[S, M1

The above is a praolog rale’.  The symbaol :— means *if?

or ?provided that’. §,C and M are variables becase they

start with an upper case letter. The rule says 'A
serviceman S can call on a customer C provided that C
owns some machirne M and that 9 has been traived onm MY

The rule can be used to locate all Cs, givernn an §, or all
s given a Cy or all valid combinations of S and C.

The above facts and the simgle rule constitutes a
very simple Prolog  program that purely describes the
serviceman/machine/customer world. If this were in a
Prolon database one could ask guestions of the database
as in figure =.9.

Questions are preceded by a '??. [Goodall, 19831

Although, little commercial use is being made of
Pralog currently, it is likely to be only a matter of
time before it will become used in the world of busiress
in software departments as a tool to build expert

4
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?P-trained—on (S, mx@al). Who is traived
' o an mxal?

S=adams adams is

Morel(y/rn) ?y

S=brown arnd brown is

More(y/n) 2y

Yo

?-awns (bbe,M). What machines
does bbec own?

M=mx21 an mxai

More(y/v) ?y

i and no more

?~can—call-on (8, avis). Which servicemen
can call on avis?

S—adams adanms can

?—carn—call—-on (brown,C). On which customers
can brown call?

C=avis oY avis
More(y/v) ?y
C=bhe on bbe

Figure 2-9: Sample Ouestions of Database

systems. [McoCartrey, 198217

Some other software tools besides special purpose
programming languages are toals that have been developed
to aid the design process of the knowledge base of an
expert system.

EXPERT and EMYCIN (essential MYCIN) assist in the
development of  producticon systems [Mizoguehi, 19821.
EMYCIN is rnot iftself an expert system— it is a means of
buildinmg such systems and crne way of getting arcund the
problem of setting up the rule database.

Essential MYCIN is the central core of MYCIN, and is
used as a domain independent system +tto develop other

4
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rule-based systems. EMYCIN has beern applied to expert
systems in other medical areas, such as pulmonary
disorders (PUFF) and psychiatry (HERDMED) as well as
structural analysis (SAUM) .

According to researchers at Stanford University, the
most recent application of EMYCIN took only 2@ hours  to
build. In a recent report published by "Pergamon
Infotech on Machine Intelligence", the system CLOT which
was developed for diagrosing disorders of the blood
coagulationm system— "was constructed as a joint effort by
an experievced EMYCIN programmer and a coollaborating
medical student. Following appraximately 12 hours of
discussion about the contents of the knowledge base, they
entered and debugged in ancther 12 hours the preliminary
kricwledge base of some €2 rules using EMYCIN" [McCartney,
19621.

A software product called AL/X (standing for ?advice
language’) has beern developed by Michie. It is desigred
for programmivg expert systems and was developed in
congunction  with BP  (a British company) at Dyce. Its
suceessor, coded iwm the language C, will be available in
the near futwre and run on any Unix or Unix—-like
operating system. Available at that time will be a
compornent, Intelligent Terminals! rules from examples
system, that is desigrned to automate the compilation of
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rules  from examples. It is intended to ircrease the
productivity of human experts.

Michie eontends that +the bottlereck in building
expert sytems is the acguisition from the humarn expert of
a huge rmmber of rules that are only partially and
imprecisely accessable to the conscicus mind. This
system will operate as if one were teaching an
apprentice. Examples will be fed inm and a rule will be
produced auntomatically to encompass them.

The immediate applicatiom would be an expert system
desigrned for testivg electronic equipment with fault
tables. Lovng term application would be compubter visiorn.
In the not +too distant future +this system will  be
available as a floppy disk for the Apple computer

[CBurkitt, 19821,

In developing expert systems, HKRL, FRL, UNIT and
RLL, are available as gerneral puwrpose representation
systems for a krowledpge base. [Mizoguchi, 198217, More
recently, AGE (Mizoguchi-17) has been proposed as a tool
for desipning gerneral purpose knowledpge base systems.

If the tools for krnowledge base systems are suitable
to the problem domain, the rnecessary task of the designer
is the task of selecting the best tool among them and
formulating the problem in terms of the specifications of
the tool. The design process is highly dependent upon
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the software tool that is applied to the praoblem
[Mizoguechi, 19821.

Ancother approach to software tools, is the concept
of SAUI, the self-adaptive user interface. This toal
wounld be under the category of what Waterman C[Waterman,
19781 describes as a small program that sits between the
user and the system. The user interacts with the BSAUI
and the S5AUI is papable of performing & variety of tasks
for the user by interfacinmg the uwser with the expert
system. The SAUI provides the user with help in learning
and using complex expert systems. [Innocent, 13821
Software tools, such as, SAUI are in the plarming stage.

A system called Multi-Layered Software Envirorment
(MLSE) has been propaged for providing a desigrner of an
expert system with a wide variety of design alternatives
in software tools derived from artificial intelligerice
techrnology. It is a collection of module packages for
building the compornents of Krowledge base systems. This
system emphasizes a layered approach to building the
software environment as a basis for developing a
krowledge base system [Mizoguehi, 19821,

A British company, 8SPL, has introduced a riew
software packapge called SAGE which it claims is the first
general purpose development program for expert systems.
In other words it is software that will erable the user
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to produce  their own expert system on any subject they
like.

The purpose of the software tools previously
mentioned are to alleviate the burden of writing an
expert system and allow the user to implement a system

with less instructuion that was available iv the past.

2.6 Applications

Expert systems are regarded as a major computing
developmenrt. They are the first practical implementation
of research into artificial intellipgewnce. One of the
reasons for their sueccess is that they are not apparently
'clever? and di not make human beirgs feel
inferior [MeCartney, 19821. Expert systems are convivial
to the extent that they make previously scarce expertize
available to the user. They are congenial to the extent
that they interact with the user in his or her larnguapge
and offer assistarnce in a mode that allows the user to
retain decision making perogatives. The expert system,
morecver, contains  knowledge in a formalism natural and
understandable to the user. The system contains an
explanation capability to explaim the 'why arnd how! of
its rasoning [Bendifallah, 19821. Arn expert system has
the ability to accept rules and experience concerning a

specific domain and make deductions about that domain
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[McCartrney, 198&1.

Virtually any praoblem domainm is suitable for
solutionm by an expert system provided the krnowledge
necessary for solving the problem domain can be put into
riale form. However, 1t is necessary to remember that if
a problem domain gernerates less tharn about 12 rules, it
is probably rnot worth using an expert system, since a
human can solve it jJust as efficiently [Winfield, 19821.

Recent domains providing practical applications for
expert systems are medical diagriosis and therapy;
equipment failure diagrneosis; computer configurationg
chemical data interpretation and structure; experiment
plarming; speech and image understanding; oil field
servicesy military rneeds; mineral explorationy military
threat assessment and targeting; corisis management;
science; advising about computer system usej; training
teaching; and air traffic control [Feigenbaum, 19821.

Some existing practical applications of expert

systems are listed below.

Application Area Name Comments

(et S ot St O O P D Gk 4t 008 S S St ks S S S Ty S S0t S S At S PO St} Gt et SO S e SO S Py e Y PO At i Sty Paten B0® Tt St

MIneral exploration Prospector Interprets surface

geclogy.
Translation of TAUM Translates meteror-
meteorological logical bulletins
bullitens from English €o
French.
Materials handling Microcomputer ES to

help select
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handling
techrnigues.

Mass spectral DENDRAL First ES.
interprets
mass spectra (Chem.
analysis).

Medical test PUFF Diagrnoses. pulmorary
aralysis diseases.
Plant pathology AGLL Exceed human diag-—

nosis of soyabean
diseases.

0il platform faults AL/X Diagriosis automatic
shutdowns.

Medicine Psyco Diagrinsis Dyspepsia

Tax advice TAX ADVISOR Advice on capital
transfer tax.

Science CONCHE Rids secientific
theory formation.

System design . R1 Configures DEC VAX/
782 Computer
systems.

Fanlt Diagnosis CRIE Diagrimsis computer

hardware and
software faults.

Medicine MYCIN Diagriosis and drug
treatment.

Education GUIDON Tutor improves
students diagrnostic
skills.

Particularly noteworthy are MYCIN, ARLIL, PROSPECTOR,
Rl and DENDRAL. Medical consultation systems are a major
application of artificial irntelligence research [Kaihara
and HKoyama, 12821. MYCINMN, an expert system that
diagnoses blood diseases and selects antibiotic therapy
for bacteremia has been mentioned previously in  this
paper. [Chester, 19821 Developed at Stanford University,
it is one of the earliest and simplest expert sytems.

The MYCIN system contains about 459 rules which are used
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for diagnosis. It has been developed further by the
additicrn of 22@ or more rules to be used as a teaching
aid and covering both facts and problem—solving
strategies. The extra rules ecover methods of guiding
dialogues with the students and presenting strategies to
the studernts. [Rundle, 12821 ARl1 is a system which has a
99% success rate in diagrnosing soyabean diseases and  is
now used by the top human experts. [Ellis, 1983]

Dendral is arcther well known system that originated
at Stanford University. It is designed to determine the
maxlecular structure of organic compounds  from their
chemical formulas using wmass spectrograph and rnuclear
resonance data. [Chester, 19821 The program has been used
to establish rnew molecular structures ERundle; i96&1.

Ore of the best krnown engirneering expert systems is
PROSPECTOR [Boothroyd, 19821, PROSPECTOR is capable of
mapping underground ore deposits from observed surface
features [Ellis, 19831. A company SRI International was
commissioned by the United States Geclogical Survey and
US Natiornal Science Foundation to  develop PROSPECTOR

[Rundle, 19821. This system gives geclogical advice to
mineral companies looking for the likeliest sites to find
copper and molybdenum. [Boothroyd, 19821

PROSPECTOR econtains rule~based models of different

ore deposits which canm evaluate the likelihood of finding
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a particular type of ore in a geological distriect, and
select the best drilling position on the exploration site

[Rundle, 19821, The 1629 or so rules comprising
PROSPECTOR? s kriowledge base were developed by
interviewing a number of pgeclogists who were recogrized
experts in their field, and building up the associatioms
betweery abservable evidence and the likely underlying
geological structuwre. Moreover, PROSPECTOR is capable of
givivg details of the rationale for conclusions reached
and suggesting which data are most valuable for  further
exploration [Rundle, 19821.

PROSPECTOR has correctly contradicted human experts.
The US company Fairchild was considering exploration for
a deposit of the rare element, Molybdenum, on a site that
its advisors told them was not worth the investment.
PROSPECTOR said the opposite ard was proven to be correct

[Boothroyd, 198E21.

Digital Eguipment [MeDermott, 12821 has pioneered
the use of expert systems for working out the demands of
its customers arnd turning them into  a machine
configuration. Rl designs complex computer systems. The
system has been used extensively for this purpose on
their latest range of VAX computers. [McCartrney, 13982
The system has abaout 8oa rules goverrning the
configurations, together with a database describing about
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4p R components. [Rurndle, 1281 Eventually, the
configuration produced by the computer will be fed
antomatically to fthe factory where manufacturing will
start under computer control [RBoothroyd, 1928213,

Presently, expert systems can store and amplify rare
specialist expertizce and make it more widely accessable.
Expert system techrnigues offer a route to solutions to
high software development costs, incomprehensibility of
programs and  the inability of the ordinary user to
intervene without a programmer to help.

A problem in today’s world is the shortage of  human
expertize. It is scarce and expensive. Human experts
are Tfallible and their compacities limited and, of
course, they are mortal. In contrast, expert systems are
rapable of reducing skill shortages. They are widely
distributable, easy to run, duplicate and upgrade.
Expert systems have the capability of excelling humans in
complex problems, and they carmot resign or die.

Some of  the management concerns of the 198207%s are
the acquiéitian of competent marnagement, too little time
to solve prablems, an overload of information, lack of
trairned persovmel, and the availability of material
resources. Expert systems are row capable of policy
arialysis and strategy, of augmenting management skills,

arid  formulating and solving existing problems.  Expert

1
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systems are decision oriented. They can educate
personell, assist in exploration of  resoureces and  cut
risks and costs of management.

Previcusly pecple complained about the diffieulty of
conversing with computers, the difficulty i
understanding computers and the expense in modifying and
developing computer software. Expert systems bridge the
mar—machine gap. They talk in user language, can explain
reasoning, and are trivial to modify. They are the best
route in encowraging progress in automatic programming.

There is concern that present complex computer
systems are danperous because, for example, they can emit
false migsile alerts, allow mistakes, such as, occocurred
at Z-mile—-island and are hard to monitor in air traffic
control. Expert systems return  human cortrol by
providing & ‘*human window?  that allows the uwser to
comprehend the system and enables Taults to be spotied
and disasters averted. [Ellis, 1983]

In the futuwre, if successfully developed, the FTifth
generation computer sytems will be excellent vehicles for
expert systems applications [Feigenbaum, 19821,
Recogrnizing the importance of knowledge based industries
irn the 2lst century, the Japarnese are two years into a
tern year program to develap Sth Gerneration Computers.

These computers will go radically beyond all  previous
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computers and put  useable information  fechnology at
gveryone’s elbow. Details released in Tokyo in October,
1281, to computer experts from Western countries detailed
three key elemerts of design.

1. Very large scale integrated comporents— high
power at low cost on small chips.

i

Distributed processing— distributing computer
via telecommunications and

Expert systems making computers behave more
like people, and alsz leapfrogging- current
software guagmire. L[Ellis, 19831

£

The Japarese, are committed in  their Fifth
Gerneration progect to having systems with over 19,0222
rules within the decade. [MeCartney, 19821 The social and
Ceconomic  goals of  this project are ambitious and would
include Japan providing world-wide leadership in
information technology [Parrott, 1983).

Fifth gerneration computer expert systems will be
primarily symbolic manipulation systems. They will be
kriowledge processors with arithmetic capabilities. They
intend to meet the major commercial demands of personal
and professional expert systems from the pericd of 19392
to 2220, Much of today’s software will appear on the
chip as hardware in these systems. The software ideas of
today are the seeds of the big ideas for the Fifth
Gerneration Computer expert systems L[Feigenbaum, 19821.
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Expert systems have powerful implications for
marnagers, professionals and  organizations. Expert
systems are a human face of information techrnology and
will find an application in every sector and level of
madern economy.

Expert systems will change the ways managers and
professionals operate by their ability to call an  expert
system for decision making. Expert systems will have
increased capabilit} irn the futuwre and reduced resporse
time. In the professions, top experts will find a new
charmel to market their skills, allowing them move time
for  research and checking assisted solutions. Lesser
experts, hopefully, will see expert systems as a better
type of "marnual’,

Collectively, these efforts coould radically alter
the performance of ocrganizations. If expert systems and
advanced information technology are to  be introduced
bereficially, a coordirnated stratepgic response may be
reguired. The advantages of expert systems applications
can be encrmous if the applications, timing, investment

profile and employee relations are all cornsidered.
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3. Magor Research Issues of Expert Systems
This chapter discusses some major research issues of
expert systems. They are heuwristics, knowledge

representation and knowledge acquisition.

3.1 Heuristics

Builders of expert systems attribute the impressive
performance of their programs to the body of knowledge
they contain: a large mnetwork of facts and a large array
of  hewistics. Heuwristics are informal, judgmental
"rules of thumb?.

Heuretics who study heuristics extract hewristics
from experts. They decide when the existing covpus of
heuristics needs to be augmented. They reprasent
heuristics within the krowledge base, and evaluate the
worth of a particular hewristic 1in & progran in
troubleshooting an  expert system built with heuristic
rules.

Researchers of heuristics study the origin of
hewristics and the souwree of the power of heuristics.
The source of power of hewristics canm be seen as a two
dimensicrnal continuity CLenat, 12821, If a heuristic H
was useful in situation 8, then it is 1likely that
heuristics similar to H will be useful in situations

similar to 8. If orne were to compute the function



APPROPRIATENESS (Acticocrn, Situwation), that furetion would
be comtivuous in both  variables, and would vary very
slowly. Althouwngh, according to Lenat, appropriateness
can be measuwred in many ways' (such as, efficiency and
comprehensibility) and situations can vary (with

difficulty, time, importance and subjgect matter), it is

often useful to behave as though the function
appropriateress (action, situation) exists and is
contirnous. If one does so fthen one is following a

heuristic.

Orne must consider the continuity, stability and
ohservability of a domainm in determining whether an
expert system utilizing a hewistic search will be of
assisténce. If data is rwt observable and canmct be
gathered then heuristics cannct be formed and evaluated.
If the enviromnment is rot continuous and carnges abruptly,
the heuristics may never be valid. If the changes are
continuous but too rapid to be stable then the heuristics
may have too short a lifetime before becoming useless.

According to Lenat’s [Lenat, 19821 empirical results
from AM, an expert system designed to discover
mathematical concepts and conjectures, new heuristics
arise from three sources: specialization, gereralization
and analogy. Specialization of existing, more pereral
heuristics can provide orne or more new heuristics. This
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can  occur, for example, when matching more specified
observed data to a template in a computer program oy it
can occur when noting an exception to a gerral heuwristic,
and therefore formulating a higher precedence heuristic.

Generalization of existing, more specialized
heuristics can occour. Commonly arn  abstraction of  a
heuwrigtic applied inm & more specific area of a program
can be applied more generally to a greater domain in the
expert systen. Analogy to existing hewristics and to
successtul acts of creating new heuristics is  the third
origin of heuwristics. In AM, for example, Lernat was able
to  look for examples of conmecept C before ftrying to prove
any theorems about C.

Some examples of domain heuristics in AM are
illustrated in figure 3.1 below.

Hi: IF: A X A - B,
THEN: define B: A-) B as G(x) = F(x,x)

Hz: IF: F:A->B, and there is some extremal
subset b of B,
-1
THEN: defime and study F  (b)
Figure 3-1: Two Hewristic Rules
Heuristic Hi, says if a function F takes a pair of
R's as arguments, then it’s often worth the time and
energy to defire Gx)=F{x,x), that is, to see what



happens wher "Fig arguments coincide. If F is
mualtiplication, for example, this rew function 1 G
becomes sgquaring. Heuristic H2 says to investigate the
inverse image of kKrown b. If 'F7 is intersection, H2 says
it's worth considering pairs of sets which map into
extremal kinds of sets (e.pn. extremely small sets, such
as the empty set). This heuristic could lead to defining
the relationship of two sets having empty intersection or
disjgointness.

Ar expert system, EURISKO CLenat, 12823, which is an
extension of the previously menticrned AM, is a program
built with heuristic rules and is capable of discovering
rew heuristics as well as rew mathematical covcepts.
Below is an example of three hewristics ivn EURISKO
capable of working on heuristics as well as math concepts
domain. Meta-heuwristics are heuristics which inspect,
gather data, modify and synthesize other heuwristics.
Their counterpart are domain heuristics that defire what
we mean by a particular domain of knowledpge (i.e.
mathematic concepts), and are object level hewristics.

The first one says that if some concept T has always
led to bad results, then f should be marked as less
valuable. Cornicepts in EURISKO are knowledpe represented
by the frame method. If a mathematical operation, like
Compose (which refers to mathematically composing two
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the results of performinmg F have
always beer numerous and worthless,
THEN: lower the expected worth of F.
H1Z: 1IF: the results of performing F are
only ocecasionally useful,
THEN: consider creating rew specializations
of F by specializing some slots of F.
Hi4: IF: a newly-synthesized concept has slots
that coivnecide in value with those of
an already existing concept
THEN: the rew concept should be destroyed
because it is redundant.

Figure 3-2: Hewristic Rules in Eurisko

functions), did riot ever lead to any good new math
covcepts, then this hueristic would lower  the rnumber
stored v the ‘*worth? slot of the compose corncept.
Likewise, if a heuristic, for drawing diagrams never was
utilized thern its 'worth? slot would be decremented.

The second hewristic HIZE says that if some concept
has been cocasionally useful and frequently worthless,
thern it is worthwhile to irnvestigate specialized versions
of that concept. HI3 was utilized in AM, for example, to
find new specializations of the compose concept to create
a furction, composition of a function with itself. In
EURISKO HiZ was further developed to apply HIZ to
heuristics. I fact HIZ once applied to itself. One of
the specializations resulting was heuristics which demand

-

that it has proven itself at least 2 times.
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Heuristic Hi4 ernables EURISKO to eliminate redundant
concepts coreated perhaps by other heuristic rules. The
heuristics of EURISHMO are capable of operating on  each
other (and themselves) to synthesize rew hewristics.

The field of hewretics is a&a promising one for
ArtifTicial Intelligernce to investigate in helping one to
understand and construct expert systems. The power of
hewristics lies in  behaving as thowugh appropriateness
(action, situation) were time invariant and continuous in
both variables. Heuristic search is appropriate when
modeling domains that  are ohservable, stable arnd
continuous.  Heuwistics originate from gerervalizing other
heuristics, specializing other heuristics, and finding
analogies to other heuwistics.

EURISBKD demorstrates that there is vzt a need to
distinguish between ocbject level heuristics and
meta-heuristics. Continuwed research in hewristics will
hopefully provide wew ways to  improve and understand

expert systems.

3. 2 Knowledge Representation

Expert systems are unigue in that they use an
ardered set of task—specific rules to solve problems in a
way similar to how an expert in & particular technical

field might do it. [Webster, 12821 These set of rules lay
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diown the relationships and correlations petwear
information segments in the knowledge base. Determining
the best of many possible ways of representing this
kriowledge and the rules cormecting different items in the
kriowledge base becomes an impartant consideration

[Gowans, 19821, Much research work is currently being
pursued into ways of representing krowledge in expert

systems [Winfield, 198z3.

1. Logice
2. Procedural representations
3. Semarntic rnetworks
4, Production systems
. Direct (analogical) representations
&. Semantic primitives
7. Frames
Several methods of  represernting knowledge are

currently used. Logical deduection by using predicate
caleoulus is one method [Bary and Feigenbaum, 12821, In a
Procedural representation krnowledpge is accessed by direct
explicit calls of each procedure [Winston, 13771.  When
using the semantic retworks method semantic attributes
are included in the representation of a rule. The
attributes cormect the rule to other rules, thereby, more
explicitly defining the attributes [Catanzarite,
Greeriburg and Bremermarn, 12811, In a production system
the krowledge is represernted by a series of productions

[Winston, 19771. And sometimes, as in direct

6.
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(analogical) representations whole systems can be
powerful metaphors which facilitate & problem solution
through stong analogical featuwres [Winston, 19771.  When
semantic primitives are used each condition can be
considered a semantic token, uwpon which other information
can be attached [Leith, 19833. Finally, in frames the
knowledge is factual and can be represented by wethods
extending from simple tables +to sophisticated Trame
systems [Winstorn, 19771.

The method which has beern uwsed in the magority of
the more common  present day expert systems is  the
production system. A productiorn system consiste of  a
riumber  of rules where each rule is of the IF...THENM...
type. Scocmetimes these rules are referred to as situation
action rules; that is IF some situation cccurs THEN  some
action is performed [Winfield, 198Z1.

R1 [McDermatt, 19821 is an expert system using a
production system to represent kowledge. Rl currently
has 772 rules that enable it €0 configure the VAX-11/7812
computer system. An English translation of a sample rule
is shown in figure 3. 3.

The first condition of this rule indicates that the
subtask in which the rule is relevant is the distributing
of massbus devices among massbuses. The remaining Five
conditions specify one of the sets of constraints that

€
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DISTRIBUTE-MB-DEVICES-3
IF: Tne most current active comtext is distributing
masbus devices
and there is a single port disk drive that has rnot
been assigned to a massbus
and there are no unassigrned dual port disk drives
and the rnumber of devices that each massbus should
support is Known
and there is a massbus that has been assigrned
at least one disk drive
and that should support additional disk drives
and the type of cable needed to cornnect the
disk drive to the previous deviece on the
massbus is krnown
THEN: assign the disk drive to the massbus.

Figure 3-3: R1 Sample Rule.

must be satisfied within this subtask in order for a disk
drive to be assigned to a massbus. One of the single
port disk drives on the order is assigned to one of  the
massbuses when an instantiaticon of the rule is executed.

Various properties of production systems, which have
contributed to the popularity of this form of krowledge
representation have beern listed by Davis and HKing [Davis
and HKing, 19771, They include theivr modularity, the
driverness and operess of control, the constrained format
of  the rules, and that rew rules can be incorporated
easily [Winfield, 198z1.

Production systems seem to be appropriate il=lg
domains whose methodologies are modular and subject to

frequent alteration. In contrast procedural systems seem
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mnore appropriate for domains with well-defined and
integral methodolopies.

However, wher a measure of feasibility is required
in an expert system, the procedures representing these
methods can be datadriven procedures which are allowed to
edit their own driving dgta in a learning system whose
methodology is capable of  changivg in detail as
experience is acqguired [Bmith and Bowen, 13821,

IIDA (Individualized Instruction for Data ARAcress
System) is an example containing a procedural krnowledge
representation. It is a system [Meadow, Hewett, and
Aversa, 198281 that serves as intermediary for users in
performing a complex task on another computer. Ancther
example is MAPLE (Microprocessor Application Expert).

MAPLE 1is a prototype expert system bying developed
by Bower. It is an interactive system which assumes the
ruule of a consultant expert in the field of hardware
design for microprocessor applications. Because design
of microprocessar applications using board level
compornents is a field for which standardized methodology
is defirned, MAPLE 1is being implemented as a procedural
system. MAPLE's kruowledge of its domain is composed of
three parts: its methodology of application design, its
access to information about the compornents needed in
Microprocessor systemns and its experience of past
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applications. The methodology is erncoded as procedures.
The approach of MAPLE to  the design of microprocessor
applications is represented as a set of data-driven
procedures.  Therefore, its methodology can change  in
detail as it acquires experience. Componernt information
and application experience are stored in data files and
are therefore can be externded [Smith and Bowen, 198&1.

Arnother method of representing krnowledge is
described as a semantic retwork. A retwork provides a
particularly rich structure forr entering detailed
relationships and descriptors in  the domain model.
Wallis and Shortliffe have desigred a prototype system to
expand explamatory power  forr medical  expert systems.
They deseribe their system as having a semantic rnetwork
kriowledge representation.

Figure 2.4 demonstrates a sample section of network
from this program showing object, parameter, value and
rile nodes.

Dotted lines indicate the following rule

IF PARAMETER-1 of ORJECT-1
is VALUE-1, and

PARAMETER-2 of OBRJECT-1 is VALUE-4
THEN conclude that PARAMETER-4 of OBJECT-3 is VALUE-7

Object nodes are arranged hierarchically, with links
to the possible attributes (parameters) associated with
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Figure 3-4: Sample Secticn of Network.

that objgect. The parameter nrodes are linked to the
possible  value nodes, arnd rules are themselves

represented as nodes with links that conrect value rnodes.
These relationships are summarized below in figuwre 3.95.
The certainty factor refers to the model developed
for the MYCIN system. A certainty factor can have a
value ranging from -1 to +1., Ask first/last (figure x)
is a property that controls whether the value of a
parameter is to be requested from the user before an
attempt is made to compute it using infererice rules from
the knowledge base. The text justification of a rule is
available for when the system builder wishes to provide a
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Type of Static Information Dyvmamic Infor.

Node (Associated with Node) (Consultation
Specific)
Dbject part of link (hierar-
node chic)

parameter list

Parameter object link

riode value-rnde list
default value
text definition

Value rode parameter-node link cortexts for which
precondition-rule list this value is true
conclusion—trule list certainty factor
importance explanation data
complexity ask state

ask first/last
Rule wnode precondition list explanation data

(Boolean)

conclusion

certainty factor

rule type

complexity

text gustification

Figure 3-5: Relationships of Nodes.

brief summary of the krnowledge underlying that rule.

Irn  crder for the system to provide adequate
explanations, the semartic retwork associates a measure
of complexity with the inference rules and the concepts
about whiech they are concluding. A measure of importance
is associated with corncepts because some concepts are key
ideas in a reasoning chain and should be maintained
regardless of their comnplexity [Wallis and Shortliffe,
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19821.

In this particular program the semantic rnetwork
provides a rich structure for enhancing the explanation
capabilities of reasoning prograns for medical
consultat ion.

A expert system that represents knowledge in
semantic primitives has been reported by Leith. ELI
{(Expert Legislative Information) system opeates 1in  the
field of legislation. The knowledpge base of ELI contains
individual conditicons that can be physically shared by
rules. The advantage of this approach is that whern one
condition  is commor to many rules - a substantial amount
of storage can be saved. More importantly, each
condition can be treated as a semantic token representing
ong  chunk of causal krnowledge. 8Similar in purpose to
systems with semantic network reprsentations the ELI
system can tell the user where a cnhditian was extracted
from by the expert. Each conditon in this semantic
representation is a semantic token upon which other
information can be attached. The user is pwavidéd with
more information then would otherwise be possible.

Included iw  information that can be attached $to a
semantic token are rnotations which can be associated both
with product ion rules and individual conditions
thenselves. Each cordition can be, for example,
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associated with a specific piece of precedent (e.g. from
the Law Reports), or a section of legislaticor.

As parts of an  individaal rule the conditions

represent  one cause for that rule having (or rnot having)
been triggered. Moreover, as common elements of more
than orne rule, they represent common aspects of the

pattern of triggering those rules. QLCausal linmks in ELI
are from conditen to following condition to eventual
goal.

Figure 3.6 illustrates a twi dimensiconal
representation o f this aspect. Nodes represent

conditions and arcs represent links.

(? (?)
Do //}EL\\\
(G1) Ga (B3> (G4

Figure 3-6: Mnowledge Representation of ELI.

Thus by using a semantic primitive knowledge
representation  that is hierarchically structwed, an
attempt as been made to present a rich source of semantic
information to the user. The semantic representaion
provides help iw gudging the truth of each covdition, and

also  pravides extra information that can be extracted
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from the system by the user [Leith, 19831.

Two  krowledpge representations that are most suited
for expert systems with reliable data and krowledpge are
the logic and direct (analogical) representations.

An  example of a logic reprsentation would be using
predicate calculus to rvepresent knowledge in a list  of
inferred facts [Barr and Feigevnbaum, 128@1]. See the

example below.

[On [bleckl blockz]
[Ovw [Blockl Bloackzll
[Mot [On Block® Tablelll

TAXMAN-I is an examnple of the uwse of direct
representations. Aralogies are in the form of templates
that match a set of particular factual situations

[McCarty et al, 19731. The TAXMAN-I system operates in
the problem domain of taxation of corporate
reorganizations. )

This area of the law is well suited to an analogical
knowledge representation. The factual situation
described iw TAXMAN, though complexy, can be described
fairly completely using a manageable set of primitive
terms. And the operative legal concepts, such as, the
definmitions of a Type B, a Type C and Type D

resrganization have a statutory structure that is
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articulated in urnusual detail.
Conistructed onm a factual foundation, the TAXMAN-I

system consists mostly of propositions of  the form:

'Phellis owns 25380 shares of the common stock of the
Delaware corporation?, "the Delaware corporation
transferred its assets to the New Jersay

corporation’,ete. The higher level conceptual structures
of this system take the form of  logical templates. A
"logical? pattern is 'matched? to the lower level factual
network in both abstraction and expansion process.

TAXMAN-I*s krowledge does not go beyond a tidy world
of  formal finarncial rights and obligations. The domaiwn
of corporate recrganization is  am urnusually artificial
domairn well swited +to this representational technigque.
The concepts are treated as static structures applied
timelessly to facts.

The final method considered  for representing
krowledpe is a frame representation. The frame method of
rempresentation  is  being used wmore frequently then
heratofore. Although anm  individual frame may be
comnsidered by itself to be & template, Minsky [Minsky,
12743 coutlines how in a frame representation a set of
frames can be cormected by pairwise 'difference
descriptions’? inta a "similarity rnetwork?, The
similarity rnetwork can then be aggregated into a system

7
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of conceptual 'eclusters? that are loosely centered around
their respective conceptual 'rcapitols’.

These ideas have been implemented in the AM expert
system [Lernat, 19821, Frames are used to describe
mathematical concepts. Specific oproduction rules and
procedures are attached to each concept  frame. Each
concept consists of a collection of properties or
'Tacets! of the concept called slots. Below is an
examnple of a concept in AM:

NAME: Prime Numbers
DEFINITIONS:
ORIGIN: Number-of-divisiors—of(x) = &
PREDICATE-CALCULUS: Prime(x) (=) (for all =z)
(z x=){(z = 1 z =x))
ITERATIVE: (for x21): for i from & to %, 1 X
EXAMPLES: &,3,5,7,11,13,17
BOUNDRARY: 2,3
BOUNDARY-FRILURES: ©@,1
FAILURES: 12
GENERALIZATIONS: Nos., ros. with even rio. of divisors
SPECIALIZATIONS: Odd Primes, Prime Pairs, Prime
Urniguely—addables
CONJECS: Unique factorization, Goldbach’s conjgec.,
Extrema of No-of-divisors—of
INTU’S: A metaphor to the effect that Primes
are the building blocks of all numbersg
ANALOGIES:
Macimally—-divisible numbers are converse
extremaes of Number—-of-divisorg—of
Facto a nor-simple group into simple groups
INTEREST: Conjectures tying Primes to Times,
to Divisors—of, to related operations
WORTH: 8@

Figure 3-7: Frame of AM

In summary, there are many ways of representing
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krnowledge in  an expert system. RAlthough the production
system method is most commonly used in present day expert
systems, the frame system is gaining irncreasing has
attention. This section has attempted to provide
illustrations implementing various krowledoe

reprasentat ion mefhods.

3.3 Knowledge Acguisition
To  achieve high performance it is rnecessary to

acqguire and maintain a large krowledge base in an  expert

systen. Because it is a formidable task to put an
initial krnowledge base together using a suitable
representation, generality becomes important in  the

methods for constructing and maintaining large domaivi—
specific kriowledge bases [Davis and Lenat, 19821.
Moreover, to ermable humans to work satisfactorily in the
modern  world it then becomes riecessary for them to keep
the krnowledge base of the expert system current and
accuwrate Winfield, 19821.

Initially, the praoblem must be analyzed and relevant
kriowledpe extracted so that it can be put into a series
of rules [Winfield, 19821. Whern considering acguiring
kriowledge orne needs to  knmow what kind of knowledge is
required and how much. Are there 12 facts or 1202 facts?
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Are most cases covered by a dozen basic methods? There
is a tenderncy o grossly overestimate. Once it is
determined that a task is reasonably complicated either a
domain expert can construct the krnowledge base or a
krnowledge enpineer can collaborate with the domain expert
im an attempt to isolate the rules before constructing
the knowledpe base.

The isolation of rules is a slow process and Michie
has said that apoproximately two rules per week carn  be
built intmi the knowledge base. However, members of SRI
in the United States consider that rules can be extracted
from experts in the field considerably faster. In either
case it appears that the last few rules take the longest
time to extract.

In the future the Japarese propose building large
krowledge bases of 20,202 rules (existinmg expert systems
gererally use hundreds of rules only)., It will become
necessary to find some way of speeding up and automating
the way rules can he built [Winfield, 12821.

Besides the formidable task of putting am initial
krivwledge base together, in open ended problem areas,
such as medicing or mathematics, the task is never
ending. A krnowledge base is reqguwired to be kept up to
date (Davis arnd Lenat, 198z1. Deleting old cutdated
information, inserting new information and ameﬁding
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existing information ensuwres that the expert system
remains an expert in its field. In some systems the
refining is done solely by the knowledge engineer. First
he determives where the addition, deletion or insertion
is necessary and then he or she alters the program
appropriately. Refiming such as this is used in Rl

EMcDévmatt, 19821. An easier way of maintaining an
up~to~date hkruowledge base is by allowing a domain expert
to interactively amend and extend the knowledge base via

a special krowledge refining program [Winfield, 19821,

ELI, an expert legislative information system
utilizes an interactive acguisition program. In the
previous section or knowledge representation  the

kriowledge representation of ELI  (see figure 2.6) was
represented with causal livnks cornnecting condition to
following condition to eventual goal. Experts propose
Puleé that have tao be linked with an existing kriowledge
base. The details of the linking depend on how knowledge
ig represented. In Eli whern a rule is incorporated into
the knowledge base there are three main techniques which
are applied to the rule in the following order. (a) Each
of the input conditions of the rnew rule is matched
against the top level conditions until a match betweer an
inmput and am already assimilated condition is found. (If
a match is rnot  found then procedure (b)) is followed).
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Thernt the ruale nrnumber of the input rule is attached to
this matching conditicon and the links to lower conditions
are retrieved. At this point the same matching technigue
is used on the conditions that are linked below the ftop
level condition.  This process will comtinuwe until there
ig ot an existing match; then the remaining conditions
from  the input rule will be irnserted by themselves. The
gral base is then tested for a match with the input goal.
If ome iz found then the input goal is assimilated with
that goal, otherwise the input goal is appended to the
existing goal list. Eelow figure 3.8 demonstrates the
general pattern of integration.

(comditions)

(goals)

Figure 3-8: Top Down Incorporation

(b IFf procedure (&) is ineffective and wno match
oceurs with the conditions at the top level then an
attempt i1is made to mateh the input goal with an already
assimilated goal. If a mateh is vt found then procedure
(c) is followed. If there is a match then the process of
(a) is attempted in reverse. The refining program tries
to associate the ivput conditons with already assimilated
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conditions from lower levels upwards. If no further
matches are found, &then the remaining conditions are
inserted by themselves with one beinp placed at the top
level. Figure 3.9 illustrates the pattern of integration
in procedure

(conditions)

(goal)

Figure 3-9: Gmal Up Incorporatiorn.

() IF a matching goal is not found and therefore
procedure B has not been successful then the conditions
are inserted as entire rules. One condition is placed at
the top level, the goal is placed on the goal list, and
the remaining conditons are placed in successive levels
above the poal. This pattern is demonstrated in figure
2. 10.

(conditions)

(goal) |

Figure 3-10: Rule Incorporated Alore
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Addresses in the property list of each conditionm
provide the links between the conditons.  Rule numbers to
which each conditon belongs are also an attribulte oFf the
property list of each condition [Leith, 196831.

A more difficult approach than amending and
extending the hkrnowledge base by an interactive refining
program is to allow the expert system to become self
learning. It is allowivng an expert system to devise its
own rules from  information with whieh it is  working

Winfield, 19821.

An  example of this automatic method is AM. This
system exemplifies an ideal approach to accumulating
kriowledge. AM is given a small set of primitive facts by
the system engineer and then expands those facts without
further assistarnce from the desigrer. This system
accuntilates hknowledge by positing interesting extensions
to its existing concepts— either by forming rnew concepts
or new relationships. By starting with a small riumbey of
concepts of finite set theory and a large number of
heuwistics about how to extend them and judge them it was
able to rediscover the concept of prime rumbers and the
prime factorization theorem. [Davis and Lerat, 19821.

Below is an example of a heuristic used to acguire
krowledge.

This heuwristic proposes a new task for the AM expert
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IF the current task (Fill—-in examples of X)
and X is a predicate,
and more thanm 122 items are Krnown in the
domain of o,
and at least 1@ cpu seconds were spent
trying to randomly instantiate x,
arnd the ratio of successes/failures is
bath Y2 and less tharn .25
THEN add the following task to the agenda.
(Fill—-in gereralizations of x), for the
following reasont 'x is rarely satisfied;
a less restrictive concept might
be more interesting.? This reason’s
rating is computed as three times the
ratio of nonexamples/examples found.

Figure 3—-11: Heuwistic of AM

systern. Whern the conditions of the rule are met then
this task is placed on an Agenda list of future tasks.
As a result the generalizations of one concept x form rnew
concepts  in the knowledge base and AM processes each rnew
concept to acguire the rnecessary informatiow to fill  in
the slots af the frames involved [Lenat, 198&].

In summary, acqguisition of krowledge is an important
research guestion. By initially acquiring a large
kricwledpe—base and thereafter maintaining it, an expert
system carn attain high performance. The twa methods of
refining an expert system are manual, interactive, and
automatic. Perfecting the acquisitior of knowledge

antomatically is a goal of expert systems in the future.
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4. CENTAUR vs. R1

In this chapter two expert systems, R1 and CENTAUR
are compared. The similarities and differerces of their
methods o representing, acquiring, utiliz;ﬁg, and
explaining knowledge will be discussed.

As mentioned in previous chapters, RI is a program
that configures VAX-~-LL/782 computer systems. Whenr
provided with the irnput of a customer’s order, it
determines what, if any modifications have to be made to
the order to design a functional system. As output it
produces & number of diagrams manifesting how the varous
components on the order are to be associated. This
progranm is regularly used by Digital Eguipment
Covporations? maritfacturing organization [MceDermatt,
19827,

The wother expert system is called CENTAUR [Aikins,
19837. It performs tasks inm  the domain of  pulmonary
(lung) physioclogy. CENTAUR imterprets measurements from
pulmomary function tests administered to  patients in  a
pulmomary  function labratory. The labratory contains
equipment designed to measure the amount of gas in the
lungs and the rates of flow of gases into and out of the
lurgs. CENTRAUR is an expert consultant to the pulmonary
physiologist. It produces a set of interpretation
statements arnd & diagwosis for each patient.
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4.1 knowledge representation

CENTAUR wutilizes a combination of the frame and
production vule methods to represent knowledge, A frame
is a structuwre that ties together krowledge about a given
situation, and provides expectations about what objects
will be present in the situation and what events wily
oseeur in the situation. The frame-like structures of
CENTAUR are prototypes, and prototype comporents.
Follaowing Mirisky's frame termincology each prototype
contains slots of information associated with it. Each
slot provides a "place’ for information in the prototype.
Missing information is therefore evident, and the system
realizes how complete the soclubtion to a problem is or is
rot. The system attempts during & vruan to fill each slob
of a particular frame with a value. The value determines
whether the expectations specified by the prototiype are
the same as those in the inpub.

Some of the slots in each frame are the compornent
glots. Each compriorent is itself a frame. Therefore the
value of a ecomporent slot is  actually a seg of
‘sub-frames’ of krowledge (see figure 4.1).

The frames of CENTAUR are referred to as prototypes.

The prototype components contain abject-level domain

kriowledge representing ore of the privicipal

characterizing features of the prototype. Meta-level
ac



frame

slots values

A : a

R b Compornent C
Comporent C y|slots values
Comporent D KNP X X
Component £ Y Y y

inferernce [rule
ruiles ligtl

nad-

Figure 4—-1: Illustration of Comporents

krowledge is  represented by other slots in the frame.
These slots include slots that control  krnowledge, slots
that give gerneral information about a prototype and slots
specifying production riules to used diuring a
comsnltation,

The frames of CENTAUR are specifically desigried +to
complement  production rules. The pratotypes provide the
explicit context which guides the more fine grained
reasoning of the production rules. The rules are
attached to slots inm each prototype. Rules are one  type
of  value for slots in a prototype.  Rules are organized
in a frame according to stages in which they are
relevant. Each group of rules is the value of a slot
representing krowledpge to be applied during a particular
stage of the consultation.

The CENTAUR Hkrnowledpe base contains 24 prototypes,
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21 of which represent disease patterns. These prototypes

are linked together in a hierarchial network specifying

the relationship between prototypes. A portion of  the

hierarchy of this group is illustrated in figure x.
CONSULTATION

{(domain)

PULMONARY DISERSE

(diseases)
! |
NDORMAL NEUROMUSCULLAR
DISEASE
]
RESTRICTIVE DESTRUCTIVE DIFFUSION

LUND DISEASE RAIRWAYS DISEASE DEFECT

(degrees of 0OAD) (subtypel of 0AD)
| I I 1 r
MILD MODERATE MODERATELY SEVERE -
0AD 0AD SEVERE 0AD O0OAD

EMPHYSEMA ]

!—-—-—‘-
ASTHMA BRONCHITIS

Figure 4-2: A Portion of Prototype Network.

A consultation prototype, a review prototype and
pulmonary function prototype  that interprets pulmonary
tests comprise the remaining 3 of the 24.

The various slots of each frame are:
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l. Compornent slots.  Each prototype contains € o
8 compovent slots  that point to a component
frame that comprises Ssone characteristic
feature of a pulmonary disease. The component
slots have a value determined by the compovent
prototype. The component prototype evaluates
the results of a pulmonary functiom test and
reports a value representing its significance
to the compornent slot.

2. Prototype control  slaots. Slats  that at
specific times control the consultation.

3. Prototype rile slots,. There are five
different types of rules. Triggering rules
trigger tasks to be placed on  arn agenda.
Inference rules are rules tried when a value
is nrneeded for a component. The remairning
three rule slots are fact—-residuaal rules that
attempt to aceount for  residual  factsg

refinement rules that refine diagriosisy and
summary rules that summarize information.

4. Gereral information slots include bookkeeping
information and Evglish phrases to communicate
with the user. )
3. Certainty measure slots indicate bhow  certain
the system is that the prototype matches the
data ivn each case. The value of thizs measure
ranges fTrom —1202 to 12230,
6. Invocation records slots, such as, Intriggers
arnd Origin slots, record information which is
used in explaining why a system is exploring a
given prototype.
Examples of slot  valuwes of a particular prototype
are below in figure 4.3.
Rl uses a different approach. The configuration
task of R1 can be viewed as a series of subtasks that
have strong temporal interdependerncies. Each subtask is

represented in the knowledge base by production rules.
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AUTHOR: Caohen
DATE: 3-0CT-83 17:13:3%9
SOURCE: Fallat
POINTERS: (degree MILD-0AD) (degree MODERATE-OAD)...
(subtype ASTHMA) (subtype EMPHYSEMA)...
HYPOTHESIS: There is Obstructive Rirways Dissase.
IF-CONFIRMED: Deduce the degree of 0AD
Deduce the subtype of ORD
ACTION: Deduce any finding associated with 0ORAD
Primt the findings associated with DAD
FACT-RESIDUAL RULES: RULE 1537, RULE 1S8,...
REFINEMENT RULES: RULE®36, RULEZ3I8, RULEZZD,...
SUMMARY RULES: RULERS3, RULE@S4, RULE®ZSS, RULERBSI,...

COMPONENTS @

TOTAL LUNG CAPAC.  PLAUSIEBLE VALUES:) ia@
IMPORTANCE MEASURE: 4

REVERSIBILITY INFERENCE RULES: RULE
219, RULEB&0, RULEZEE. . .
IMPORTANCE MEASURE: ®@

Figure 4-3: Sample Slot Values for OAD.

The first subtask is two determine whether there are
major problems with the order and to rectify them if
possible. This task is composed of 196 rules. The
second subtask involves 87 rules for putting whatever
components  belong ivn the CPU and CPU expansion cabinet
into those cabinets. The third subtask is to put  boxes
int the wnibus expansion cabinets, and to put unibus
mxdules into the boxes. This subtask invoalves 256 rules.
The fourth subtask involves in  its 38 rules assigning
panels to cabinets and associating those parnels with
unibus modules and with whatever devieces the modules

86



serve. Gererating a floor layout for the system is the
fifth subtask of €1 rules. The last subtask is to
specify what cables are to be used to cornect each device
to the other devices to which it has beern assigred.

The rules used im the subtasks are considered domain
kriowledge rules. There are fouwr types of rules involved.
There are rules that pgernerate a new subtask. Another
guarter deal with adding missing prereguisite components
in the order. A foortn of the domain knowledpe rules

create or extend partial configuration. The final fourth

of rules is composed of  rules that retrieve partial
descriptions of components from the data base and rules
that do various sorts of computations. The rules

containing knowledge directly related to the subtasks add

up o 4812, The remairning 292 rules of Rl contain more
gerneral kriowledge. Approximately one third of the
remaining rules is  used to gernerate output after the

sixth subtask is completed. Arother third oonsists of
rules to exit from a subtask when there is nothing left
to do.  The fimal third of gerneral krowledge rules is
compased  of rules whose function is to do countinmg tasks
and rules that gererate ’empty’ data structure for the
domain knowledge rules to use [MeDermott, 19821,

Examples of some production rules from the sixth
subtask or context are in the figuwre below. In expert
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ASSIGN-POWER~-SURPPLY~1
IF: the most currvernt active context is assigning a
power supply
and an SBI module of any type has been put in a
cabinet
and the position it occoupies in the cabirnet
(its rexus)
is krown
and there is space available in the cabinet
for a power supply For that rexus
and there is no available power supply
and the voltage and freguency =f the comporents
on the order is krown
THEN: find a power supply of that voltage and
frequency and add it to the order.

RSSIGN-POWER-SUPPLY-Z
IF: the most current active context is assigning
a power supply
and an SBI module of any type has been put in
a cabirnet
and the position it occupies iv the cabinet
(its rexus) is krnown
and there is space available in the cabinet
for a power supply for that rnexus
and there is an available power supply
THEN: put the power supply in the cabinet in the
available space.

ASSIGN-POWER-SUPPLY-8
IF: the most cuwrrent active context is assigring
a power supply
and a unibus adaptor has been put in a cabinet
and the position it occupies in the cabinet
(its rexus) is krnown
and there is space available in the cabirnet for
a power supply for that nexus
and there is an available power supply
and there is no H7121 regulator available
THEN: add an H7131 regulator to the order.

Figure 4—4: Production Rules of Sixth Subtask.

gystems it is importarnt to determive an aporopriate

knowledge representation in  order to attain high
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performance. Both of <these systems are successtul in
that aspect. CENTAUR utilizes a frame system including
production  rules to  represent the variety of types of
krimwledge within its system. Rl achieves that goal by
dividing its task imto sequential subtasks each

consisting entirvely of production rules.

4.2 knowledge acquisition

How kviowledpge is represented in a system cam be an
indicator as to how well knowledge can be acguirved in a
systen. A  advantape to using production rules o
reprasent krnowledge is that they are modular. Therefore
rules can be added, deleted, or modified without directly
affecting other rules. They are uniform in structure
with all krowledge being encoded in the same constrained
syntax that can easily be urnderstoosd in ocrder to examine
it o modify it.

The disadvantage of production systems is that the

cirganization of the krnowledge base makes it difficult to

identify groupings of similar rules when it would be
useful to make modificiations to sets of rules or  in
identifying interactions between rules. Adding or
modifying rules cam have an  indirect effect on other

rules when the type of explicit grouping found in various

slots in a frame is rnot present. Furthermore, the same
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syrntax of all rules can make it more difficult to
idertify the Function of the knowledge of the system and
therefore locate it when refinino.

CENTAUR'S organization of krowledpe around
prototypical cases allows for krowledge acguisition. The
nser can easily identify the affected set of knowledge
whernn changes to the krnowledge base are desired. In

CENTAUR the ewtire comsultation process is a prototype.

The wvarious stages of the consultation are listed as
separate control  tasks  in control slots of this
prototype. This representation allaws for  the

flexibility of addimg ov omitting & stage, and of wnore
easily experimenting with the control modifications. For
example, the ’'refirnement’ stage which uses additional
expertise to  improve upon an interim  conclusion was
easily omitted dwurivg the systems early stages of
development. During the consultation, points at  which
spaecific conmtrol  krnowledpge is used are clearly defined.
This results in it beivrg less difficult than in
production systems to predict the effects of the
modifications that are made. Besides the consultationm
protoatype, armther prototype called review allows the
wser to specify ove of the prototypes, and then reviews
for him the "typical?’ features expected in that prototype
and control kriowledge associated with the prototypes.
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Information associated with the domain krnowledge, such as
the context inm which the krowledge is applied, or the

purpose or function of the knowledge in the consualtation,

is represented explicitly by each prototype. Explicit
representation o f comtrol krowledge anmd  access  to
reviewing frames provide a method of acguirinmg and

refining knowledge. Arncther aid to kriowledoge aguisition

is the key word CONTROL that has beer defined, so that a

user of the system can further inguire about the control
task ot ivating a current line of reasoning.
rurthermore, each of the coomporent  frames i CENTAUR
contains a slot called inferernce rules. The inference

rules corneist of a set of production rules used to infer
a value for the compornent. The constrained syntax of the
riules also allow Fopr ease in acquisition and
modifiability of values for comporents.

The krowledge of CENTAUR is orpganized in a marmer
that it is easy to locate and modify the system. Several
aids are an integral part of knowledge acquisition. In
R1 knowledge acquisitian is not guite as easy.

In Rl the majgor configuration task is divided ivto &
subtasks. Wherh a modification to Rl's domain krnowledge
becomes apparent, a krowledge engiveer must determine
which subtashk needs to be refined. In a production
system, within the subtask it is nrot always easy to
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identify fthe furnctiocon of the krnowledge and therefore
locate the wnecessary rule. However, once the offending
rule is  located the krowledge engirneer asks the expert
what he would have dorne differvently and how he would have
Yriown to do that different thing. Sometimes in Rl a
kriown feature of a production rule can be used to sigrnal
a different action. To make R1’s performance acceptable
it is only necessary to copy the offending rule and add a
conditicon €o it.  Mostly, though, additional information
not yet represernted in R1's krnowledpge base is Pequgved.
Wnat MeDermott refers to as "rule splitting’ in this case
is nrecessary. One rule becomes two, the two rules
discriminating between twz previously undifferentiated
states. However, information gathering rules for the two
rules are also added to production memory [MoDermott,
1958&1.

Iv summary, Rl1’s production rules are modular.  Once
a rule has beern located it is not difficult to modify.
Centauwr, using frames to represent knowledoge provides a
more  explicit way of leoecating a chunk of knowledge. The
prototypes represent blocks of basic kKnowledge that
include clearly defined 'hooks! for any additional rules
necessary to elaborate upown this basic knowledge. The
purpose of the knowledge attached to the slats of a frame
is explicit, making the effects of such modification
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readily predictable. However, neither system is
automaticaly modifiable. CENTAUR interactively via the
*review’ prototype and the "control? function provides
specific knowledge about the systen. However, CENTAUR
does riot interactively incorporate knowledge in a fashiow
demonstrated by the previously mentioved ELI.. Moreover,
neither system appears to proavide a method of modifying
oy acquiring knowledge  for groupings of similar rules

that are part of each subtask o each prototype.

4.3 knowledge utilization

To allow fore the future multiple wse of teaching
besides diagrizsing with the same krowledge base,
desigwners of CENTAUR chose to separate the oontrol
structure within the system from the inferevnce knowledge.
Therefore, the conmtrol can later be modified without
inmterfering with the inference knowledge.

Control krowledge in CENTAUR is  represented within
each prototype. This provides context specific control.
The system specifies what to do in a given context as
nart of the domain knowledge and separates this control
krizwledge from inferential hkrowledpe used in the
consultat icre.

The contral krowledge represented in prototype slots

is a type of mneta-krowledge applied as strategies to
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speciTtTy the next goal of the system. The control
structuwre of CENTRAUR canm be simply stated. CENTAUR
maintainsg an Agenda of tasks to be performed during
consultation. The system interpreter executes the top
task orn the agenda and when the task is fimished, the
process repeats.  When the Apenda is empty the system
terminates. A task is an action to be taken by the
systen. It is represented as a call to a LISP predicate
furnct ior. Tasks are initiated from prototype control
slots  and from tasks themselves as they are being
executed. Each task entry includes a source Tor the task
and  a reason that a task was added to the Agenda. Tasks
are execubted in last-in, first—out order. Once a task is
executed it is removed from the Agenda. The reasons
associated with esach control task are gererated from the
name of the prototype and the rame of the conmtrol slot
where the task originated (see figure 4.3). The reasons
briefly explain what the system is doing.

The consultation process can be considered to
proceed  in stages that represent the sequence of events.
Initially the system configuration forr the consultation
task is shown in Figure 4.6.

Hriowledge in the TO-FILL-IN and IF-CONFIRMED control
slots of the prototype divect these tasks.

Key stages of the conmsultation process including the
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TASK: Order the Hypothesis List.

S0URCE: Task addirng rew prototype to the hypothesis
list,

REASON: Because new prototypes have been added
to the Hypothesis List, it should be
checked to see that it is ordered
acecording to which prototype best
fits the facts.

Figure 4-5: Task on Agenda of Centaur.

AGENDA Current Prototype
FILL=-IN ecwrrent prototype CONSULTATION
CONFIRM current prototype

Figure 4-6: Initial Conmfiguwration for Consultation.

role of the control slots are summarized below in figure
4.7,

The stapes are described in more detail below:

1. Initial Data: Values for an initial set of
paramaters including standard pulmonary
furnction test results are entered.

2. Triggering Prototypes: Triggering rules
suggest orototypes. Certainty measures of
suoggested prototypes are increased.

Z. Scorivg and  selecting a cocwrent  prototype.
Certainty measures determirne the order of
prototypes iv a hypothesis list.

4., Filling in Prototype. The prototype
compornents are filled in with facts already
determined in the case. IT new prototypes are
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Figure 4-7:
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7. Refinirg diagnosis: Refirement rules are
applied to produce a final diagnosis of
pulmornary disease.

8. Summarizing Results. Summary Rules are
applied.

3. Privnting Results: Tasks controlling printing
are added to the agenda [Aikirns, 1983].

The approach for searching for a scolution in CENTAUR
is ralled Gererate awnd Test. Inn CENTAUR'S terminology
prototypes represent the classes of hypotheses. Ore or
e hypotheses are generated that explains the
phenomena. These hypotheses are then tested against
empirical data. Due to the hierarchy of the hypotheses
ovily & small subset are oconsidered at any one time.
Initial input data is available to ?trigger’ hypotheses
classes that are most likely to match when tested.
CENTAUR is unigque in providing three search strategies.
They are conftirmation, elimination and fixed-order. The
user can choose one of these three strategies to fill
these slots. A confirmation stratepy’ which selects the
prototype that is the best match to the data and attempts
to confirm  that prototype; an Yelimination stratepgy?
which selects the prototype that is the worst match to
the data and attempts to eliminate that prototype, and a
' fixed—-order? strategy, which always explores prototypes

in a preset order.
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Each prototype selected as a possible hypothesis has
a Certainty Measwre, indicating how certain the system is
that the prototype matches the data. The Certainty
Measures ranges from —12202 to 1222, The Certainty Measure
slot has a value that contains dyrnamic  information  that
can change as the consultation cortinues. The hypothesis
with the highest Certainty peasure represents the current
best hypothesis. The current best hypothesis at the end
af the consultation becomes the system diagrnosis.

CENTRAUR’s control and inference methods are qguite
different from that of Rl The configuration task
performed by R1 reguires finding an acceptable
configuwration within a space of possible configurations.
Ri always proceeds through the same sequence of subtasks.
Therefore it does mot reguire an  agenda of tasks for
control, Rl generates only a single hypothesis— the
solution, Irn R1, the knowledge that other systems would
use to test hypotheses is part of the generator.  The
inference method utilized by Rl is a form of Match. The
Match method canm be divided into states. Initially,
Mateh is in a state that consists of descriptions of  the
comnponents  ordered  for the configuration, Intermediate
states are sets of descriptions of partial configurations
ard the as yet configured components. At each point that
a decision is made, the constraint krnowledge about  what
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next step can be taken is provided by Ri's rules. These
is rno need for backiracking in  determining the nrnext
acceptable step. The final state ig of course when the
cahfiguratiow is complete.

Irn the Match method, R1’s rules canm be divided inmtno
three categories. (1) Operator rules that take the actual
next step in creating oy extending a partial
comfigurafon. (2} Seguencing rules that determine the
order  in which decisions rneed to be made so  that
backiracking is not rnecessary, {3} Information gathering
rules provide the information rneeded for operator and
saquencing rule selection. The consequernces of applying
arn operator must bear only on aspects of the solution
that have rnot yet been determirned.

Match, however is wot capable of performing the
entire inference task. The subtask of placing modules in
the unibus is formulated by a Gererate and Test method
that finds an optimal sequence that fits within spatial
and power-load constraints.

Iv summary, the use of Match as an inferernce method
is appropriate to the structure of the configuration
domain. It avoids search and limits the cost of rumning
the program. An Agenda For control and the more typical
inference method of Gernerate and Test is used in  CENTAUR
ard is more appropriate for its analytical task. CENTAUR
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is givern a single complex set of data and the task of the

program  is  to  decompose the data and determine the
relationship of the data. The configuration task of RIi
is synthetic. RL is given & set of compornents and its

task is to impose relationships on those compovents and
form & complex object.

The explarnatiorn capabilities of & system are a
oritical factor in the acceptance by users of large
kriowledge—based oonmsultation systems. Both CENTAUR and
Ri have explaraticn capabilities referred to as  tracing.

in CENTAUR tracing car be performed during the

consultation at different levels that range from 2 to 3.
The Hser is asked in the initial stage of the
consultation what level of trace he irequires. The
explanation of how the system is coming to a particular

conclusion is then placed in  brackets throughout  the
consultation. Ari example of tracing is illustrated in
figure 4.8 belaow.

The trace [Trigger for ASTHMA and CM 9001 explains
to the user that his respornse to the guestion referral
diagnosis has  triggered the system to gererate the
bypothesis that asthma is the diagnosis with a certainty
measure of 20@. The trigger for the Normal prototype
refers to no disease in the patient. 0AD (ocbstructive
airways disease) is arcther hypothesis that the system
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Tracing level 2-3)
.**E

Agenda Printing?

% %N

Consultation Stratenys:
*#¥ConFirmation

(The two stars preceeding a comment represent the
users response. The user has chosen a tracing
level of 2. Below information given as
explanations of the trace are within brackets.)

——————— PATIENT -7————————mm—
DPatient’s identifying rnumber:
**¥7 446
) referval diagriosis:
*%#QAS5THMA

[Trigper for ASTHMA and CM S0@)
3)RV/RV-predicted:

*HZ6E 1

4)TLC (body box) observed/predicted:
*¥#¥139

SIFVC/FVC—predicted:

*%#81

[Trigger for NORMAL and CHM S29)
&)FEVI/FVC rabims
*H 401

[Trigger for BAD and CM 2221

Figure 4-8: Illustration of explanation facility.

explains is being considered.

I R1 it appears that there is aorne level of tracing
in the system. The trace is separate from the output of
the system and describes the process and subtasks
followed to attain a configuration (see  figure 4.9) of

the order.

1. MAJOR-SUBTASK-TRANSITION
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SET-UP

3. UNBUNDLE-COMPONENTS

3. MNOTE~-CUSTOMER-GEMNERATED-EXCERT IONS

55, NOTE-UNSUPPORTED-COMPONENTS

S57. CHECHK~-VOLTAGE-AND-FREQUENCY

1a4, CHECK~FOR-TYRE~-DR-CLRS5-CHANGES

119, VERIFY-SBI-AND-MS5~-DEVICE-ADEGUARCY

111, COUNT-SBI-MODULES—-AND-MB-DEVICES

126. GET-NUMBER-OF-BYTES—-AND-CDUNT—

CONTROLLERS

137. FIND~UBA-MEBA-CAPACITY-AND~USE

145. VERIFY—-MEMORY-ADEQUACY

146, PARTITION-MEMORY

l1&@. ASSING-UEB-MODULES-EXCEPT-THOSE-CONNECTING~

TO-PANELS
177. VERIFY~-UB-MODULES—-FOR-DEVICES~-CONNECT ING-
TO-PANELS

FIND-ATTRIBUTE-OF-TYPE-IN-SYSTEM

173. VERIFY-COMPONENT-0OF-8YSTEM

27, NOTE-POSSIBLY-FORGOTTEN-CONPONENTS

=13 CHECK-FOR-MISSING-ESSENTIAL-COMPONENTS

219. MAJOR-SURTASK~TRANSITION

216, DELETE~-UNNEEDED-ELEMENTS-FROM-WHM. . ..

Within both systems it appears that explanatory
kviowledge is wot  represented separately Trom its
performarnce knowledge. It, therefore, does wot reed to
be modified when chanpges are made to the performance

kriowledpge. The method of tracing iw CENMTRUR explains as
the program is arriving at decisions the reason for these
decisions. An expert user is better able to understand
the process of the consultation program than in Ri. Ri
cescribes the trace separately from the output.

In summary, there are many differences and Tew
similarities betweern the expert systems CENTAUR anmd Ri.

CENTAUR utilizes basically a frame method for knowledpge
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representation. Although, the individual frames do
include production rules. Ri's knowledge, in contrast is
ertirely represented by production rules.

CENTAUR’s system has several tools for knowledge
acguisition. The systems explicit representation of
contyal knowledge, the ’review! prototype and the CONTROL
furctionm provide aids in locating where mwmodificiations
are recessary. The constrained syntax of the infererce
rules in the system makes modifications easy. Hecause Rl
is not a frame system, locating the rules T2 be charnged
is slightly more difficult. Howevery, the six seguential
subtasks of Rl allow the user to cetermine Tairly easily
which subtask is involved. Orce  the rules for
modification are located, Rl either adds conditions o
the particular rule  or splits. the ruale into two
rules— thus developing each rule separately.

Anocther contrast between RI and CENTAUR is  their
method of wtilizing knowledge. CENTAUR's  contirol
kriowledge is located within the individual frames and is
separate from inference krowledge of the system. The
control knowledge provides information to am Agenda  of
tasks that executes tasks on a last-in, first-out basis.
The inference method is *penerate and test?. Hypotheses
are triggered from initial input data and then tested to
conifivrm if they are the best diapgrosis. Searching of
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hypotheses is done by comfirmatiorn, elimination, or
fixed—-order strategies. Rl's system is different. The

subtasks provide a structuwre that eliminates the need for

an  RAgenda. The inference method is called "Matech?’. The
first stage of "Match’? consists of descoriptions of
compovents ordered. Intermediate stages contain sets of

descriptions of partial configwations and yet unfigured
comporents.  The fimal stage is the total configuration.
Both R1 and CENTAUR use trace to provide the user
with explanations. The trace inm CENTRUR is monre
elaborate and is available during the consulitation.
Although the systems are very differnt they are each
sucecesstul  in providing expert information to the user.
The methods of representation, acquisition, uwtilization
and explanation are appropriate to their individual

reguiremnents.
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