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ABSTRACT 

A numerical technique is developed tn this thesis to 

find the spectrum of a frequency modulated signal and to 

recover the transmitted signal from this spectrum. 

Analysis of frequency shift keying is done using this 

algorithm.  Results obtained using computer simulation, 

show that restricting the bandwidth of a frequency shift 

keyed system has significant effects on the transition 

time and mean-square-error of the received data pulse. 

Pulse shapes suitable for telemetry purpose are examined 

and an optimum pulse satisfying the telemetry standards 

has been designed.  In addition, this technique is used to 

evaluate some work done by other researchers related to 

narrow band frequency shift keying. 
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CHAPTER 1 

INTRODUCTION 

This thesis develops an algorithm to find the spectrum 

of a frequency modulated signal for any modulating signal. 

Much research has been done in the area of frequency modu- 

lation, but computation of the exact spectrum for a general 

modulating signal is not possible.  This work introduces a 

numerical technique to closely approximate the spectrum 

using a digital computer.  A digital computation procedure 

is also developed to recover the modulating signal from 

the FM spectrum. 

With the help of this work, investigation of the 

effects of restricted bandwidth on frequency shift keyed 

signals is possible.  This research ellaborates on the 

related work done on frequency shift keying by Kotelnikov 

[2] and Salz [6], enabling the digital communication engi- 

neers to have a broader understanding of the time domain 

behaviour of this important digital data transmission 

system. 

Chapter 2 gives a basic background about a frequency 

modulated signal.  This is followed by the development of 

the algorithm to find the spectrum of an FM signal and the 

recovery of the transmitted signal from the spectrum thus 

obtained. 

-2- 



Chapter 3 introduces frequency shift keying with rela- 

tionship to the work done by other researchers. Chapter 4 

introduces an important problem and describes an approach 

to solving it. Work done related to the pulse shaping for 

telemetry purpose is also included in the same chapter. 

Chapter 5 summarizes the results of this investigation and 

conclusion drawn from it. 

The flow chart of the computer program used for simu- 

lating the digital frequency modulated system is given in 

the appendix. 
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CHAPTER 2 

FREQUENCY MODULATED SYSTEMS 

2.0 Introduction 

In this chapter the basic concepts concerning fre- 

quency modulated signals are reviewed.  Analytic expres- 

sions are found and discussion about the spectrum is made. 

This is followed by the steps undertaken to develop an 

algorithm to find the spectrum of an FM signal and to re- 

cover the transmitted modulating signal from the spectrum. 

2.1 Basic Background 

Frequency modulation is a type of modulation in which 

the frequency of the carrier is varied in accordance with 

the amplitude of the modulating signal and the envelope of 

the resultant wave is held constant.  Consider a constant 

amplitude sinusoid which can be represented by a phasor 

with magnitude A and a^phase angle e(t) as shown in 

Figure 2.1.  If e(t) increases linearly with time (that is 

e(t) = w t) it is said that the phasor has an angular ve- 

locity or 'frequency' of u> radians per second.  If this 

frequency is not constant, it is still possible to write 

a relation between the instantaneous frequency w.(t) and 

e(t) 

0) ̂ t) = de/dt (2.1) 

Integrating equation (2.1) gives 
-4- 



Fig. 2.1 - Phasor representation of a sinusoid 
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e(t) = J u(x)dx 
o 

(2.2) 

Now if the instantaneous frequency is made propor- 

tional to the information (modulating signal), then 

01 •  —  03 
1      C 

+ kf f(t) (2.3) 

where w and k^ are constants which represent the carrier 

frequency and frequency deviation constant, respectively. 

Since the frequency is linearly proportional to f(t), this 

type of modulation, as noted before, is called Frequency 

Modulation.  In general the modulated signal can be written 

as 

t 
*FM(t) = A Cos(o)ct + kf / f(t)dt) (2.4) 

o 
t 

= Re[A exp{j(Wct + kf / f(t)dt)}]      (2.5) 
o 

Figure 2.2 gives an example of a frequency modulated 

signal. 

To lay the groundwork for the detailed analysis of an 

FM signal spectrum, the Fourier series expansion of an FM 

signal modulated by a single sinusoidal waveform is 

obtained.  Let 

f(t) = a Coscomt 

Now from equation (2.3) 

wi =*.wc + kf f^^ 

= GO + a k- Costo t 
c    f    m 

(2.6) 

(2.7) 
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Modulating  signal   f(t) 

-*- t 

Carrier Co$w t 

«>FM(t) 

Fig. 2.2 - Frequency modulation waveforms 
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y} 

Defining a new constant Aw = a kf, called the maximum fre- 

quency deviation, the instantaneous frequency, w., is 

given by 

oi • = ui „ + A oi COS0) t i   c m 

The phase of this FM signal is 

9(t) = oi„t + Aw/oi  Sino> t v '    c       m    m 

= to t + 8 Sinw t c m 

(2.8) 

(2.9) 

where 3 is a dimensionless ratio called the modulation 

index.  The resulting FM signal is 

+ FM(t) = A Cos(oict + 3 Sinoimt) (2.10a) 

(2.10b) 

The exponential in equation (2.10b) is a periodic 

= Re[A exp(joict + j3 Sino^t)] 

function of time with fundamental frequency, ui rad/sec. 

The Fourier series for it can be expressed as 

exp(j3 Sinoimt) = £  F(n) exp(jno>mt), 
n = -oo 

where 

T/2 

(2.11) 

F(yi) = j       j     exp(j3 Sinoimt) exp(-jri^t)dt    (2.12) 

This integral cannot be expressed in closed form and has 

been extensively tabulated as a function of 'n' and '3* 

and is called the Bessel function [5] of the first kind. 

It is denoted Jn(3) and is said to be of order 'n' and 

argument '3*.  Hence equation (2.10) can be expressed as 

8- 
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<J>FM(t)   =   Re[A  exp(jw t)     I    J   (B)   exp(jna>mt)]     (2.13) 
n = -°° 

= A I    J CB) CosUc + n«m)t (2.14) 

This result makes it clear that the FM signal has a 

theoretically infinite number of sidebands and hence 

infinite bandwidth.  However, the magnitude of the 

spectral components of higher order sidebands become 

negligible* and for all practical purposes the power is 

contained within a finite bandwidth.  Carson [5] has given 

an approximate formula for the bandwidth of an FM signal 

as 

BW = 2(D+1)W , (2.15) 

where, D, is the ratio of the maximum frequency deviation 

to the bandwidth (W) of the modulating signal f(t). 

Figure 2.3 shows the positive frequency spectrum of a fre- 

quency modulated signal. 

2.2 Algorithm Development *> 

As may be seen from equation (2.4), an FM signal may 

be expressed as 

t 
♦FM(t) = A Cos(wct + kf / f(t)dt) 

In order to find an expression for any arbitrary signal 

f(t), it is first necessary to evaluate the integral in 

the argument of the cosine.  This may be done by expres- 

sing f(t) in terms of Its trigonometric Fourier series 

-10- 



provided it is a periodic signal.  Such a restriction 

still retains the generality of the analysis to a great 

extent.  Equation (2.4) then becomes 

t 
<j>PM(t) = A Cos[u> t + k~ / (a,Cosw,t + apCosu^t +  

o 

+ b.|S1nw.|t + b2Sinco2t + )dt      (2.16) 

This may be recognized as an expression for multitone fre- 

quency modulation.  If V is the amplitude of f(t), then 

fn(t) = f(t)/V is called normalized f(t).  The expression 

for an FM signal can then be written as 

♦ FM-(t) = A Cos(a)ct + V kf / fn(t)dt) 

= A Cos (to t + B-iSinw-jt + B2
Slnw?t + """" 

-a-|Cosa)it - apCosojpt ) 

= Re[A exp(jto t){exp(jB-iSina)1t) 

exp(jB2Sinw2t) Hexp(-ja,Cosw, t) 

exp(-ja2Cosa>2t) >J 

Each exponential term in the above equation may be expres- 

sed in terms of Bessel functions, i.e., 
CO 

*FMCt)   =  Re[A  exp(jwct){     £     Jn   (e   ) 
n-,=-«>     1 

oo 

exptjn^t)       I    Jp   (B2)exp(jn2co2t) } 
no2-00     2 

OO 00 

{      I     Sk   (a1)exp(jk1w1t)      I     S.    (a2) 
ki=-<»     1 k2=-a>     2 

expCjk2a)2t) }] 
-11- 
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where 

oo oo 

-a 
I     S£(x) =  I  (J)~*Vx) (2.18) 

i = -oo £ = -00 

equation (2.18) may further be expressed as 

♦ FH(t> = Kl    l  —"I  I I — -l     »„ (Bl»Jn tB2)  
"1 "2   "■ kl k2   kn,   '     2 

V6'»)S*1
(al)Sk,(a2)""""Va'"),COS(<0c + m     1     2 m 

nlul + n2u2 +  nm"m + klwl + k2w2 

+ —-"■»■>*] (2-19) 

It is clear that the spectrum of an FM signal contains 

single sideband terms (wc±n,o)-, or k-,w-j), (wc±
n2w2 or 

k0w0), (^ ±nmu or kmum), corresponding to the frequen- 

cies 03-|Sa)2 wm.  In addition there are cross modulation 

terms (a> +n,ft),±n0o)0± nmwm±k1w1 ±ko0),, kmwm). ell  22     mmll22    mm' 

In the algorithm developed in this study to determine 

the spectrum of an FM signal, eight cosine terms, eight 

sine terms, or four each of cosine and sine terms of the 

Fourier series approximating the modulating signal, f(t), 

are accommodated.  First the modulation indices are cal- 

culated from the given data regarding the amplitude of the 

modulating signal, f(t), the maximum frequency deviation 

and the Fourier coefficients of f(t).  Then the Bessel co- 

efficients [J (x), S.(x)] are evaluated up to an order 

beyond which their magnitude becomes almost negligible. 

-12- 



Since there could be different combinations of 'n' and 'k 

that may yield spectral terms of the same frequency, care 

was taken to collect all such terms and arrange the side- 

bands in increasing order.  Knowing that the total power 

in an FM signal is A2/2, the power in the spectral terms 

outside the frequency band considered, can also be 

calculated. 

-13- 



CHAPTER 3 

APPLICATION TO FREQUENCY SHIFT KEYING 

3.0 Introduction 

This chapter deals with data transmission using fre- 

quency modulation.  A further description of frequency 

shift keying is given.  Later in the chapter other work 

is discussed, with emphasis on problems not previously 

considered.  Application of the simulation program, 

described in Chapter 2, to the analysis of frequency 

shift keying is also discussed. 

3.1 Frequency Shift Keying 

The most commonly used digital communication systems 

for radio frequency transmission of binary information are 

frequency shift keying (FSK) and phase shift keying (PSK). 

In the case of binary FSK, two oscillators operating at 

different frequencies may be used to transmit the binary 

information.  Alternatively, one variable frequency 

oscillator may be used.  When a ITinary 0 (zero) is to be 

transmitted, a burst of Cos<*>0t is generated and when a 

binary 1 (one) is to be transmitted a burst of Cosa^t is 

generated as shown in Figure 3.1.  This can be seen to be 

a form of frequency modulation where the modulating signal 

is always one of two possible values.  Since orvly two fre- 

quencies are used, the modems need not be as sophisticated 

-14- 



Binary signal 

1      0 1      0 0 

0 

CosCo^+Ajt CosCu) •*Aw)t 

Fig. 3.1 - Binary frequency shift keying waveforms 
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as they are for a general FM system.  As might be 

Intuitively seen, the farther the separation between the 

two frequencies the easier it would be to distinguish 

between them, even in the presence of some background 

noise.  However, a wider separation of the frequencies 

implies a larger frequency deviation, which according to 

equation (2.15), increases the bandwidth of the FM 

signal.  Thus a trade-off between the bandwidth and noise 

immunity is required in the design of an FSK system. 

From Figure 3.2 an expression for the phase angle of 

an FM signal modulated by a square wave may be written as 

t 
0(t) = out + Aw / f(A)dX 

c       0 

= wct + <j>(t) 

4>(t) = Acot            - T/4<t<T/4 (3.1a) 

= Aw(J/2 - t)       T/4<t<3T/4 (3.1b) 

Since <j>(t) is periodic with a period T, so it can be 

expressed by Fourier series 

exp(j<Kt)) = I    Fnexp(jna)0t) 

_ 1 Fn = f !  <j,(t) exp(-jna» t)dt 
o 

= l[Sa{f(z-n)} + (-l)nSa{f(z+n)}] (3.2) 

where 

Z = Au/u, 

-16- 



f(t) 

1+1 

 1 1— 1  1   1  

T 

 1  

.    -1 

t-  *■ 

(a) 

(b) 

4i(t) = Aw / f(t)dt 

Fig. 3.2 - Periodic binary frequency shift keying 
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The analytic expression for an FM signal is 

♦ FM(t) = RelA exp(jwct) exp(j<f>(t))] 

= A I     F„Cos(w„t + nw«t) t       n   v c     o n--oo 
(3.3) 

The Fourier series representation of a periodic FSK 

signal is given by equation (3.2) and equation (3.3). 

Under certain circumstances it is possible to in- 

crease transmission efficiency by using multi-level fre- 

quency shift keying.  Given a source which produces k 

different symbols, or a binary source in which m symbols 

have been grouped to produce k = 2m sequences, a voltage 

level can be associated with each of the possible symbols 

as shown in Figure 3.3.  Each, symbol will represent log2 

k bits of information and for the same data rate as for 

the binary transmission, only l/log2 k times as many 

pulses per second are transmitted, thus improving the 

transmission efficiency.  The baseband signal which can 

now be used to modulate a carrier becomes 

f(t) = I  a. x(t-kT) (3.4) 

where x(t) is any arbitrary pulse of unit height with a 

duration of T seconds and a. is the data sequence.  The 

modulated signal will be transmitted via a channel and at 

the receiving end different demodulation schemes may be 

employed to recover the modulating signal.  An estimate 

-18- 
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Fig. 3.3 - Multilevel frequency shift keying waveforms 
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of the transmitted data can then be determined from the 

demodulated signal. 

3.2  Kotelnikov's Analysis 

Kotelnikov [2] has analyzed binary FSK in detail 

and has suggested some design procedures to obtain an 

optimum system with respect to noise immunity.  He repre- 

sented the FSK system in the vector form as shown in Fig- 

ure 3.4, where {m.} is the set of symbols to be transmit- 

ted, (S.(t)} is the set of waveforms representing these 

symbols, (r.(t)} is the set of received waveforms and 
* 

{mi} is the set of received symbols.  Kotelnikov showed 
* 

that the optimum receiver sets m equal to m. if the 

decision function 

MirK[|r-S.|
2 - NQJin P(m.)] i = 1,2, —M       (3.5) 

is minimum for i = k, where NQ/2 is the power density 

spectrum of the additive white Gaussian noise and P(m.) 

is the apriori probability of the transmitted symbol. 
4 

The boundary of the decision region for antipodal signals 

may be obtained by solving 

Ir-S^2 - NQ£n Ptm,) = |r-SQ|2 - NQ^n P(mo) (3.6) 

where r = (r.j,r2) as shown in Figure 3.5a. For any value 

of r2 the equation (3.6) becomes 

|r1 + d/2|2 - NQ£n P(m.,) =  | r, - d/2|* 

C3.7) - N £n P(m ) o   v o 
-21- 
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Fig. 3.5(a) - Decision regions of an antipodal signal 
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Let A be the value of r, satisfying equation (3.7), then 

A = NQ/2d £n PCm1)/PCm0) (3.8) 

Depending upon the ratio P(m,)/P(m ), the decision region 

will shift accordingly in the direction of either S, or 

^ 

V 
The probability of error, P(E), of binary FSK is 

given by 

P(E) = PCm,) P(E|m1) + P(mQ) P(E|mo) (3.9) 

where 

P(E|ra1) = P(n> d/2 + A) 

P(E|m0) = P(n< - (d/2 -A)) 

are called the aposteriori probabilities of the trans- 

mitted symbols and 'n1 is the additive Gaussian noise 

with zero mean.  Now the aposteriori probabilities can 

be expressed in terms of the complementary error 

function, Q(x), and equation (3.9) becomes 

P(E) = P(m.,) Q(o12) + P(mQ) Q(a21) (3.10) 

where 

a12 = d + 2A//2 NQ and <*21 = d - 2A^  N0 

Consequently, P(E) will be small if the argument of Q(x) 

is large. Since A = N /2d Jin P(m,)/P(m ) from equation 

(3.8), 

a12 = a - l/2a in   P(m1)/P(mo) (3.11a) 

a21 = a + l/2a in   P(m1)/P(m ) 

-23- 
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where 

and 

a = d//2 N 

d2 = J £soCt) - sTCt)]2dt C3.12) 

Kotelnikov argued that the probability of error which 

determines the noise immunity depends upon two factors— 

the ratio P(m1)/P(mQ) and a = d//2~ NQ.  The first factor 

depends only on the transmitted message and the second 

factor depends on the ratio of the energy of the. differ- 

ence signal to the mean-square-value of the noise.  The 

larger the ratio the smaller the probability of error. 

For a given noise power density, only the energy of the 

difference signal can be changed to achieve a required 

noise immunity.  Obviously, systems for which this energy 

is the largest afford the best noise immunity with the 

condition that the receivers are appropriately designed. 

In geometric terms, a and hence noise immunity are 

determined by the distance between the points represent- 

ing the received and the transmitted signal in the signal 

space as shown in Figure 3.5.  The noise immunity achieved 

may therefore be made large by increasing this distance. 

Some design parameters were also suggested by Kotelnikov 

which may be viewed by further analysis of the quantity 

a = d//2 N 

-24- 



1 a2 = 2jf-  I   [S0(t) - Sn(t)]
2dt 

o -o° 

For the present analysis 

S (t) = A Cosw,t   o<t<T o 1     — — 

S1(t) = A Cosu2t 

Thus, a2 can be expressed as 

1 2 - A2 r 
a  ~ "oTi—LT - 2No    WTW2 

■{Sin( U)n -w 1 w2 T}] 

Since the signal energy is given by 

T/2 
E_ = /  f2(t)dt 
s  -T/2 

or 

_ A2T 
Ls    2 * 

equation (3.17) becomes 

a 2 =  sri   '"-"l "w2 SinC 
N0
[1 "   (a>ra>2)T 

)T 

Equation (3.19) may be solved for w,-w2 

W-i -to 1 "2 _ 9A. _ 0.715 —5— = ZAf - —r— 
ZTT T 

(3.13) 

(3.14) 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

(3.19) 

(3.20) 

Thus, for optimum noise immunity the difference between 

the two frequencies, which is known as peak to peak fre- 

quency deviation and is twice the frequency deviation, 

should be 0.715 of the bit rate.  Kotelnikov's analysis 

assumes that all the sidebands of the FM wave are present 

and there is no filtering. 
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3.3  Narrow Band Digital FM 

After Kotelnikov's analysis of frequency shift 

keying, much work was done by other researchers partic- 

ularly Salz [4] to find an optimum system employing 

lesser bandwidth.  In his work Salz assumes a baseband 

signal having L possible, equally likely levels which 

are chosen as 

an = 2K - (L+l) (3.21) 

where K = 1,2, L for all n, and L is assumed even.  He 

then suggests that for a frequency deviation, 

Aw = TT/LT or Af = 1/2LT, -     (3.22) 

inversely proportional to the bit rate and the number of 

levels, that most of the spectrum will be confined to a 

relatively narrow band.  With some choice of frequency 

deviation and bit rate, if AWT/TT equals unity, the 

spectrum spreads and most of the power tends to concen- 

trate about the transmitted frequencies.  The overall 

block diagram of the frequency shift keying system given 

by Salz is shown in Figure 3.6.  In this system,filters 

have been added at both the transmitter and the receiver, 

with overall flat characteristic in the range of frequen- 

cy in which the spectral components of the FM signal have 

the greatest strength, such that 

Wr(a>) Wt(u) = 1, for u)c - 3TT/2T<OJ<U)C + 3TT/2T 
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where W (") and W.(u>) are the receiver and the transmitter 

filter characteristics, respectively. 

For binary transmission, this system has a peak-to- 

peak frequency deviation equal to 50 percent of the bit 

rate and a lesser spread of the significant sidebands 

because of the added filters as compared to Kotelnikov's 

optimum system employing a peak-to-peak frequency devia- 

tion of 71 percent of the bit rate.  Despite the reduced 

bandwidth and the distortion caused by the filters, this 

system performs almost as well as other optimum systems 

like the commonly used differentially-coherent, phase 

modulation, but it enjoys the added advantage of simple 

instrumentation.  However, reduction in the bandwidth may 

have effects on the received data pulse in the time domain. 

This problem, which has been ignored by Salz, is discussed 

in Chapter 4. 
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CHAPTER 4 

SIMULATION AND ANALYSIS 

4.0 Introduction 

In this chapter an alogrithm for the demodulation 

of a digital frequency modulated system is discussed. 

This is followed by the application of different algo- 

rithms developed in this research to the problem of 

signal shaping for the purpose of telemetry.  Later in 

the chapter, analysis of the simulation is given. 

4.1 Demodulation Algorithm 

In this study an algorithm was developed to recover 

the modulating signal from a frequency modulated signal 

based on the most commonly used demodulation scheme 

employing a limiter followed by a discriminator.  The 

presence of the limiter is essential to obtain from the 

fluctuating amplitude FM signal (caused by simultaneous 

amplitude modulation) a constant-envelope FM signal.  The 

differentiator output is another variable frequency sin- 

usoid with an envelope containing the modulating signal 

which may be recovered by passing the output signal 

through an envelope detector.  Once the modulating signal 

has been recovered, a decision about the transmitted data 

can be made.  Figure 4.1 gives the block diagram of the 

demodulation schjsme. 

The Fourier series representation of the FM signal 
-29- 
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described  by  equation   (2.4)   is 

4>FM(t)   = A  Cos(o)ct +   kf /  f(t)dt) 

=   c(0)Cos(uct  +  c(l)Cos(u     +  u)m)t 

+  c(-l)Cos(o)c  -   u>m)t +  C(2)COS(OJC  +  2(om)t 

+  c(-2)Cos( w„   -   2to„) t  +  c m (4.1) 

To facilitate computer simulation the carrier term may be 

eliminated, then the resulting FM signal can be expressed 

as 

4>F*(t) = A Cos(kf / f(t)dt) 

Let 

c(0) + [c(l) + c(-l)]Cosco t 

+ [c(2) + c(-2)]Cos2a)mt +  

*(t) = c(0) + [c(l)+c(-l)]Coso)mt 

+ [c(2)+c(-2)]Cos2(omt +  

(4.2) 

(4.3a) 

(4.3b) *FM(t) = A Cos(kf / f(t)dt) - x(t) 

For a constant envelope FM signal, x(t) as given by equa- 

tion (4.3a) should vary between A and -A.  But x(t) is a 

trigonometric series approximating <J>pM(t), it may have a 

peak value A*, not equal to A.  In order to get a con- 

stant envelope FM signal, x(t) may be normalized to have 

a maximum value of A by multiplying with A/A*.  This 

operation is equivalent to using a limiter.  The pres- 

ence of the limiter is essential to obtain a true FM 
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signal before demodulation, so that the demodulated 

signal is a good replica of the modulating signal.  After 

the limiter has been included, equation (4.3b) becomes 

*FJ(t) = A Cos(kf / f(t)dt) = A/A* x(t)       (4.4) 

Differentiation of both sides of equation (4.4) gives 

kf f(t) Sin(kf / f(t)dt) = -1* ^^-    = z(t) 

kf f(t) (±/l-x2(t)) = z(t) 

f(t) = ± l/kf zlll (4.5) 
/1-xHt) 

An algorithm for computer simulation may be written 

to recover the modulating signal from equation (4.5). 

Since Cos(e) is a periodic function with a period of 2IT, 

many arguments of the cosine term in equation (4.4) give 

the same value of 4>pM(t).  By selecting the constant, kf, 

and the amplitude of the modulating signal low enough, 

the argument of the cosine term in equation (4.4) can be 

made to vary between +TT and -ir.  Obviously, minus sign 

may be chosen if the argument lies between -ir and 0 (zero). 

4.2  Signal Shaping for Telemetry 

In true FSK modulation, switching between frequen- 

cies occurs instantaneously which causes a broad spectrum. 

Therefore, in most narrowband systems, the FSK signal is 

filtered to meet spectral transmission requirements. 

Examination of the filtered FSK signal shows that the 
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frequency transitions are no longer instantaneous, but 

make smooth transitions.  It is, therefore, the form of 

the transition which determines the shape of the modula- 

ted spectrum.  This suggests an alternate method of band- 

limiting the FSK spectrum by appropriately shaping the 

modulating signal, which might be done directly by 

generating an appropriately shaped signal or by pre- 

filtering t$e data generated pulse train.  Both methods 

are illustrated in Figure 4.2. 

Special shaping by directly generating an appropriate 

modulating signal, as shown in Figure 4.2b, is the method 

now investigated.  Determination of a modulating signal 

having "good" characteristics is accomplished by a com- 

bination of analysis, intuition and computer evaluation. 

One basic approach to limit the bandwidth of the FM 

signal is to limit the bandwidth of the modulating signal. 

In principle, if the receiver filters are matched to the 

modulated signal, the shape of the modulating signal is 

unimportant.  But in practice, when limiters and other 

than matched filtering is used, the shape of the modula- 

ting signal is important.  In general, the closer the 

modulating signal approaches the signal to which the 

receiver filters have been matched, the better the per- 

formance.  From this point of view, since existing 

receivers are designed to handle filtered FSK signals, 
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the modulating signal should be selected to produce a 

similar spectrum when the filters are removed. 

In general, the modulating pulse train should pre- 

serve some of the flat top portion of the rectangular 

pulse train.  This will assure good performance and will 

simplify implementation.  Thus a compromise between the 

opposing requirements of fVat-top pulses and narrow band- 

width must be accommodated.  The broad bandwidth result- 

ing from modulation by a rectangular pulse train is due 

to instantaneous switching or equivalently the infinitely 

sharp transition between frequencies.  Therefore, an 

obvious means of reducing the bandwidth is to make the 

transition as smooth as possible while still preserving 

a portion of the flat-top pulse.  In effect the smooth 

transition limits the bandwidth of the modulating signal 

and hence the bandwidth of the FM spectrum. 

With this idea in mind, several types of transition 

were evaluated by using the algorithm given in Chapter 2 

to determine the resulting FM spectrum.  Three cases are 

shown in Figure 4.3.  The first transition is linear, 

such that at least 50 percent of the flat top of the 

pulse is preserved.  The second transition is a raised 

sine wave which also preserves at least 50 percent of 

the flat top of the pulse.  If oi  is the fundamental fre- r       r o 
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quency of the pulse train, the sinusoidal transition fre- 

quency is 2u> .  Finally the third waveform is also a 

raised sine wave, but only 33 percent of the flat top is 

preserved.  In this case the frequency of the sinusoidal 

transition is 3/2to .  Due to the lower frequency of the 

transition, the spectrum of the modulating signal is 

further reduced over the preceding case.  The resulting 

undesirable spectral components are significantly reduced 

in the FM spectrum.  As a result, this waveform appears 

to easily meet the telemetry specifications [9] and it is 

the form of the modulating signal suggested for imple- 

mentation. 

Though the hueustic approach explained leads to a 

sinusoidal transition having satisfactory spectral 

characteristics, an alternate approach yields additional 

useful information about the general type of transition 

having acceptable spectral characteristics.  In this 

approach a true FSK signal is generated.  It is then 

filtered to produce a spectrum having desired character- 

istics.  The resulting filtered FM signal is then demod- 

ulated to obtain the equivalent modulating signal.  Two 

cases were considered.  Assuming a data rate of TMbps 

(Tjisec pulse width) and a frequency separation of 

1.4 MHz (0.7 MHz on each side of the carrier frequency), 

the resulting FSK signal was filtered using a bandpass 
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Butterworth filter.  The filter cutoff was set at ±1.2 

MHz on each side of the carrier frequency.  Two different 

filters were used, a 3-pole and a 5-pole each having the 

same cutoff frequencies.  The resulting filtered spec- 

trums were demodulated and the demodulated signals have 

been plotted in Figure 4.4 against the best sinusoidal 

transition determined before. 

The 5-pole Butterworth filter suppresses the spec- 

trum more than does the sinusoidal transition, but the 

3-pole filter suppresses it less.  All three signals meet 

the telemetry specifications £9J 9 while the general 

shape of all three modulating signals is very  similar, 

the sinusoidal transition produces the flattest top and 

is the easiest to implement.  Due to the similarity 

between the demodulated filtered signals and the sinus- 

oidal transition signal, the filter approach supports 

the hueustic selection of the sinusoidal signal obtained 

earlier. 

4.3 Analysis 

The narrow band digital FM system developed by Salz, 

as mentioned in Chapter 3, is claimed to be optimum, 

but it still lacks some practicality.  The transmitting 

and the receiving filters, which help in reducing the 

overall bandwidth of the system, produce a fluctuating 
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envelope caused by simultaneous amplitude and frequency 

modulation.  However, it may be difficult to realize 

such filters which produce an overall flat character- 

istic  in a certain frequency range while suppressing 

the spectral components outside that range.  An assump- 

tion is made that by selecting Aw = TT/LT, the sidebands 

beyond 3TT/2T radians per second can be neglected because 

they are very  small in magnitude.  However, this may 

introduce distortion in the recovered signal (time 

domain) and hence affect the decision threshold. 

Spectrum of the binary FSK signal having a peak to 

peak frequency deviation equal to 50 percent of the bit 

rate as suggested by Salz is obtained by using the 

algorithm discussed in Chapter 2.  Recovery of the trans- 

mitted signal from the spectrum is done by simulating the 

demodulation scheme outlined in this chapter.  Figure 4.5 

shows a received signal recovered from the FSK spectrum. 

A data pulse, recovered by using only twenty spectral 

terms from the FSK signal spectrum, and its rise time is 

given in Figure 4.6.  A plot has been drawn in Figure 4.7 

between the power in the suppressed sidebands and the 

number of sidebands considered.  It can be seen from this 

plot that most of the power of an FSK signal is concen- 

trated in the sidebands lying in the vicinity of the 

carrier, as claimed by  Salz in his work. 
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The effect of restricting the. bandwidth of the FSK 

signal on the rise time of the received data pulse is 

shown by the plot in Figure 4.8.  The rise time decreases 

expotentially with the number of spectral terms con- 

sidered in recovering the modulating signal from the FSK 

spectrum.  An important effect of reduction in the band- 

width of an FSK signal ignored by Salz is the distortion 

in the shape of the received data pulse.  It is noticed 

that the amount of ripple in the received data pulse in- 

creases with the increase in the number of the suppressed 

sidebands. The received pulse is compared with the trans- 

mitted pulse and a plot between the mean-square-error and 

the number of sidebands considered is given in Figure 

4.9.  It can be observed that the mean-square-error is 

quite large if the number of spectral terms, accommodated 

to recover the modulating signal, is small. 

Figure 4.10 gives a plot of the mean-square-error 

versus the power in the suppressed sidebands.  It is 

obvious from the plot that the mean-square-error of the 

received pulse is large if the power in the suppressed 

sidebands is also larg'e. Their relationship on the log- 

log scale is almost linear.  Conclusion drawn from this 

analysis of binary FSK is given in the next chapter. 
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CHAPTER 5 

RESULTS AND CONCLUSIONS 

5.0 Introduction 

In this chapter* the results of the various computer 

simulations regarding digital frequency modulation are 

discussed.  A summary of the research is also provided. 

4 
5.1 Simulation Results 

A binary frequency shift keying system was simu- 

lated on the digital computer using an algorithm dis- 

cussed in Chapter 3.   The algorithm given in Chapter 2 ''. 

was also simultaneously used to find the spectrum of this 

system.  The modulating signal for the carrier is a bi- 

polar square wave and therefore the instantaneous frequen- 

cy may take on only two possible values.  The transmitted 

data may be random in nature.  However, the power density 

spectrum of a random bi-polar signal is the same as that 

of a square wave except that it is a continuous function 

of frequency, whereas, for a square wave it is discrete. 

Assuming a square wave as the input data, does not signi- 

ficantly restrict the analysis, since sufficient informa- 

tion regarding the bandwidth and the power of the side- 

bands may still be obtained for the purpose of the 

research.  The algorithm used to find the spectrum of the 

binary FSK signal accepts a square wave, approximated by 
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four of its most significant Fourier series terms, as the 

modulating signal.  Although the algorithm can accommodate 

up to eight Fourier series terms for a better approxima- 

tion of a square wave, but that may require as a result, 

significant computation time in computing the spectrum. 

Once the spectrum is obtained by using either 

method, the modulating signal is recovered using the 

demodulation algorithm.  Effects of truncating or filter- 

ing the spectrum on the transmitted data train can be 

observed in the time domain.  The mean-square-error in the 

recovered signal and the power in the sidebands suppres- 

sed by filtering the spectrum is correlated.  The varia- 

tion in the rise and the fall time of the data pulses 

caused by restricting the bandwidth of the system is 

observed and plotted. 

If the simulation is carried out according to the 

specifications suggested by Salz, it is observed that 

most of the power as pointed out by Salz is concentrated 

within a narrow band of frequencies around the carrier. 

But if elimination of the sidebands outside the range 

kJ„ " 3ir/2T<a)<a)„ + 3TT2T C       — — C 

is done according to his analysis, distortion in the 

shape and perturbations in the amplitude of the recovered 

data pulses is observed.  This may effect the decision 
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process particularly when multi-level pulses are trans- 

mitted as shown in Figure 5.1. 

5 . 2  Summary and Conclusions 

In this thesis a computer program has been developed 

which simulates any frequency modulated system.  The 

simulation includes the generation of an FM signal for 

any modulating signal, determination of the spectrum of 

this signal, and recovery of the modulating signal from 

the spectrum.  Analysis of an FSK system using pulse 

shaping for telemetry purposes is included as an applica- 

tion of this computer simulation.  The accuracy of the 

computed spectrum increases with the number of the 

Fourier series terms used to approximate the modulating 

signal, but at the cost of large computation time. 

The algorithm for the 1imiter-discriminator demodu- 

lation recovers the transmitted signal from the narrow 

band FM signal with great accuracy.  However, if the fre- 

quency deviation is ^/ery  large, it requires an increase 

in the number of the sample points to be taken to 

observe large changes in the frequency of the carrier in 

a short time.  This may require large computer memory and 

computation time.  If the sidebands that lie outside the 

frequency range as specified by Salz are suppressed 

completely, the distortion in the pulse shape and the 
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amplitude is large.  This may cause the probability of 

error to be larger than indicated by Salz.  The ripples 

in the received signal may be reduced by keeping the over- 

all amplitude characteristic of the transmitting and the 

receiving filters flat in the range 

<A     -   3n/2J±oi<_(M     + 3ir/2T 

and allowing a gradual roll-off in the transition band 

instead of a very  sharp cut-off.  This may be obtained by 

letting these filters follow Butterworth or Gaussian roll- 

off.  This modification in the characteristic  of the 

filters may cause the system to loose its optimality 

which is an important aspect of Salz's work and enabled 

him to make his system comparable in performance to 

antipodal digital data transmission.  However, the changes 

in the filter characteristic may give more simplicity in 

the design and ease in the physical realization of these 

filters. 

A plot between the mean-square-error and the power 

in the suppressed sidebands has been obtained.  Also, 

the effect on the transition time of the transmitted 

pulse by restricting the bandwidth of the FSK signal has 

been observed which may help in designing the bandwidth 

requirements or pulse shaping of an FSK system. 
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APPENDIX A 

SIMULATION OF A FREQUENCY MODULATED SYSTEM 

A flow chart of the computer program used to simulate 

a frequency modulation system is given in this appendix. 

The flow chart notation confirms with the IBM specifica- 

tions, however, some changes are made to have compactness. 

Lehigh University computer CDC 6600 was used for this pro- 

gram.  Fortran IV is the language used for the simulation. 

Information regarding maximum frequency deviation 

(MDEV), amplitude of the modulating signal (AMP) and the 

number of sine and cosine terms used to approximate the 

modulating signal is read.  BETAC, BETAS and BETA are the 

arrays of the modulation indices calculated by reading 

the spectral terms of the modulating signal.  Bessel co- 

efficients are obtained as complex arrays R, RC, RS 

depending whether the sine terms or the cosine terms are 

present. 

In order to find the frequency of the sidebands, a 

group of eight nested subroutines is used.  The frequen- 

cies of the upper and the lower sidebands are given by 

the arrays UPSB and LOSB, whereas the amplitudes are 

given by the arrays SBU and SBL respectively.  The power 

in the suppressed sidebands can be obtained from the 
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array DIST.  Many figures have been included in this 

appendix which explain the logic of this simulation. 

-55- 



DIMENSION BETA(L), SC(L,N) 

SS(L,N), R(UN), SBU(M), 

SBL(N), IFREQ(L), IUPSB(N), 

LOSB(N) 

COMMON |ABDUL| 

COMMON |RABIA| 

COMPLEX R, RC, RS, SBU, SBLt  CARIR 
REAL MDEV, IFREQ, IUPSB, LOSB 

DATA M 

C START 
) 

L, INIT 

MDEV , AMP 

O 

Fig. A-.l - Initialization of the main program 
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0 
(C.,IFREQCr>i(1)L) 

DEPTH(BETAC) 

ECONO (N) 

(S.,IFREQSr1 = l(l)L) 

DEPTH(BETAS) 

© 

(BETAC^ i=l(l )L) 

BESSEL(BETAC) 

COSBES(RC) 

Fig. A.2 - Calculation of the Modulation Indices 
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0 
ECONO(N) 

ORDER(N) 

lVl 

iVi+1 
i<L 

K       r 
"   T 

A(iKd) 
IFREQ(I)«-IFREQC(I) 

B(I)«-BETAC(I) 

iVL+1 

iVi+1 

(BETAS.,1=1(1),L) 

BESSEL(BETAS) 

SINBES(RS) 

© 
i<ILI 

A(I)«-S(I) 

IFREQ(IKIFREQS(I) 

B(I)-*-BETAS(I) 

© 

Fig. A.3 - Calculation of the Bessel coefficients 
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0 
(Bri = l(l),ILI) 

BESSEL (B) 
COSBES (RC) 
SINBES (RS) 

i+1 

iVi+1 
i<L 

R(I,JKRC(I,J) 

j*l 

j«j+l 

0 

J<N j-^- 

R(I,J)«-RS(I,Jj 

Fig. A.4 - Combination of the Bessel coefficients 
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Fig. A.5 - Calculation of the sideband' frequencies 
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L=3 

THIRD 

©~ 
L=4 

"  F 

->- 

FOURTH 

© 
L=5 

FIFTH 

© 
L=6 

SIXTH 

© 
L=7 

'ii: 
SEVENTH 

(5 
Fig. A,6 - Calculation of the sideband frequencies 
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Q 

" F 
EIGHTH 

ERROR MESSAGE 

SEARCH (SBU, SBL, 

CAR, IUPSB, LOSB, M) 

SrW.O-(CAR)2 

DISTU^-(SBU)2 

DISTMSBL)2 

I 
iVl 

iVi+1 
i<M © 

SN«-SN-DISTU(I)-DISTL(I) 

DIST(I)«-SN 

Fig. Av7 - Calculation of the amplitude of the 
Sidebands and the power suppressed 
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0 
TSEJ-T 

(SBLi , 

(IUPSBi 

(LOSB. 

CARIR 

1 = KDM) 
i = 1(1)M) 

,   i =  l(l)M) 

1  =  l(l)M) 

i = 1C 

Figure A.8 - Printing of the results 
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