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## ABSTRACT

The theory of formally real fields was introduced by Artin and Schreier in 1926. Artin and Schreier noticed that in the field of real numbers the only relation of the form $\sum_{1}^{n}{ }_{i}^{2}=0$ is the trivial one $0+0+\ldots+0$; this observation led Artin and Schreier to call any such field formally real.

In this thesis $I$ consider the development of the theory of formally real fields from its beginning in 1926 up to the results of Tarski. I treat its application to the solution of Hilbert's 17 th problem (which was solved by Artin using the theory) and to the solution in a real closed field of a system of equations, inequations and inequalities in several variables.

## INTRODUCTION

In this thesis I consider the theory of formally real fields developed by Artin and Schreier in 1926. Artin and Schreier noticed that the only relations of the form $\sum_{1}^{n} \alpha_{i}^{2}=0$ in the field of real numbers are the trivial ones $0+0+\ldots+0=0$; this observation led them to call any field with this property "formally real." The formally real fields were characterized by the fact that -1 is not a sum of squares of elements in the field. The deeper properties of formally real fields concern real closed fields which are the formally real fields maximal in their algebraic closure. Real closed fields were characterized by Artin and Schreier as those fields of finite degree under their algebraic closure; this degree is 2 and the algebraic closure can be obtained by the adjunction of $\sqrt{-1}$.

If F is a real closed field, then it can be ordered, the positive elements being the squares in F. Any formally real field can be ordered since it can be imbedded in a real closure. The classical application of the Artin-Schreier theory is to the problem of determining which elements of a given field are representable as sums of squares of elements of that field. For finite algebraic extensions of the rationals the problem has a simple solution which is due to Hilbert and Landau. The
solution says that if K is a finite-dimensional extension field of the rationals and if $f_{1}, f_{2}, \ldots, f_{r}(r>0)$ are the different isomorphisms of $K / Q$ into the field of algebraic numbers, then an element $a \neq 0$ of $K$ is a sum of squares in $K$ if and only if $f_{i}(a)>0$ for $i=$ $1,2, \ldots, r$. The theory of formally real fields led Artin and Schreier to the solution of Hilbert's 17th problem, which says that if $Q$ is a rational function of n variables with rational coefficients such that $Q\left(x_{1}, \ldots x_{n}\right) \geq 0$ for all real ( $x_{1}, \ldots, x_{n}$ ) for which $Q$ is defined, then $Q$ is necessarily a sum of squares of rational functions with rational coefficients.

After Artin came Abraham Robinson. He gave another derivation of Artin's main theorems and obtained various improvements and generalizations of Artin's results in 1955.

The most important development of the theory of formally real fields subsequent to the original work of Artin and Schreier is the metamathematical principle due to Tarski which asserts that any elementary statement of algebra which is valid for one real closed field is valid for every real closed field. This is based on an algorithm for deciding the solvability in a real closed field of a finite system of polynomial equations and inequalities with rational coefficients, such a decision method was given originally by Tarski. We are including
an alternative one due to Seidenberg.
In my thesis I introduce the theory of formally real fields starting in $\S 1$ with ordered fields, formally real fields, and the characterization that $F$ is formally real if and only if -1 is not a sum of squares in $F$. In $\S 2$ I introduce real closed fields developing their properties. In $\S 3$ I introduce a classical result, Sturm's theorem. Before Sturm's theorem was known there were several ways to estimate the roots of an equation $f(x)=0$, but the question of finding the exact number of real roots was open and it was not until 1836 that this question was solved completely by Sturm (his solution was announced in 1829 and was first published in 1835). In §3 we derive Sturm's theorem following rather closely Weber's exposition in his Lehrbuch der Algebra (1898) Vol. 1, pp. 301313. In 54 and $\S 5$ we shall consider the theorem on the existence of formally real fields and of real closed algebraic extensions of given formally real field. We conclude that a field can be ordered if and only if it is formally real. In $\S 6$ we consider the real algebraic numbers which are the real closure of the rationals. We give a proof of the theorem on the number of distinct ordering of a finite-dimensional extension of the rationals and we apply this theorem to obtain the theorem of Hilbert and Landau which gives a necessary and sufficient condi-
tion that an element of this field is a sum. of squares of elements of the field. In $\S 7$ we consider the positive definite rational functions and give Artin's theorem which solves Hilbert's 17th Problem. In $\S 8$ we shall show that we can obtain a version of Sturm's theorem for any equation whose coefficients are parameters that take on values in a real closed field. This will be based on a parametrized version of the Euclidean algorithm for determining the greatest common division of polynomials. In $\S 9$ we consider the theory of elimination of variables in systems of equations and inequations with coefficients in any field, and in the last section, $\S 10$, we give a method due to Seidenberg for deciding the solvability of $f(x, y)=0$ in a real closed field and an extension of the decision procedure for $f(x, y)=0$ restricted by $g(x) \neq 0$.

## 1. Ordered Fields and Formally Real Fields

Definition 1.1. An ordered field is a field $F$ together with a subset $P$ such that we have the following:
$0 \notin P$; (ii) if $x \in F$ then either $x \in P$ or $x=0$ or $-x \in P$; and, finally, (iii) $P$ is closed under addition and multiplication (i.e. $x, y \varepsilon P \Rightarrow x y \in P$ and $x+y \in P$ ).
Remarks: (i) Since any field contains at least two elements we have that $P \neq \phi$. (ii) If we define $N=$ $\{-x / x \in P\}$ then from (ii) above if $x \in F$ then $x \in P$ or $x=0$ or $x \in N$ and $P A N=\phi$ (if $x \in \operatorname{PnN}$ then $-x \in \operatorname{PnN}$ so $x+(-x)=0 \varepsilon P$, a contradiction). Also, $O \notin N$ so $F$ is the disjoint union of $N,\{0\}, P$. (iii) We can define an order relation in the ordered field ( $F, P$ ) as follows: $a>b$ if $a-b \varepsilon P$. Then for any $x, y \in F$ we have that one and only one of the following holds: either $x>y$ or $x=y$ or $y>x$, where $x-y \in P$ or $x-y=0$ or $-(x-y)=y-x \in P$, respectively. We note also that the relation ( $>$ ) in any ordered field ( $F, P$ ) satisfies the following properties:
(1) $x>0 \Rightarrow x^{-1}>0$.
(2) $x>y \Rightarrow x+z>y+z$ for every $z \varepsilon F$.
(3) $x>y \Rightarrow x z>y z$ for every $z \in P$.
(4) $x>y \Rightarrow-y>-x$
(5) $x>y, y>z \Rightarrow x>z$ where $x, y, z F$.
(6) $x \in F, x \neq 0 \Rightarrow x^{2} \varepsilon P$.
(7) $x>y>0 \Rightarrow y^{-1}>x^{-1}>0$.

Proof:
(1) Otherwise $\mathrm{x}^{-1}<0$ and $-\mathrm{x}^{-1}>0$, which implies that (x) $\left(-x^{-1}\right)=-1>0$, a contradiction with (6) below.
(2) This follows from $(x+z)-(y+z)=x-y>0$
(3) This follows from $x z-y z=z(x-y)>0$ since $z>0$ and $x-y>0$.
(4) $-y-(-x)=x-y>0$ so $-y>-x$.
(5) Since $x-y>0, y-z>0$, then $x-z=(x-y)+(y-z)>0$.
(6) $x \in F, x \neq 0$ implies $x^{2}=x \cdot x=(-x)(-x) \varepsilon P$, since either $x \in P$ or $-x \in P$ and $P$ is closed under multiplication.
(7) If $x>y>0$, then if $x^{-1}>y^{-1}$ this implies that $x^{-1}-y^{-1}>0$ and since $x y>0$ so $x y\left(x^{-1}-y^{-1}\right)=y-x>0$ hence $y>x$, a contradiction.

Now $1=1^{2}>0$ by (6) and if we have $x_{1}, \ldots, x_{n}$, not all of them are zero, then $\sum_{1}^{n} x_{i}^{2}>0$, so we conclude $1^{2}+1^{2}+\ldots$ $+1^{2}=1+1+\ldots+1>0$. which means that any ordered field must be of characteristic zero. Note: If we are given a field $F$ and a relation $>$ on $F$ satisfying the following properties:
(i) For $a, b \varepsilon F$ then one and only one of the following holds: $a>b, a=b, b>a$.
(ii) $a>b, b>c$ implies $a>c, a, b, c \in F$.
(iii) $a>b$ implies $a+c>b+c$ and $a d>b d$ for every $c, d \varepsilon F$ and $d>0$.

Then by defining $A \in F$ by $P=\{x \varepsilon F / x>0\}$ we can conclude that ( $F, P$ ) is an ordered field. Moreover, the relation
> defined by this ordered field is the same as the relation we started with, and this can be seen by direct verification of the conditions in the definition of an ordered field.

If we define $|x|=x$ when $x>0$ or $x=0$ and $|x|=-x$ otherwise, then we can see that we have the triangle inequality $|a+b| \leq|a|+|b| a, b \varepsilon F$ and $|a b|=|a||b| a, b \in F$. The proofs are very easy taking into consideration the cases $a \geq 0, b \geq 0$, or $a \geq 0, b<0$, or $a<0, b \geq 0$, or $a<0, b<0$.

Note: If ( $F, P$ ) is an ordered field and $F^{\prime}$ is a subfield of $F$, then by defining $\mathrm{P}^{\prime}=\mathrm{P} \cap \mathrm{F}^{\prime}$ we have that ( $\mathrm{F}^{\prime}, \mathrm{P}^{\prime}$ ) is an ordered field. The ordering of $F^{\prime}$ is called the induced ordering.

## Deductions:

(1) $-1 \neq \sum_{1}^{n} x_{i}^{2}$ in any ordered field ( $F, P$ ) where $x_{i} \varepsilon F$ otherwise $1^{1}{ }^{2}+\sum_{1}^{n} x_{i}^{2}=1+(-1)=0$ which contradict what we proved before, that $\sum_{1}^{n} x_{i}^{2}>0$ if not all $x_{i}$ are zero. In particular $-1 \neq a^{2}$ where $a \varepsilon F$.
(2) Any ordered field ( $F, P$ ) is dense in itself, that is for every $a, b \varepsilon F a<b$ there exists $c \in F$ such that $a<c<b$ (i.e. $\left.c=\frac{a+b}{2}\right)$.

Definition 1.2. Let ( $F, P$ ) and ( $F^{\prime}, P^{\prime}$ ) be two ordered fields. An order isomorphism is a field isomorphims $f: \quad F \rightarrow F^{\prime}$ such that $f(P) \subset P^{\prime}$.

From this definition we conclude that if $f$ is an order isomorphism then $f(P)=P '$ since if $x \in N$ then $-x \varepsilon P$
and $f(-x)=-f(x) \varepsilon P$ which implies $f(N) \subset N^{\prime}$ and, since $f$ is bijective, $f(P)=P^{\prime}$. We say that a field $F$ is orderable if we can find a subset $P$ of $F$ such that ( $F, P$ ) is an ordered field. Since in any ordered field $-1 \neq a^{2}$, i.e., $\sqrt{ }-1 \neq F, \phi$, the field of complex numbers, cannot be ordered.

Examples: (1) (Veblen) If $F$ is a field such that -1 is not a square in $F$ and the sum of two non-squares in $F$ is a non-square, then $F$ can be ordered in one and only one way.

Proof: If we let $P=\{a \varepsilon F / a \neq 0$ and $a$ is a square in $F\}$ then ( $F, P$ ) is an ordered field since
(i). $O \varepsilon P$ by definition.
(ii) Let $a \in F$ with $a \neq 0$. Then we must show $a \in P$ or $-a \in P$.

If $a$ is a square in $F$, then $a \varepsilon P$; otherwise $-a$ is a square in F because, if not, then a is not a square and -a is not a square implies $a+(-a)=0$ is a non-square in $F$, a contradiction. So either $a \in P$ or $a=0$, or $-a \varepsilon P$.
(iii) If $a, b \in P$ then $-b \notin P$ and if $a+b \notin P$ then ( $a+b)+(-b)$ $=a \in P$, $a$ contradiction; also $a b \in P$ since $a=x^{2}$, $b=y^{2}$ then $a b=x^{2} y^{2}=(x y)^{2} \varepsilon P$, so ( $F, P$ ) is ordered field. This ordered field is unique since if ( $F, P^{\prime}$ ) is another ordering then $P=P^{\prime}$ since (1) PcP' because $P$ consists of squares and all squares are in $\mathrm{P}^{\prime}$; (2) $\mathrm{P}^{\prime} \subset \mathrm{P}$ because

$$
\begin{aligned}
& i f a \varepsilon P^{\prime} \text { and } a \notin P \text { then -a } P \subset P^{\prime} \text { which implies } \\
& a+(-a)=0 \varepsilon P^{\prime}, a \text { contradiction. }
\end{aligned}
$$

(2) In any ordering of $Z, 1,1+1, \ldots$ all must be positive. Since these numbers and their negatives together with 0 exhaust all $Z$, we see that $Z$ has only its natural order. From this we conclude also the rationals. Q have only their natural order: I claim that if $\frac{a}{b} \varepsilon Q$ then $\frac{a}{b}>0$ is equivalent to $a b>0$ since $\frac{a}{b}>0$ impiies $\left(\frac{a}{b}\right)\left(b^{2}\right)=a b>0$ and conversely $a b>0$ implies $\frac{a}{b}=(a b)\left(\frac{1}{b}\right)>0$.
Since $Z$ has but one order, so does $Q$.
(3) There are two orderings for $Q(\sqrt{2})$, first by considering $Q(\sqrt{2}) \subset R$ and giving $Q(\sqrt{2})$ the induced ordering, and also by considering the isomorphism $\phi: Q(\sqrt{2})$ into $R$ such that $\phi(a+b \sqrt{2})=a-b \sqrt{2}$ we can define the second order from the fact that the image of $\phi$ is a subfield of $R$. So $a+b \sqrt{2}$ is positive if and only if $\phi(a+b \sqrt{2})>0$ in $R$ is an order.
(4) If $F$ is an ordered field, $f(x)=x^{n}+a_{1} x^{n-1}+\ldots$ $+a_{n}$, and $M=\max \left\{1,\left|a_{1}\right|+\ldots+\left|a_{n}\right|\right\}$, then $|u|>M$ implies $|f(u)|>0$. To prove this we see that

$$
\begin{align*}
|f(u)|=\left|u^{n}+a_{1} u^{n-1}+\ldots a_{n}\right| & \geq|u|^{n}-\left|a_{1} u^{n-1}+\ldots+a_{n}\right| \\
& \geq|u|^{n}-\left(\left|a_{1}\right||u|^{n-1}+\ldots+|a|^{n}\right) \ldots \tag{1}
\end{align*}
$$

If $M=1$, then $|u|>M$ means $u=1+k, k>0$ then ( 1 ) implies

$$
\begin{aligned}
|f(u)| & \geq(1+k)^{n}-\left(\left|a_{1}\right|(1+k)^{n}+\ldots+\left|a_{n}\right|(1+k)^{n}\right) \\
& =(1+k)^{n}\left(1-\left(\left|a_{1}\right|+\ldots+\left|a_{n}\right|\right)>0\right.
\end{aligned}
$$

If $M=\left|a_{1}\right|+\ldots+\left|a_{n}\right|$, then $|u|>M$ means $|u|=\left|a_{1}\right|+\ldots$ $+\left|a_{n}\right|+\ell,(\ell>0)$, so (1) implies $|f(u)| \geq\left(\left|a_{1}\right|+\ldots+a_{n} \mid+\ell\right)^{n}-$ $\left.\left.\left|a_{1}\right|+\ldots+\left|a_{n}\right|+\ell\right)^{n-1}+\ldots+\left|a_{n}\right|\left(\left|a_{1}\right|+\ldots+\left|a_{n}\right|+\ell\right)^{n-1}\right)=$ $\left(\left|a_{1}\right|+\ldots+\left|a_{n}\right|+\ell\right)^{n-1} \cdot \ell>0$.
This property implies that the roots of $f(x)$ in $F$ are contained in the interval $[-\mathrm{M}, \mathrm{M}]$.

We know that if ( $F, P$ ) is an ordered field and if $x_{1}, \ldots, x_{n} \varepsilon F$ are not all zero, then $\sum_{1}^{n} x_{i}^{2} \neq 0$. The converse is obvious and we are led to the following definition.

Definition 1.3. A field $F$ is called formally real if $\sum_{1}^{n} x_{i}^{2}=0$ implies $x_{i}=0 i=1, \ldots, n$.
Remark: $F$ is formally real if -1 is not a sum of squares in F .
Proof: Assume that $-1=\sum_{1}^{n} x_{i}^{2}$. Then $1^{2}+\sum_{1}^{n} x_{i}^{2}=0$, and $F$ is not formally real. On the other hand, if $F$ is not formally real, then there are $x_{1}, \ldots, x_{n} \in F$, not all zero, with $x_{i}^{2}+\ldots x_{n}^{2}=0$. Assume $x_{1} \neq 0$. If we multiply by $\left(x_{1}^{-1}\right)^{2}$ $\left(x_{1}^{-1} x_{2}\right)^{2}+\ldots+\left(x_{1}^{-1} x_{n}\right)^{2}=-1$. So -1 is a sum of squares. Definition 1.4. For $F$ any field let $\Sigma(F)$ be the set of all sums of squares of elements of $F$.

We notice that $1 \varepsilon \Sigma(F)$ and $\Sigma(F)$ is closed under additon and multiplication and if $a \in \Sigma(F)$ then $a^{-1} \varepsilon \Sigma(F)$ since $a^{-1}=\left(a^{-1}\right)^{2} \cdot a$.

Thus we can state the previous result for formally real fields as: $F$ is formally real eff $-1 \notin \Sigma(F)$. Property: If $F$ is not formally real and not of characteristic 2 then $\Sigma(F)=F$.
Proof: We can write $a \varepsilon F$ as $a=\left(\frac{1+a}{2}\right)^{2}+(-1)\left(\frac{1-a}{2}\right)^{2}$ since $-1 \varepsilon \Sigma(F)$ and $\Sigma(F)$ is closed under addition and multiplication.

Corollary: In any finite field any element is a sum of squares.

Fact: If $F$ is a formally real field and $t$ is any transcendental then $F(t)$ is formally real.
Proof: If $-1=\sum_{1}^{n} \phi_{i}(t)^{2}$ where $\phi_{i}(t) \varepsilon F(t)$ then if we substitute $t=1$ we have $-1=\sum_{1}^{n} \phi_{i}(1)^{2}$ which is contradictron of the formal reality of $F$ since $\phi_{i}$ (1) $\varepsilon F$.

## 2. Real Closed Fields

Definition 2.1. A field $F$ is called real closed if $F$ is formally real and no proper algebraic extension of $F$ is formally real.

Theorem 2.1. Let $F$ be a real closed field then if $x \in F$ either x is a square in F or x is a square.

Proof: Assume $x \in F$ and $x$ is not a square. Then $\sqrt{x} \notin F$ and $F(\sqrt{x})$ is proper algebraic extension of $F$. So $F(\sqrt{x})$ is not formally real. $-1=\sum_{1}^{n}\left(a_{i}+b_{i} \sqrt{x}\right)^{2} \quad a_{i}, b_{n} \in F$ or $-1=\sum_{i}^{n} a_{i}^{2}+2 \sqrt{x} \sum_{i=1}^{n} a_{i} b_{i}+x \sum_{i}^{n} b_{i}^{2}$. Now $\sum_{i}^{n} a_{i} b_{i}=0$ since otherwise $\sqrt{x} \varepsilon F$. So $-1=\sum_{1}^{n} a_{i}^{2}+x \sum_{1}^{n} b_{i}^{2}$; also, $\sum_{i}^{n} b_{i}^{2} \neq 0$
since otherwise $-1=\sum_{1}^{n} a_{i}^{2}$. Therefore $-\mathrm{x}=\left(1+\Sigma \mathrm{a}_{\mathrm{i}}^{2}\right)\left(\Sigma \mathrm{b}_{\mathrm{i}}^{2}\right)^{-1}$ and $-\mathrm{x} \varepsilon \Sigma(F)$ by the properties of $\Sigma(f)$. $-1 \notin \Sigma(F)$ implies $x \notin \Sigma(F)$ since otherwise $x^{-1} \varepsilon \Sigma(F)$ and $\left(x^{-1}\right)(-x)=-1 \varepsilon \Sigma(F)$, an impossibility. Therefore $\mathrm{x} \ddagger \mathrm{\Sigma}(\mathrm{~F})$ and we have proved that x not a square implies $\mathrm{x} \ddagger \Sigma(\mathrm{F})$ which is equivalent to $\mathrm{x} \varepsilon \Sigma(\mathrm{F})$ implies x is a square, we proved $x$ not a square implies $-x \varepsilon \Sigma(F)$, so $x$ is a square or $-x$ is a square.

Theorem 2.2. Any real closed field can be ordered in one and only one way and any automorphism of such a field is an order automorphism.

Proof: Let $P=\{x / x$ is a square in $F, x \neq 0\}$ then we can check easily that ( $F, P$ ) is an ordered field since $0 \$ F$ from definition and if $\mathrm{x} \varepsilon \mathrm{F}^{\text {b }}$ by the last theorem either x is a square or $-x$ is a square so $x \varepsilon P$ or $-x \in P$ and finally if $x, y \in P$ (i.e. squares) then $x y \varepsilon P$ and $x+y \in P$ since if $x+y \not \ddagger P$ then $-(x+y)$ is a square and so $(-x-y)+(y)=-x$ is a square which is a contradiction since we have assumed already that x is a square.

The ordering is unique since if ( $F, P^{\prime}$ ) is another order then $x \in P$ implies $x=a^{2}$ so $x \in P^{\prime}$ and $P \in P^{\prime}$. On the other hand, if $P ' \notin P$ then let $x \in P^{\prime}, x \notin P$. Then $-x$ is a square so $-x \in P^{\prime}$ and $x+(-x)=0 \in P^{\prime}$, a contradiction so $P=P^{\prime}$ and the ordering is unique.

Theorem 2.3. Let $F$ be a real closed field then every polynomial of odd degree with coefficients in $F$ has a root belonging to $F$.

Proof: We use induction. If $n=1$ the assertion is trivial. Assume $f(x)$ is of degree $n>1$ and assume that the theorem is true for all polynomials of odd degree <n. If $f(x)$ is reducible than one of its factors has odd degree $<n$, so has a root in $F$. If $f(x)$ is irreducible then let $K=$ $F(\theta)$ where $f(\theta)=0$. Then $K$ is not formally real so $-1=$ $\sum_{i}^{n} \phi_{i}^{2}(\theta)$ where $\phi_{i}(x) \varepsilon F(x)$ of degree $\leq n-1$ and so we have $-1+f(x) g(x)=\sum_{1}^{n} \phi_{i}(x)^{2}$ and since degree of $\sum_{1}^{n} \phi_{i}(x)^{2} \leq$ $2(n-1)=2 n-2$ and degree of $f(x)=n$ which is odd then degree $g(x)<n$ and is odd so by induction there exists $a \in F$, such that $g(a)=0$ which implies $-1=\sum_{1}^{n} \phi_{i}(a)^{2}$, $a$ contradiction So $f(x)$ has a root in $F$.

Theorem 2.4. If $F$ is a real closed field then $F(\sqrt{-1})$ is algebraically closed

Proof: We note first that $\phi: F(\sqrt{-1}) \rightarrow F(\sqrt{-1})$ such that $\phi(a+b \sqrt{-1})=a-b \sqrt{-1}$ is an automorphism of $F(\sqrt{-1})$ and what we want to prove is that if $f(x) \in F(\sqrt{-1})[X]$ then $f(x)$ has a root in $F(\sqrt{-1})$. Now if $f(x)=a_{n} x^{n}+a_{n-1} x^{n-1}+\ldots$ $+a_{0} \varepsilon F(\sqrt{-1})[x], \operatorname{set} f(x)=\overline{a_{n}} x^{n}+\overline{a_{n-1}} n^{n-1}+\ldots+a_{0}$ then $(f \bar{f})(x) \in F(x)$ since $f(x) f(x)=b_{2 n} x^{2 n+b} 2 n-1 x^{2 n-1}+\ldots+b_{o}$ where $b_{k}=a_{k} \bar{a}_{o}+a_{k-1} \bar{a}_{1}+\ldots+a_{o} \bar{a}_{k}$ $=\left(a_{k} \bar{a}_{o}+\overline{a_{k} \bar{a}_{o}}\right)+\ldots+\left(a_{\frac{k+1}{}}^{a} \frac{\bar{a}_{k-1}}{2}\right)$ if $k$ is odd
and $b_{k}=\left(a_{k} \bar{a}_{0}+\overline{a_{k} \bar{a}_{o}}\right)+\ldots+\left(a_{\frac{k}{2}} \bar{a}_{\frac{k}{2}}+\overline{a_{\frac{k}{2}} \bar{a}_{\frac{k}{2}}}\right)$ if $k$ is even. Thus $b_{k} \varepsilon F$, and $f \bar{f} \in F(x)$. Now if $f(x)$ has a root in $F(\sqrt{-I})$ then also $f$ has a root and the converse is true so it is sufficient to show that if $\mathrm{f} \varepsilon \mathrm{F}[\mathrm{X}]$ then f has a root in $\mathrm{F}(\sqrt{-1})$. First we notice that any element a of $F(\sqrt{-1})$ has a square root in $F(\sqrt{-1})$. since if $a>0$ then $a=b^{2}, b \in F$ since $F$ is real closed and if $a<0$ then $-a=b^{2}$, $b \in F$ so $a=(\sqrt{-1 b})^{2}$. Now suppose $a=x+i y$ where $i=\sqrt{-1}$ then $(x+i y)=(c+d i)^{2}$ is equivalent to $c^{2}-d^{2}=x$ and $2 c d=y$. Since $y \neq 0$ we can multiply $x+i y$ by $\frac{2}{y}$ which has a square root in $F(\sqrt{-1})$. Thus we can assume that $y=2$.

So we have $c^{2}-y^{2}=x$ and $c d=1$ or $d=c^{-1}$. The first equation is $c^{2}-c^{-2}=x$ so $c^{4}-x c^{2}-1=0$ or $c^{2}=\frac{x+\sqrt{x^{2}+4}}{2}$ and we notice that $x^{2}+4<0$ also $x+\sqrt{x^{2}+4}<0$. since otherwise this will give $4<0$ which is a contradiction. So $c^{2}=\frac{3}{2}\left(x+\sqrt{x^{2}+4}\right)$ has a solution in $F$. So $c, d=c^{-1}$ is a solution. This means that there exists no $E$ such that $[E: F]=2$, since any element in $F$ has a square root. Now let $f(x) \in F[x]$. Let $E$ be a splitting field of $f(x)\left(x^{2}+1\right)$ which contains $F(\sqrt{-I})$. E is Galois over $F$. Let $G$ be the Galois group and $|G|=2^{e} m$ where $m$ is odd. By Sylow's theorem $G$ has a subgroup of order $2^{e}$, say $H$. If $K$ is the corresponding subfield of $E / F$ then
we have $[E: K]=2^{e}$ and $[K: F]=m$ since $F$ has no proper odd-dimensional extension since every polynomial of odd degree has a root. So $m=1$ and $K=F$ so $[E: F]=2^{e}$ this implies that $\mathrm{G}=\mathrm{H}$ and this group is solvable if ell so E contains a subfield $L$ which contains $F(\sqrt{-1})$ such that $[\mathrm{L}: \mathrm{F}(\sqrt{-1})]=2$ but there is no L over $\mathrm{F}(\sqrt{-1})$ such that $[L: F(\sqrt{-1})]=2$ since any element has a square root in $F(\sqrt{-1})$.

Corollary: Every polynomial in $\mathrm{F}[\mathrm{x}]$ where F is real closed splits into factors of the first or second degree. Using the algebraic closure of $F$ we can prove easily some of the facts about continuous and differentiable real functions, for example.

Theorem 2.5. Let $F$ be a real closed field. Let $f(x)$ $\varepsilon F[x]$ and let $a<b$ such that $f(a) f(b)<0$. Then there exists $a<c<b$ such that $f(c)=0$.

Proof: $f(x)=\left(x-a_{1}\right)\left(x-a_{2}\right) \ldots\left(x-a_{r}\right) g_{1}(x) \ldots g_{s}(x)$ where $g_{i}(x)=x^{2}+c_{i} x+d_{i}$ and $c_{i}^{2}<4 d_{i}$ then $g_{i}(x)=\left(x+\frac{c_{i}}{2}\right)^{2}$ $+\frac{1}{4}\left(4 d_{i}-c_{i}^{2}\right)$, so $g_{i}(u)>0$ for all $u$. Now if $a, b<a_{i}$ for every i then
$f(a) f(b)=\prod_{i, j}\left(a-a_{i}\right)\left(b-a_{i}\right) g_{j}(a) g_{j}(b)>0$. Also if $a, b>a_{i}$ for every i, then $f(a) f(b)>0$. Therefore there is $a_{k}$ with $a<a_{k}<b$. But $f\left(a_{k}\right)=0$ and the theorem is proved. If we define $f^{\prime}(x)=n a_{n} x^{n-1}+(n-1) a_{n-1} x^{n-1}+\ldots+a_{1}$ where $f(x)=a_{n} x^{n}+a_{n-1} x^{n-1}+\ldots+a_{o}$ then it is easy to see that
for $f(x), g(x) \varepsilon F[x]$ then $(f(x) g(x))^{\prime}=f^{\prime}(x) g(x)+$
$f(x) g^{\prime}(x)$ and we can use induction to prove that if $f(x)=$
$f_{1}(x) f_{2}(x) \ldots f_{k}(x)$ the $f^{\prime}(x)=f_{1}^{\prime}(x) f_{2}(x) \ldots f_{k}(x)$
$+f_{1}(x) f_{2}^{\prime}(x) \ldots f_{k}(x)+\ldots+f_{1}(x) f_{2}(x) \ldots f_{k}^{\prime}(x)$.
Theorem 2.6. (Ro1le's theorem for polynomials) If
$f(a)=0=f(b)$ and $a<b$ then there is $c$ such that $a<b<b$ and $\mathrm{F}^{\prime}(\mathrm{c})=0$.

Proof: As before, $f(x)$ can be written as
$f(x)=\left(x-a_{1}\right) \ldots\left(x-a_{r}\right) g_{1}(x) \ldots g_{S}(x)$ where $g_{1}(x)$ are irreducible of degree two. Then using the formula for the derivative we can write $\mathrm{f}^{\prime}(\mathrm{x})$ as
$f^{\prime}(x)=\left(x-a_{2}\right) \ldots\left(x-a_{r}\right) g_{1}(x) \ldots g_{S}(x)+\ldots+\left(x-a_{1}\right) \ldots$ $\left(x-a_{r}\right) g_{1}(x) \ldots g_{S}^{\prime}(x)$. We can assume that $a=a_{k}, b=a_{\ell}$ where $a_{k}, a_{\ell} \varepsilon\left\{a_{1}, \ldots a_{r}\right\}$ and no root of $f(x)$ between $a$ and $b$. Since $g_{1}(u)>0$ for every $u$ then $f^{\prime}(a) f^{\prime}(b)>0$. So by theorem. 2.5 for $f^{\prime}(x)$ we conclude that there is $c$ such that $a<c<b$ with $f^{\prime}(c)=0$.

Now we can state the converse of theorem 2.4 .

Theorem 2.7: If $F$ is an ordered field and $f(\sqrt{-I})$ is algebraically closed then $F$ is a real closed field.

Proof: We want to show first that $-1 \notin \Sigma(F)$ for this implies that $F$ is formally real. Now, since $F(\sqrt{-I})$ is algebraically closed the irreducible polynomials in $F[x]$ are of
the first or second degree. Let $a, b \in F$ arbitrary and consider $g(x)=\left(x^{2}-a\right)+b^{2}=\left(x^{2}-a-b i\right)\left(x^{2}-a-b i\right)$, where $i=\sqrt{-I}$. $g(x)=\left(x-(a+b i)^{\frac{1}{2}}\right)\left(x+(a+b i)^{\frac{3}{2}}\right)\left(x-(a-b i)^{\frac{1}{2}}\right)\left(x+(a-b i)^{\frac{1}{2}}\right)$. Since $g(x) \varepsilon F[x]$ and has no root in $F$ it factors into two quadratic factors. The one divisible by $\left(x-(a+b i)^{\frac{1}{2}}\right)$ cannot be $\left(x-(a+b i)^{\frac{3}{2}}\left(x+(a+b i)^{\frac{3}{2}}\right)\right.$ for this will imply that $a+b_{i} \varepsilon F$ so it must be either $\left(x-(a+b i)^{\frac{1}{2}}\right)\left(x+(a-b i)^{\frac{1}{2}}\right)$ or $\left(x-(a+b i)^{\frac{1}{2}}\right)\left(x-(a-b i)^{\frac{3}{2}}\right)$. In both cases this implies that $\left(a^{2}+b^{2}\right)^{\frac{1}{2}} \varepsilon F$ so the sum of two squares in $F$ is a square in $F$ and in general the sum of squares is a square. Since -l is not a square so -1 is not a sum of squares which means that $F$ is formally real. Any proper algebraic extension of $F$ must be isomorphic to $F(\sqrt{-I})$ so not formally real. This implies that $F$ is a real closed field. Remarks. (1) Theorems 2.4 and 2.7 give a characterization of real closed fields: An ordered field is real closed if $F(\sqrt{-I})$ is algebraically closed.
(2) There is another characterization of real closed fields and this is often given as a definition: An ordered field $F$ is real closed iff (i) positive elements of $F$ have square roots in $F$ and (ii) any polynomial with odd degree with coefficients in $F$ has a root in $F$.
3. Sturm's Theorem

The main object of this section is to give a method for determining the exact number of roots of a polynomial
in a real closed field. We start with the following definition.

Definition 3.1: Let $f(x) \in F[x]$ where $F$ is a real closed field, a sequence of polynomials: $f_{o}(x)=f(x), f_{1}(x)$, $\ldots, f_{s}(x)$ is called a Sturm sequence for $f(x)$ for the closed interval $[a, b]$ if $f_{i}(X) 0 \leq i \leq s \in F[x]$ such that
(1) $f_{s}(x)$ has no roots in $[a, b]$.
(2) $f_{0}(a) f_{0}(b) \neq 0$.
(3) If $f_{i}(c)=0$ for $c \varepsilon[a, b]$ then $f_{i-1}(c) f_{i+1}(c)<0$ $0<i<s$.
(4) If $f(c)=0$ for $c \in[a, b]$ then there exists $c_{1}<c$ and $c<c_{2}$ such that $f_{0}(x) f_{1}(x)<0$ for $x \in\left[c_{1}, c\right]$ and $f_{o}(x) f_{1}(x)>0$ for $x \in\left[c, c_{2}\right]$.
Definition 3.2: By the number of variations in sign of an r-tuple of non-zero elements $\left\{c_{1}, c_{2}, \ldots, c_{r}\right\}$, of an ordered field we mean the number of indices $i, 1 \leq i \leq r-1$ such that $c_{i} c_{i+1}<0$. If $A=\left\{c_{1}, \ldots, c_{r}\right\}$ is an arbitrary $r$-tuple of an ordered field then the number of variations in sign of $A$ is equal to the number of variations in sign of $A^{\prime}$ obtained by dropping the zero elements. For example, if $A=\left\{-2,0,5,10, \frac{3}{2}, 0,-5\right\}$ then the number of variations in sign of $A$ is the same as the number of variations in sign of $A^{\prime}=\left\{-2,5,10, \frac{3}{2},-5\right\}$ which is equal to 2 .

Theorem 3.1: Let $f(x)$ be a polynomial of positive degree
with coefficients in a real closed field $F$. If $f_{o}(x)=$ $f(x), f_{1}(x), \ldots, f_{S}(x)$ is a Sturm sequence for $f(x)$ for the interval $[a, b]$, then the number of distinct roots of $f(x)$ in $[a, b]$ is $V_{a}-V_{b}$. where $V_{c}$ is the number of variations in sign of the sequence $\left\{f_{o}(c), f_{1}(c), \ldots, f_{s}(c)\right\}$. Proof: The interval $[a, b]$ is divided into sub-intervals by the roots of $f_{i}(x), 0 \leq i \leq s$. If $a=x_{0}<x_{1}<\ldots<x_{n}=b$ are these points, let $c \varepsilon\left(x_{0}, x_{1}\right)$, so there is no root for $f_{j}(x), 0 \leq j \leq s$ in the interval $\left(x_{0}, c\right)$. By the intermediate value theorem $f_{j}\left(x_{0}\right) f_{j}(c) \geq 0$. So if none of $f_{j}\left(x_{0}\right)=0$ then $f_{j}\left(x_{o}\right) f_{j}(c)>0$ which means that $V_{x_{0}}=V_{c}$. Now assume $k, \quad 0<k<s$ such that $f_{k}\left(x_{0}\right)=0$ then $f_{k-1}\left(x_{o}\right) f_{k+1}\left(x_{0}\right)<0$ by property (3) of the definition of Sturm's theorem. Since $f_{k-1}$ and $f_{k+1}$ have no roots in the interval ( $x_{0}, c$ ), therefore, $f_{k-1}\left(X_{o}\right) f_{k-1}(c)>0$ and $f_{k+1}\left(x_{o}\right) f_{k+1}(c)>0$. This implies that $f_{k-1}(c), f_{k}(c), f_{k+1}(c)$, and $f_{k-1}\left(x_{o}\right), 0$, $\mathrm{E}_{\mathrm{k}+1}\left(\mathrm{x}_{\mathrm{o}}\right)$ each contributes one variation in sign to $\mathrm{V}_{\mathrm{c}}$ and $\mathrm{V}_{\mathrm{x}_{\mathrm{o}}}$, respectively. Taking into consideration all $\mathrm{k}, 0<\mathrm{k}<\mathrm{s}$ we conclude that $V_{x_{0}}=V_{c}$. The same argument applies if $c \varepsilon\left(x_{s-1}, x_{s}\right)$. Next let $c \varepsilon\left(x_{i-1}, x_{i}\right), d \varepsilon\left(x_{i}, x_{i+1}\right)$.
(1) If $f\left(x_{i}\right) \neq 0$ then
(i) either $f_{k}\left(x_{i}\right) \neq 00<k<s$ which implies that $f_{k}$ has no roots in the interval ( $c, d$ ) so $f_{k}(c) f_{k}(d)>0$, so $f_{k}(c), f_{k}(d)$ have the same sign.
(ii) or $f_{k}\left(x_{i}\right)=0$ for some $0<k<s$ so $f_{k-1}\left(x_{i}\right)$ $f_{k+1}\left(x_{i}\right)<0$ which implies that $f_{k-1}$ and $f_{k+1}$ have no roots
in $[c, d]$. So $f_{k-1}(c) f_{k-1}(d)>0$ and $f_{k+1}(c) f_{k+1}(d)>0$, which implies $f_{k-1}(c), f_{k}(c), f_{k+1}(c)$ and $f_{k-1}(d), f_{k}(d)$, $f_{k+1}(d)$ each contributes one variation in sign to $V_{c}$ and $V_{d}$. From (i) and (ii) and taking into account all $k$ we have $V_{c}=V_{d}$.
(2) If $f\left(x_{i}\right)=0$ then $f_{o}(c) f_{1}(c)<0, f_{o}(d) f_{1}(d)>0$ which implies that $f_{0}(c), f_{1}(c)$ has one variation in sign more than $f_{o}(d), f_{1}(d)$. The argument used before shows that $f_{j-1}(c), f_{j}(c), f_{j+1}(c)$ and $f_{j-1}(d), f_{j}(d), f_{j+1}(d)$ have the $s$ ame number of variation in sign if $j>1$. Now if $a_{i}^{\prime} \varepsilon\left(x_{i-1}, x_{i}\right)$ then $v_{a}-v_{b}=\left(v_{a}-v_{a_{i}^{\prime}}\right)+\sum_{1}^{n-1}\left(v_{a_{i}^{\prime}}-v_{a_{i+1}^{\prime}}\right)$ $+\left(V_{a_{n}^{\prime}}-V_{b}\right)$ and we notice that each term is either 0 or 1 and the number of 1 's is the same as the number of $x_{i}$ for which $f\left(x_{i}\right)=0$.

The construction of a Sturm eequence for any polynomial $f(x)$ is very easy. We can construct it in the following way:

Let $f(x) \in F[x]$, $F$ real closed. We define $f_{i}(x) 0 \leq i \leq s$
as follows: $f_{0}(x)=f(x), f_{1}(x)=f^{\prime}(x)$ and

$$
\begin{aligned}
& f_{i-1}(x)=q_{i}(x) f_{i}(x)-f_{i+1}(x) \quad 1 \leq i \leq s \\
& f_{s-1}(x)=q_{s}(x) f_{s}(x) \quad\left(i . e . f_{s+1}(x)=0\right)
\end{aligned}
$$

We shall call $f_{o}(x), \ldots f_{s}(x)$ the standard sequence for $f(x)$.

Example: Let $f(x)=x^{3}-7 x-7, f^{\prime}(x)=3 x^{2}-7$. Then since $x^{3}-7 x-7=\left(\frac{1}{3} x\right)\left(3 x^{2}-7\right)-\left(\frac{14}{3} x+7\right)$ and $\left(3 x^{2}-7\right)=\left(\frac{9}{14} x-\frac{27}{28}\right)$ $\left(\frac{14}{3} x+7\right)-\left(+\frac{1}{4}\right)$, we have $f_{0}(x)=x^{3}-7 x-7, f_{1}(x)=3 x-7$, $f_{2}(x)=\frac{14}{3}+7, f_{3}(x)=+\frac{1}{4}$ is the standard sequence for $f(x)$. If we define $g_{i}(x)=f_{i}(x) f_{s}^{-1}(x)$ then we can show that $g_{0}(x), g_{1}(x), \ldots, g_{s}(x)$ is a Sturm sequence for $g_{0}(x)$ for the interval $[a ; b]$ where $g_{0}(a) \neq 0, g_{0}(b) \neq 0$. Proof: First we note that $f_{s}(x)$ is the greatest common divisor of $f(x)$ and $f^{\prime}(x)$. Next we see that $g_{s}(x)=1$ so $g_{s}(x) \neq 0$ for every $x$ which is condition (1). Since $g_{0}(a) g_{o}(b) \neq 0$ condition (2) is satisfied. Next assume $\mathrm{g}_{\mathrm{k}}(\mathrm{c})=0 \quad 0<\mathrm{k}<\mathrm{s}$ then dividing the relation $\mathrm{f}_{\mathrm{i}-1}=\mathrm{q}_{\mathrm{i}} \mathrm{f}_{\mathrm{i}}$ - $f_{i+1}$ by $f_{s}$ we have $g_{i-1}=q_{i} g_{i}-g_{i+1}$, so if $g_{k}(c)=0$ then $g_{k-1}(c)=-g_{k+1}(c)$ which implies $g_{k-1}(c) g_{k+1}(c) \leq 0$. If $g_{k-1}(c)=0$ then $g_{k+1}(c)=0$ which implies $g_{k-1}(c)=$ $\mathrm{g}_{\mathrm{k}}(\mathrm{c})=\ldots=\mathrm{g}_{\mathrm{s}}(\mathrm{c})=0$, a contradiction. So $g_{k-1}(c) g_{k+1}(c)<0$ and condition (3) is satisfied. Finally, if $g_{o}(c)=0$ then $f(x)=(x-c) e_{h}(x) \quad e>0$ and $h(c) \neq 0$, then $f^{\prime}(x)=(x-c)^{e} h^{\prime}(x)+e(x-c)^{e-1} h(x)$ and also $f_{s}(x)=$ $(x-c)^{e-1} k(x), k(c) \neq 0$ so $h(x)=k(x) \ell(x)$ where $\ell(c) \neq 0$ and $h^{\prime}(x)=k(x) m(x)$ these give $g_{0}(x)=(x-c) \ell(x)$, $\ell(c) \neq 0, g_{1}(x)=(x-c) m(x)+e \ell(x)$ and then $g_{1}(c)=$ $e \ell(c) \neq 0$. Since $g_{1}(c) \neq 0$ we choose $\left[c_{1}, c_{2}\right]$ such that $g_{1}(x) \ell(x)>0$ in $\left[c_{1}, c_{2}\right]$. So $g_{0}(x) g_{1}(x)=(x-c) g_{1}(x) \ell(x)$ has the same sign as $x-c$ in $\left[c_{1}, c_{2}\right]$, so $g_{0}(x) g_{1}(x)<0$ if
$x \in\left[c_{1}, c\right]$ and $g_{0}(x) g_{1}(x)>0$ if $x \in\left[c, c_{2}\right]$ which is condition (4) of the definition of Sturm's theorem.

We note that if $f(x)$ has no multiple roots in $[a, b]$ then the greatest common divisor of $f(x)$ and $f^{\prime}(x)$ is 1 then the sequence $\left\{f_{0}(x), f_{1}(x) \ldots\right\}$ differs from $\left\{g_{0}(\dot{x}), g_{1}(x), \ldots\right\}$ by a non-zero multiplier so the sequence $\left\{f_{0}(x), f_{1}(x), \ldots\right\}$ is a Sturm sequence. But if $f(x)$ contains a multiple root in the interval $[a, b]$ then the sequence $\left\{f_{0}(x), f_{1}(x), \ldots\right\}$ will not be a Sturm sequence. But still we can use the standard sequence for determining the number of roots of $f(x)$ in [a,b]. We have the following theorem.

Theorem 3.2. Let $f(x) \in F[x], F$ a real closed field, and let $\left\{f_{0}(x)=f(x), F_{1}(x)=f^{\prime}(x), \ldots, f_{s}(x)\right\}$ be the standard sequence for $f(x)$ in the interval $[a, b]$ where $f(a) \neq 0$, $f(b) \neq 0$. Then the number of distinct roots of $f(x)$ in $[a, b]$ is $V_{a}-V_{b}$.
Proof: If $g_{i}(x)=f_{i}(x) f_{s}^{-1}(x)$ then $f(x)$ and $g_{0}(x)$ have the same number of roots, and $g_{o}(x)$ has only simple roots, so they have the same number of distinct roots. Since the sequence $g_{0}(x), g_{1}(x), \ldots$ is a Sturm sequence for $g(x)$ in $[a, b]$, the number of roots of $g_{o}(x)$ is $V_{a}(g)-V_{b}(g)$. Since $f_{i}(c)=g_{i}(c) f_{s}^{-1}(c)$, and $f_{s}(a), f_{s}(b) \neq 0$ so $V_{a}(g)=$ $V_{a}$ and $V_{b}(g)=V_{b}$ and $V_{a}-V_{b}$ is the number of distinct roots for $f(x)$.

Remarks: (1) We have seen before that the roots of $f(x)=x^{n}+a_{1} x^{n-1}+\ldots+a_{n}$ lie between $M$ and $M$ where $M=$ $\max \left\{1,\left|a_{1}\right|+\ldots+\mid a_{n}\right\}$.

Set $k=1+\left|a_{1}\right|+\ldots+\left|a_{n}\right|$. If $\left\{f_{o}(x) \ldots, \ldots f_{s}(x)\right\}$ is the standard sequence for $f(x)$ then the number of roots is $V_{-k}-V_{k}$. Using $\left|a_{i}\right|<1+a_{i}{ }^{2}: 1+\left|a_{1}\right|+\ldots+\left|a_{n}\right| 1<$ $1+\left|a_{1}\right|+\ldots+\left|a_{n}\right|<1+\left(1+z_{1}^{2}\right)+\ldots+\left(1+a_{n}^{2}\right)=(1+n)+\left(a_{1}^{2}+\ldots\right.$ $+a_{n}^{2}$ ), and if $\ell=(n+1)+\sum_{i}^{n} a_{i}{ }^{2}$ then the number of distinct roots of $f(x)$ is $V_{-\ell}-V_{\ell}$.
(2) If we wish to apply Sturm's theorem for determining the total number of roots of $f(x) \varepsilon F[\dot{x}]$. the limits and and $b$ must be respectively so small and so large that there are no more roots for either $x<a$ or $x>b$. It suffices to take $a=-M$ and $b=M$. However, it is still more convenient to choose $a$ and $b$ so that all polynomials of Sturm's chain have no more zeros for $x<a$ or for $x>B$. Then their signs are determined by the signs of their leading coefficients: $a_{0} X^{m}+a_{1} x^{m-1}+\ldots$ has the sign of $a_{o}$ for very large $x$ and that of $(-1)^{m_{0}}$ for very small $x<0$. In this method we may disregard the question as to how large a and $b$ have to be. We merely compute the leading coefficient $a_{o}$ and degrees $m$ of Sturm's polynomials.

Examples: (1) We have seen before that the standard sequence for $f(x)=x^{3}-7 x-7$ is $x^{3}-7 x-7,3 x^{3}-7, \frac{14}{3} x+7,+\frac{1}{4}$ so the number of distince roots of $f(x)$ in the interval $[-2,1]$ is $V_{-2}-V_{1}=3-1=2$.
(2). If $f(x)=x^{4}+12 x^{2}+5 x-g$ then $f^{\prime}(x)=4 x^{3}+24 x+5$, and from the following equations
$\left(x^{4}+12 x^{2}+5 x-9\right)=\left(\frac{1}{4} x\right)\left(4 x^{3}+24 x+5\right)-\left(-6 x^{2}-\frac{15}{4} x+9\right)$ and $\left(-6 x-\frac{15}{4} x+9\right)=\left(\frac{96}{505} x-\frac{1419}{5(101)^{2}}\right)\left(\frac{-505}{16} x-\frac{5}{4}\right)-\left(\frac{4 x 1419}{5(101)^{2}}-9\right)$ we have the standard sequence for $f(x)$ defined by $f_{0}(x)=x^{4}+12 x^{2}+5 x-9, f_{1}(x)=4 x^{3}+24 x+5$. $f_{2}(x)=-\frac{405}{16} x-\frac{5}{4}$ and $f_{s}(x)=K=-\frac{1419}{(101)} 2^{-9}$. By remark (2), if we choose a, a very small negative number, and $b, a$ very large positive number, then $f_{0}(a)>0, f_{1}(a)<0$, $f_{2}(a)>0, f_{3}(a)<0$. They have the same sign as $1.4,-\frac{405}{16}$, $-K$, respectively, and $f_{o}(b)>0, f_{1}(b)>0, f_{2}(b)<0, f_{3}(b)<0$. They have the same sign as $(-1)^{4}(1),(-1)^{3}(4),(-1)\left(-\frac{405}{15}\right)$, -K , respectively. So $\mathrm{V}_{\mathrm{a}}-\mathrm{V}_{\mathrm{b}}=3-1=2$ which is the total number of distinct roots of $f(x)$ in $R$.

## 4. Extension Theorems for Formally Real Fields

The question of existence of formally real fields can be answered by the following theorems. Theorem 4.1: If $F$ is an ordered field then the field $K$ that we obtain by adjoining to $F$ all square roots of positive elements of $F$ is formally real. Proof: If we have a relation of the form $-1=\sum_{1}^{n} b_{k}^{2}$ in $k$ then the $b_{k}$ are contained in a finite dimensional extension of the form $F\left(\sqrt{C_{1}}, \sqrt{c_{2}} \ldots, \sqrt{C_{r}}\right)$ where the $c_{i}$ 's are positive elements in F. So it is sufficient to prove that
every subfield of $K$ of the form $F\left(\sqrt{c_{1}}, \ldots, \sqrt{C_{r}}\right)$ is formally real. We prove this by induction on $r$. We want to show a strong result that if $\sum_{1}^{n} a_{i} b_{k}^{2}=0$ where $a_{i} \varepsilon F$, $b_{k} \in K, a_{i}>0$ then the $b_{k}$ are zeros. No see this is true for $F$. Next assume that it is true for subfields of indicated form with dimensionality less than $r$, so if $\sum_{1}^{n} a_{i} b_{k}^{2}=0$ then the $b_{k}$ are contained in $L=F\left(\sqrt{c_{1}}, \ldots\right.$, $\left.\sqrt{c_{r}}\right) \supset F\left(c_{1}, \ldots, c_{r-1}\right)=M$, we can write $b_{k}=x_{i}+$ $y_{i} \sqrt{c_{r}}$. So $0=\sum_{l}^{n} a_{i}\left(x_{i}+y_{i} \sqrt{c_{r}}\right)^{2}$ implies $0=\sum_{l}^{n} a_{i} x_{i}^{2}+c_{r} \sum_{1}^{n}$ $a_{i} y_{i}^{2}+2\left(\sum_{i}^{n} a_{i} x_{i} y_{i}\right)\left(\sqrt{c_{r}}\right)$. Since $\sqrt{c_{r}} \ddagger M$, then $\sum a_{i} x_{i} y_{i}=0$, $\sum a_{i} x_{i}^{2}+c_{r} \sum a_{i} y_{i}^{2}=0$, since $a_{i}>0$ and $a_{i} c>0$ then $x_{i}=0, y_{i}=0$ by the induction hypothesis and so $b_{k}=0$ for every $k$. The field of real numbers is a real closed field. Is there any other real closed field? In fact, we have the following constructive theorem.

Theorem 4.2: Let $F$ be a formally real field and let $K$ be an algebraic closure of $F$ then $K$ contains a real closed field containing $F$.

Proof: Let $\phi$ be the collection of all formally real subfields of $K$ containing $F, \phi$ is not empty since it contains $F$. Now the union of any chain $\left\{L_{k}\right\}$ of formally real fields is formally real for otherwise $-1=\sum_{1}^{n} a_{i}^{2}$ holds in the union then the elementa $a_{i} \varepsilon L_{k_{i}}$ for some $k_{i}$, a contradiction with the formal reality of $\mathrm{L}_{\mathrm{k}_{\mathrm{i}}}$. So the set $\phi$ forms an inductive set and contains a maximal
element, say E. E is real closed, sinceif $E$ is not real closed then it contains an algebraic extension which is formally real: but since $E$ is a maximal element this can not happen, since this real closed field is a subset of $K$ and will contain $E$.

Corollary 1. From theorems (4.1) and (4.2) we have that any ordered field has a real closed algebraic extension. Corollary 2. Any formally real field can be ordered. Proof: Let $F$ be a formally real field, then $F$ has a real closed algebraic extension so it can be ordered by the unique ordering of this real closed field.

We can come to the conclusion that a field can be ordered if and only if it is formally real.
5. Real Closure of Ordered Fields

We have seen that for every ordered field $F$ there is a real closed algebraic extension. Thus we have the following.

Definition 5.1: Let $F$ be an ordered field, a field $K$ is called a real algebraic closure of $F$ if and only if (1) $K$ is real closed; (2) $K$ is algebraic over $F$; (3) the order in K is an extension of that of F .

Theorem 5.1: Let $F$ be an ordered field, then $F$ has a real closure. If $F_{1}, F_{2}$ are two ordered fields with real closures $K_{1}$ and $K_{2}$, respestively, then sny order isomorphism of $\mathrm{F}_{1}$ onto $\mathrm{F}_{2}$ can be extended to a unique isomorphism of
$\mathrm{K}_{1}$ onto $\mathrm{K}_{2}$. In particular, the only automorphism of $\mathrm{K}_{1}$ which leaves the elements of $F$ fixed is the identity. Proof: Cozollary 1 to theorem 4.1 and 4.2 gives the existence. For the second part assume that $F_{1}, F_{2}$ are two ordered fields with the real closure $\mathrm{K}_{1}$ and $\mathrm{K}_{2}$, respectively. Let $\mathrm{x} \rightarrow \overline{\mathrm{x}}$ be an order isomorphism of $\mathrm{F}_{1}$ onto $F_{2}$. We want to define an extension of this mapping into one between $K_{1}$ and $K_{2}$. Now we observe that if $f(x) \varepsilon F[x]$ then $f(x)$ and its image $f(x)$ have the same number of roots, since by Sturm's theorem we can find $M$ such that the roots of $f(x)$ are in $[-M, M]$ and the number of these roots in $K_{1}$ is $V_{-M}-V_{M}$. Since the standard sequence of $f(x)$ are contained in $F_{1}[x]$, all of this carries over $\vec{f}(x)$ and $F_{2}$, so the number of roots of $\vec{f}(x)$ in $F_{2}[x]$ is the same as the number of roots of $f(x)$ in $F_{1}[x]$. Next we observe that if we are given a set $A=$ $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\} \in K_{1}$ then there exists a subfield $L$ of $K_{1} / F_{1}$ and an isomorphism $f$ of $L_{1}$ into $K_{2}$ such that if $a_{1}<a_{2}<\ldots<a_{n}$ then $f(x)=x, x \in F_{i}$, and $f\left(a_{1}\right)<f\left(a_{2}\right)<\ldots<f\left(a_{n}\right)$ for this. Let $f(x) \in F[x]$ be such that it contains among its roots $a_{1}, \ldots, a_{n}$ and $\sqrt{a_{i+1}-a_{i}} 1 \leq i \leq n-1 \leq\left(\sqrt{a_{i+1}-a_{i}} \varepsilon K_{1}\right.$ since $a_{i+1}-a_{i}>0$ and $K_{1}$ is real closed). Let $L_{1}$ be the subfield of $K_{1}$ generated by the roots of $f(x)$ in $K_{1}$, then $L_{1}=F_{1}(\theta)$. If $g(x)$ is the minimum polynomial for $\theta$ then $\bar{g}(x)$ has a root $\bar{\theta}$ in $K_{2}$ and we have an isomorphism $f$
from L into $F_{2}(\bar{\theta})$ such that $f(x)=x$ if $x \in F_{1}$ and $f(\theta)=$ $\bar{\theta}$. So $f\left(a_{i+1}\right)-f\left(a_{i}\right)=f\left(a_{i+1}-a_{i}\right)=f\left(b_{i}\right)^{2}$ for $b_{i} \varepsilon K_{1}$ $b_{i}=\sqrt{a_{i+1} \mathbf{a}_{i}}$ so $f\left(b_{i}^{2}\right)=f\left(b_{i}\right)^{2}$ so in $F_{2}\left(\bar{\theta}_{1}\right)$ so we have $f\left(a_{1}\right)<f\left(a_{2}\right)<\ldots<f\left(a_{n}\right)$ as required.

Now we can define the extended isomorphism between $K_{1}$ and $K_{2}$ as follows: If $a \varepsilon K_{1}$, let $f(x)$ be the minimum polynomial of a in $F_{1}$, let the roots of $f(x)$ in $K_{1}$ be $a_{1}<a_{2}<\ldots<a_{s}$. The function $f(x) \in F_{2}[x]$ has exactly $s$ roots, $a_{1}{ }^{\prime} a_{2}^{\prime} \ldots a_{s}^{\prime}$ in $K_{2}$ and if $a=a_{k}$ we define $g(a)=a_{k}^{\prime}$. This mapping is well-defined since if $a \varepsilon K_{1}$ it cannot have two minimum polynomials and so $g(a)$ is defined uniquely and it is obvious that $g(x)=\bar{x}$, for every $x \dot{\varepsilon} F$ since the minimum polynomial in this case is just $\mathrm{x}-\mathrm{a}$ for every $a \varepsilon F$, which has one root $a \varepsilon F$, and this is mapped into $\bar{a} \varepsilon F_{2}$. $g$ is obvious one to one and onto.

It remains to be shown that $g$ is an isomorphism of $K_{1}$ onto $K_{2}$, so let $a, b \in K_{1}$. We have to show that $g(a+b)$ $=g(a)+g(b)$ and $g(a b)=g(a) g(b)$, so let $A \subset K$, such that A contains the roots of the minimum polynomials of $a, b, a+b$, $a b$. So there exists a subfield $L_{1} \longrightarrow A$ of $K_{1} / F_{1}$ and an isomorphism fof $L_{1}$ into $K_{2}$ extending $x \rightarrow \bar{x}$ and preserving the order of elements in $A$. Then if $h(x)$ is the minimum polynomial of a over $F_{1}$ and the roots of $h(x)$ are $b_{1}<b_{2}<\ldots<b_{s}, b_{i} \varepsilon A$ then $f\left(b_{1}<f\left(b_{2}\right)<\ldots<f\left(b_{s}\right)\right.$, and since $\bar{g}\left(f\left(b_{i}\right)\right)=0$. So from the definition of $g$ we have $g\left(b_{i}\right)$ $=f\left(b_{i}\right)$ and so $g(a)=f(a), g(b)=g(b)$, also
from L into $F_{2}(\bar{\theta})$ such that $f(x)=x$ if $x \varepsilon F_{1}$ and $f(\theta)=$ $\bar{\theta}$. So $f\left(a_{i+1}\right)-f\left(a_{i}\right)=f\left(a_{i+1}-a_{i}\right)=f\left(b_{i}\right)^{2}$ for $b_{i} \varepsilon K_{1}$ $b_{i}=\sqrt{a_{i+1}-a_{i}}$ so $f\left(b_{i}^{2}\right)=f\left(b_{i}\right)^{2}$ so in $F_{2}\left(\bar{\theta}_{1}\right)$ so we have $f\left(a_{1}\right)<f\left(a_{2}\right)<\ldots<f\left(a_{n}\right)$ as required.

Now we can define the extended isomorphism between $K_{1}$ and $K_{2}$ as follows: If $a \varepsilon K_{1}$, let $f(x)$ be the minimum polynomial of a in $F_{1}$, let the roots of $f(x)$ in $K_{1}$ be $a_{1}<a_{2}<\ldots<a_{s}$. The function $\bar{f}(x) \in F_{2}[x]$ has exactly $s$ roots, $a_{1}^{\prime} a_{2}^{\prime} \ldots a_{s}^{\prime}$ in $k_{2}$ and if $a=a_{k}$ we define $g(a)=a_{k}^{\prime}$. This mapping is well-defined since if $a \varepsilon K_{1}$ it cannot have two minimum polynomials and so $g(a)$ is defined uniquely and it is obvious that $g(x)=\bar{x}$, for every $x \in F$ since the minimum polynomial in this case is just $x-a$ for every $a \varepsilon F$, which has one root $a \varepsilon F$, and this is mapped into $\bar{a} \in F_{2} . g$ is obvious one to one and onto.

It remains to be shown that $g$ is an isomorphism of $K_{1}$ onto $K_{2}$, so let $a, b \in K_{1}$. We have to show that $g(a+b)$ $=g(a)+g(b)$ and $g(a b)=g(a) g(b)$, so let $A c K$, such that A contains the roots of the minimum polynomials of $a, b, a+b$, $a b$. So there exists a subfield $L_{1}>A$ of $K_{1} / F_{1}$ and an isomorphism $f$ of $L_{1}$ into $K_{2}$ extending $x \rightarrow \bar{x}$ and preserving the order of elements in $A$. Then if $h(x)$ is the minimum polynomial of a over $F_{1}$ and the roots of $h(x)$ are $b_{1}<b_{2}<\ldots<b_{s}, b_{i} \varepsilon A$ then $f\left(b_{1}<f\left(b_{2}\right)<\ldots<f\left(b_{s}\right)\right.$, and since $\bar{g}\left(f\left(b_{i}\right)\right)=0$. So from the definition of $g$ we have $g\left(b_{i}\right)$ $=f\left(b_{i}\right)$ and so $g(a)=f(a), g(b)=g(b)$, also
$g(a+b)=f(a+b), g(a b)=f(a b)$ so $g$ is isomorphism since $f$ is an isomorphism.
$g$ is unique since if $g^{\prime}$ is another order isomorphism extending that $x \rightarrow \bar{x}$ of $F_{1}$ onto $F_{2}$ then if $a \varepsilon K$, and $b_{1}<b_{2}<\ldots<b$ are the roots of the minimum polynomial $h(x)$ of $a$ then $g^{\prime}\left(b_{1}\right)<g^{\prime}\left(b_{2}\right)<\ldots<g^{\prime}\left(b_{s}\right)$ and so $g^{\prime}(a)=g(a)$.

If $K$ and $K^{\prime}$ are two real closure for $F$ then the identity isomorphism of $F$ can be extended to an isomorphism of $K$ onto $K^{\prime}$ fixing the elements of $F$, and since this is unique we see that $K, K^{\prime}$ are equivalent.

If $g$ is an automorphism of $K$ leaving the elements of $F$ fixed, and since the identity of $K$ is an isomorphis so by uniqueness, $g$ must be the identity. This theorem means that if $K$ is an ordered field with one ordering then all the real closures are isomorphic under the isomorphism fixing the elements of $K$. For example, the field of rational numbers $Q$ has only one order so any two real closed fields over $Q$ are isomorphic under an isomorphism which leaves the element of $Q$ unchanged. On the other hand, if $K$ is an ordered field with $n$ different orderings then each gives rise to a real closure and no two of them are isomorphic, because if $L_{1}, L_{2}$ are two real closure with distinct orderings $>_{1},>_{2}$ of $K$, respectively, then for some $a \varepsilon K a>_{1} 0$ and $a<{ }_{2} 0$ so $a$ is a square in $L_{1}$ and not $\operatorname{in} L_{2}$.

An example: $Q(\sqrt{2})$ has two distinct orderings and therefore we have two non-isomorphic real closures of $Q(\sqrt{2})$.

## 6. Real Algebraic Numbers

We know that the field of rational numbers has only one ordering. As already mentioned, $Q$ has a real closure and this is determined up to isomorphism. If K is the real closure of Q then $\mathrm{K}(\mathrm{i})=\mathrm{S}$ is algebraically closed. We call K the field of real algebraic numbers and S the field of algebraic numbers.

Theorem 6.1: Let $L$ be a finite dimensional extension field of the field of rational numbers. Then the number of distinct ordering of $L$ is the same as the number of isomorphisms of $L$ into the field $K$ of real algebraic numbers.

Proof: Suppose $L=Q(\theta)$ and $f(x)$ is the minimum polynomial of 0 . Let $\left\{\theta_{1} \ldots \theta_{2} \ldots, \theta_{n}\right\}$ be the set of distinct roots of $f(x)$ in $S$. We have $n$ distinct isomorphisms of L into $S$. If $\left\{\theta_{1}, \ldots, \theta_{r}\right\}$ are the roots of $f(x)$ contained in $K$ then these roots are called the real conjugates of $\theta$. We have the isomorphism $f_{i}$ of $L$ into $K$ such that $f_{i}(\theta)=\theta_{i} 1 \leq i \leq r$. Now $Q\left(\theta_{i}\right)$ is a subset of the real closed field, so it has the induced order and this order can be used to define an ordering of $L$ as follows: If PeL then $P>0$ if $f_{i}(P)>0$ and it is easy to see that this is an ordering of $L$. If $L$ has a certain order then
this order has a real algebraic closure $\mathrm{K}^{\prime} . \mathrm{K}^{\prime}$ is a real closure of Q since L is algebraic over Q , so by theorem $5.1 \mathrm{~K}^{\prime}$ and K are isomorphic and the restriction of K coinside with one of the mappings $f_{i}$. If $f_{i}, f_{j}$ have the same ordering of $L$ then we have an isomorphism of $Q\left(\theta_{i}\right)$ onto $Q\left(\theta_{j}\right)$ such that $\theta_{i} \rightarrow \theta_{j}$. Since $K$ is a real algebraic closure of both $Q\left(\theta_{i}\right)$ and $Q\left(\theta_{j}\right)$ this can be extended to an automorphism of K such that $a \rightarrow$ for every $a \varepsilon Q$ and this is the identity according to theorem 5.1 so $\theta_{i}=\theta_{j}$. Definition 6.1: Let $F$ be a field. $p \in F$ is called totally positive if and only if $p>0$ under any ordering of $F$. If F has no ordering then $p \varepsilon F$ is totally positive for every p. In particular, any element of a field which is not formally real is totally positive since this field is not orderable.

Theorem 6.2: Let F be a field. $\mathrm{p} \varepsilon \mathrm{F}$ is totally positive if and only if $p$ is a sum of squares of elements of $F$. Proof: If $p$ is a sum of squares of elements $F$ then $\mathrm{p}>0$ under any ordering of F so p is totally positive. If $p$ is not a sum of squares and if $S$ is an algebraic closure of $F$ we consider the family of subfiells of $\mathrm{S} / \mathrm{F}$ such that $p$ is not a sum of squares. This collection is not empty since it contains $F$. Also this collection is inductive so it has a maximal element $K$. $K$ is formally real, otherwise every element of $K$ is a sum of squares and we are assuming $p$ is not a sum of squares.

- $p$ is a square in $K$ since if $-p$ is not a square then $K(\sqrt{-\bar{p}}) \supset K$ properly and so $p$ is a sum of square in this field since $K$ is maximal of those for which $p$ is not a sum of squares. So $p=\sum_{n}^{n}\left(a_{i}+b_{i} \sqrt{-p}\right)^{2} a_{i}, b_{i} \varepsilon K$ and so $p=\Sigma a_{i}{ }^{2}+2 \sqrt{-p} \sum_{1}^{n} a_{i} b_{i}-p \sum_{1}^{n} b_{i}^{2} . \quad \sqrt{-p} \ddagger K$ implies $\Sigma a_{i} b_{i}=0$, so $p=\left(\Sigma a_{i}{ }^{2}\right)\left(1+\Sigma b_{i}\right)^{-1}$ where $1+\sum_{1}^{n} b_{i}^{2} \neq 0$ since otherwise $K$ is not formally real. This means that $p$ is a sum of squares in $K$ which contradicts the choice of $K$. This gives $-p=k^{2}$ and so $-p>0$ which implies $p<0$ in every ordering so $p$ is not totally positive. This result and theorem 6.1 on the form of ordering of a finite dimensional extension field of the rationals imply the following theorem which is due to Hilbert and Landau. Theorem 6.3: Let $L$ be a finite dimensional extension field of the rationals and let $f_{1}, f_{2}, \ldots, f_{r}(r>0)$ be the different isomorphisms of $L$ into the field of real algebraic numbers. Let $p \varepsilon L, p \neq 0$ then $p$ is a sum of squares in $L$ if and only if $f_{i}(p)>0$ for $i=1,2 \ldots, r$.


## 7. Positive Definite Rational Functions

One of the problems proposed by Hilbert in his address to the 1900 Paris Congress of Mathemations, known as Hilbert's l7th Problem, asks the following question: If $Q$ is a rational function in $n$ variable with rational coefficients such that $Q\left(k_{1}, \ldots, k_{n}\right) \geq 0$ for every $k_{1}, \ldots, k_{n}$, where all $k_{i}$ are real, is $Q$ a sum of squares of rational functions with rational coefficients? By a rational function we mean a mapping $\left(k_{1}, \ldots, k_{n}\right) \rightarrow$ $Q\left(k_{1}, \ldots, k_{n}\right)$ such that $Q\left(x_{i}, \ldots, x_{n}\right)$ is a rational expression in indeterminants $x_{i}$ with rational coefficients.

In 1927 Artin gave a positive answer to Hilbert's question and proved a more general theorem. Theorem 7.1: (Artin) Let K be a subfield of the field $R$ of ordinary real numbers.

Let $Q$ be a rational function with coefficient in $K$ which is rationally definite in the sense that $Q\left(k_{1}, \ldots\right.$, $k_{n}$ ) $\geq 0$ for all rationals ( $k_{i}$ ) where $Q$ is defined. Then $Q$ is a sum of squares of rational functions with coefficients in $K$. Since $K\left(x_{i}, \ldots x_{n}\right)$ is a formally real field for $x_{i}, \ldots, x_{n}$ transcendental-indeterminants as we have seen then (by theorem 6.2) $Q \varepsilon K\left(x_{i}, \ldots, x_{n}\right)$ is a sum of squares of elements in $K\left(x_{i}, \ldots, x_{n}\right)$ if and only if $Q \geq 0$ in every ordering of $k\left(x_{i}, \ldots, x_{n}\right)$. Theorem (7.1) will follow if we prove that if $\mathrm{Q} \neq 0$ is rationally definite,
then $Q>0$ in every ordering of $K\left(x_{i}\right)$ and this follows from the following.

Theorem 7.2: Let $K$ be a field of real numbers and let $K\left(x_{i}, \ldots, x_{n}\right)$ be the field of rational expressions in $n$ indeterminants $X_{i}$, with rational coefficients. Let $f_{1}\left(x_{i}, \ldots, x_{n}\right), \ldots, f_{k}\left(x_{i}, \ldots, x_{n}\right) \varepsilon K\left(x_{i}\right)$ where $K\left(x_{i}, \ldots, x_{n}\right)$ has an order which is an extension of the order of $K$. Then there is a rational n-tuple ( $a_{1}, \ldots, a_{n}$ ) such that for every $j, l_{\leq j \leq k} f_{j}\left(x_{1}, \ldots, x_{n}\right)$ is defined at ( $a_{1}, \ldots, a_{n}$ ) and has the same sign as $f_{k}\left(a_{1}, \ldots, a_{n}\right)$ (i.e. $f_{k}\left(x_{i}, \ldots, x_{n}\right)$ $\frac{\geq}{<} 0$ according as $\left.f_{k}\left(a_{1}, \ldots, a_{n}\right) \geq 0\right)$.

Suppose this theorem is proved. Let $K$ be as in theorem (7.1) and $Q \neq 0$ be an element of $K\left(X_{i}\right)$ which is not a sum of squares then $Q<0$ for some ordering of $K\left(x_{i}\right)$ and since the order of $K\left(x_{i}\right)$ is an extension of the unique order of $K$ then by this theorem there is $n$-tuple $\left(a_{1}, \ldots, a_{n}\right)$ of elements of $K$ such that $Q\left(a_{1}, \ldots, a_{n}\right)<0$, a contradiction.

To prove the theorem we use induction on the number of $x$ 's. If $n=0$ the result is obvious since in this case $K\left(X_{i}\right)=K$ and the functions $f_{i}$ 's are constants. We assume the result is true for $K\left(x_{i}, \ldots, x_{n}\right)$ and we want to show that it is true for $K\left(x_{i}, \ldots, x_{n}, y\right)$ where $y$ is another indeterminant. To prove this we need definition and two lemmas.

Definition: Let $F_{1}\left(x_{i}, y\right), \ldots, F_{k}\left(x_{i}, y\right) \varepsilon K\left(x_{i}\right)[y]$ then we call a property $p$ of this set of polynomials in $y$ to be rationally specializable if there exists a set of elements $k_{1}\left(x_{i}\right), \ldots, k_{h}\left(x_{i}\right) \varepsilon K\left(x_{i}\right)$ such that if ( $\left.a_{1}, \ldots, a_{n}\right)$ is any rational $n$-tuple for which $k_{1}\left(a_{i}\right), \ldots, k_{h}\left(a_{i}\right)$ are defined and have the same sign as $k_{1}\left(x_{i}\right), \ldots, k_{h}\left(x_{i}\right)$, respectively, then the set of polynomials $F\left(a_{i}, y\right), \ldots$, $F_{k}\left(a_{i}, y\right)$ has the property $P$.
Lemma 1: The property that $F\left(x_{i}, y\right)=y^{m}+\phi_{1}\left(x_{i}, y\right) y^{m-1}+\ldots$ $+\phi_{m}\left(x_{i}\right)$ has precisely roots in the real closure of $K\left(X_{i}\right)$ is rationally specializable.

Proof: What we have to show is that there is $k_{1}, \ldots, k_{h}$ in $K\left(X_{i}\right)$ such that if $\left(a_{1}, \ldots, a_{n}\right)$ is any rational n-tuple such that $k_{i}$ are defined for $\left(a_{1}, \ldots, a_{n}\right) 1 \leq i \leq h$ and have the same sign as $k_{i}\left(x_{i}\right)$ then the function $F\left(a_{i}, y\right)$ has $r$ roots in the real closure of $K$ which is the real algebraic numbers. Let $F_{o}\left(x_{i}, y\right)=F\left(x_{i}, y\right)$ and $F_{1}, \ldots, F_{s}$ be the standard sequence for $F\left(x_{i}, y\right)$ as a polynomial in $K\left(x_{i}\right)$ [ $y$ ], and if $h\left(x_{i}\right)=(m+1)+\sum_{i}^{m} \phi_{i}\left(x_{i}\right)^{2}$ then by Sturm's theorem the $r$ roots of $F\left(x_{i}, y\right)$ in the real closure of $K\left(X_{i}\right)$ are $i n(-h, h)$ and $r$ is the difference in the variation in sign of the two sequences $F_{0}\left(x_{i},-h\right), F_{1}\left(x_{i}, h\right)$, $\ldots, F_{s}\left(x_{i},-h\right)$ and $F_{o}\left(x_{i}+h\right), F_{1}\left(x_{i}, h\right), \ldots, F_{s}\left(x_{i}+h\right)$. If $\left(a_{1}, \ldots, a_{n}\right)$ is any rational $n$-tuple such that the nonzero coefficients of the standard sequence $F_{j}\left(a_{i}, x\right)$ and
the quotients $Q_{j}$ are defined and not zero then $F_{o}\left(a_{i}, y\right)$, $\ldots, F_{s}\left(a_{i}, y\right)$ is the standard sequence for $F\left(a_{i}, y\right)$. Now let $k_{1}\left(x_{i}\right), \ldots, k_{h}\left(x_{i}\right)$ be a subset of $K\left(x_{i}\right)$ consisting of the coefficients of $F_{j}\left(x_{i}\right)$ of the standard sequence $F\left(x_{i}, y\right)$ and of the quotients $Q_{j}$ and the elements $F_{j}\left(x_{i},-h\left(x_{1}, \ldots, x_{n}\right), F_{j}\left(x_{i}, h\left(x_{1}, \ldots, x_{n}\right) \phi \leq j \leq S\right.\right.$. Then from Sturm's theorem if ( $a_{1}, \ldots, a_{n}$ ) is any rational $n$-tuple for which $k_{i}\left(x_{i}\right)$ are defined and $k_{i}\left(a_{1}, \ldots, a_{n}\right)$ has the same $\operatorname{sign}$ as $k_{i}\left(x_{1}, \ldots, x_{n}\right) 1 \leq i \leq h$ then $F\left(a_{i}, y\right)$ is defined and has roots in the real algebraic numbers. Moreover, if we refer to the bound in Sturm's theorem all the roots of $F\left(a_{i}, y\right)$ are in ( $-h\left(a_{1}, \ldots, a_{n}\right), h\left(a_{1}\right.$, $\left.\ldots, a_{n}\right)$ ). Thus the number of roots is exactly $r$. Lemma 2: Let $\left\{F_{1}\left(x_{i}, y\right), \ldots, F_{t}\left(x_{i}, y\right)\right\}$ be a sequence of polynomials in $K\left(x_{i}\right)[y]$ and assume that the leading coefficients are 1 . The property that $F_{j}\left(x_{i}, y\right)$ has a root $P_{j}$ in the real closure $P$ of $K\left(x_{i}\right)$ and $P_{1}<P_{2}<\ldots<P_{t}$ is rationally specializable.
Proof: Since $p_{i+1}-p_{i}>0 \quad 1 \leq i \leq t-1$ then $\left(p_{i+1}-p_{i}\right)^{\frac{3}{2}} \varepsilon P$. Let A be an algebraic extension field generated by the elements $p_{i}$ and $\left(p_{i+1}-p_{i}\right)^{\frac{1}{2}}$ and assume that $A=K(\theta)$ with $g\left(x_{i}, y\right)$ the minimum polynomial of $\theta$. Then $p_{i}=k_{i}\left(x_{i}, \theta\right)$ and $\left(p_{i+1}-p_{i}\right)^{\frac{1}{2}}=\ell_{i}\left(x_{i}, \theta\right)$ where $\phi_{i}\left(x_{i}, y\right), l_{i}\left(x_{i}, y\right)$ $\varepsilon K\left(x_{i}, y\right)$. Since $p_{i}$ is a root for $F_{i}\left(x_{i}, y\right)$, $F_{i}\left(x_{i}, \phi_{i}\left(x_{i}^{\prime}, y\right)\right)$ has $\theta$ as a root and since $g\left(x_{i}, y\right)$ is the minimum polynomial of $\theta$ so we have
$F_{k}\left(x_{i}, \phi_{k}\left(x_{i}^{\prime}, y\right)=G_{k}\left(x_{i}, y\right) g\left(x_{i}, y\right)\right.$
From the relations $p_{i+1}-p_{i}=l_{i}{ }^{2}\left(x_{i}, \theta\right)$ we have $p_{i+1}\left(x_{i}, \theta\right)-p_{i}\left(x_{i}, \theta\right)-l_{i}{ }^{2}\left(x_{i}, \theta\right)=0$. This means that the polynomial $p_{i+1}\left(x_{i}, y\right)-p_{i}\left(x_{i}, y\right)-l_{i}^{2}\left(x_{i}, y\right)=0$ has $\theta$ as a root and since $g\left(x_{i}, y\right)$ is the minimum polynomial for $\theta$ so
$p_{i+1}\left(x_{i}, y\right)-p_{i}\left(x_{i}, y\right)-\ell_{i}{ }^{2}\left(x_{i}, y\right)=H_{i}\left(x_{i}, y\right) g\left(x_{i}, y\right) \quad 1 \leq i \leq t-1$

Also since $l_{i}\left(x_{i}, \theta\right) \neq 0$ it has an inverse $m_{i}\left(x_{i}, \theta\right)$ in $A$ and since $\ell_{i}\left(x_{i}, \theta\right) m_{i}\left(x_{i}, \theta\right)-1=0$ so $\theta$ is a root of the polynomial $\ell_{i}\left(x_{i}, y\right) m_{i}\left(x_{i}, y\right)-1=0$. This implies that $\ell_{j}\left(x_{i}, y\right) m_{j}\left(x_{i}, y\right)-1=K_{j}\left(x_{i}, y\right) g\left(x_{i}, y\right) \quad 1 \leq j \leq t-1$

Now let $\left\{k_{i}\left(x_{i}\right)\right\}$ be a finite subset of $K\left(x_{i}\right)$ consisting of the coefficients of polynomials in $y$ of equations (1) and (2) and (3) and a set of elements given in Lemma 1 to insure that $g\left(a_{i}, y\right)$ has a real root $c$ since $g\left(x_{i}, y\right)$ has a root $\theta$; if the $a_{i}$ are chosen such that every $k_{n}\left(a_{i}\right)$ is defined and has the same sign as $k_{n}\left(x_{i}\right)$ then substituting c for y in every polynomial appearing in (1),
and (3) is possible. Now substituting $y=c$ in (1) then $F_{k}\left(a_{i}, y\right)$ has a root $b_{k}=\phi_{k}\left(a_{i}, c\right)$. Substituting $y=c$ in (2) we have $b_{i+1}-b_{i}=\phi_{i+1}\left(a_{i}, c\right)-\phi_{i}\left(a_{i}, c\right)=\ell_{i}^{2}\left(a_{i}, c\right)$ $\geq 0$ and from (3) $\ell_{j}\left(a_{i}, c\right) m_{j}\left(a_{i}, c\right)=1$ so $\ell_{j}\left(a_{i}, c\right) \neq 0$. Hence $b_{i+1}-b_{i}>0$, so $F_{j}\left(a_{i}, y\right)$ has the roots $b_{j}$ with $b_{1}<b_{2}<\ldots<b_{t}$.

Proof of Theorem 7.2: Let $\mathrm{P}^{\prime}$ be a real closure of $K\left(x_{i}, y\right)$ and $p$ a real closure of $K\left(x_{i}\right)$ contained in $P^{\prime}$. Assume that the theorem holds for $K\left(x_{1}, \ldots, x_{n}\right)$. So we have to show that it holds for $K\left(x_{1}, \ldots, x_{n}, y\right)$ where $y$ is an additional indeterminant. Let $F_{k}\left(x_{i}, y\right)$ be a family of elements of $K\left(x_{i}, y\right)$. We have to show that there is ( $a_{1}, \ldots, a_{n^{\prime}}$ ) such that $F_{k}\left(a_{i}, b\right)$ is defined and has the same sign as $F_{k}\left(x_{i}, y\right)$, for every $k$.

Let $F_{k}\left(x_{i}, y\right)=F\left(x_{i}, y\right)$ be an arbitrary element of the given set. Write $F\left(x_{i}, y\right)=\phi\left(x_{1}, \ldots, x_{n}\right) P_{1}\left(x_{i}, y\right)^{e_{1}} \ldots$ $P_{h}\left(x_{i}, y\right){ }^{e_{h}}$ where $\phi\left(x_{1}, \ldots, x_{n}\right) \varepsilon K\left(x_{i}\right)$ and $P_{j}\left(x_{i}, y\right) \in K\left(x_{i}\right)$ ly I are irreducible with leading coefficients 1 with $e_{j}>0$. Then if ( $a_{1}, \ldots, a_{n}, b$ ) has the property that $\phi\left(a_{i}\right), p_{j}\left(a_{i}, b\right)$ are defined and have the same sign as $\phi\left(a_{i}\right), P_{j}\left(x_{i}, y\right)$ then $F\left(a_{1}, \ldots, a_{n}, b\right)$ is defined and has the same sign as $F\left(x_{i}, \ldots, x_{n}, y\right)$. So we can consider the family of elements $F_{k}\left(x_{i}, y\right)$ given, to be a finite set of elements of $\phi\left(x_{i}\right)$ and irreducible polynomials in $K\left(x_{i}\right)$ [y] with leading coefficients 1 . Next assume that $p_{1}<p_{2}<\ldots<p_{t}$ are the roots in $P$ of the new set. We can form a sequence $F_{1}, \ldots, F_{t}$ from this set such that $F_{j}$ has the root $p_{j}$ $1 \leq j \leq t$. Since the $F$ 's are irreducible and of characteristic 0 , the roots of each $F$ in the set are distinct. Since the $F$ 's are relatively prime than $G\left(x_{i}, y\right)=$ $F_{1}\left(x_{i}, y\right) \ldots F_{t}\left(x_{i}, y\right)$ has distinct roots.

By Lemma 1 , there exists $k_{1}, \ldots, k_{h} \varepsilon K\left(x_{i}\right)$ such that if $\left(a_{1}, \ldots, a_{n}\right)$ is a rational $n$-tuple such that $k_{n}\left(a_{i}\right)$ is defined and has the same sign as $k_{n}\left(x_{i}\right) 1 \leq n \leq h$, then $G\left(a_{i}, y\right)$ has $t$ distinct real roots. By Lemma 2, there exist elements $k_{h+1}, \ldots k_{s} \varepsilon K\left(x_{i}\right)$ such that if ( $a_{1}, \ldots, a_{n}$ ) is a rational $n$-tuple for which $k_{m}\left(a_{i}\right)$ is defined and has the same sign as $k_{m}\left(x_{i}\right), h+1 \leq m \leq s$ then $F_{j}\left(a_{i}, y\right)$ is defined and has a real root $b_{j}$ with $b_{1}<b_{2}<\ldots<b_{t}$ $1 \leq j \leq t$. Now we add to $\left\{k_{1} \ldots . . k_{s}\right\}$ all the $\phi$ 's of the new constructed set and the discriminant $d$ of $G\left(x_{i}, y\right)$ which is different from zero since $G\left(x_{i}, y\right)$ has distinct roots. By the induction hypothesis there exists rationals $a_{1}, \ldots, a_{n}$ such that the conditions on $k_{i} 1 \leq i \leq s, d$ and the $\phi$ 's are satisfied, since they are elements of $K\left(x_{1}, \ldots, x_{n}\right)$. In $P[y]$ we have

$$
\begin{equation*}
F_{j}\left(x_{i}, y\right)=\left(y-p_{j 1}\right)\left(y-p_{j 2}\right) \ldots\left(y-p_{j t_{j}}\right) Q_{1}(y) \ldots Q_{j s_{j}}(y) \tag{4}
\end{equation*}
$$

where $Q_{i}$ 's are quadratic polynomials with leading coefficients 1 , and $\left\{j_{1}, \ldots, j_{t}\right\} \subset\{1,2, \ldots, t\}$. In the field of real numbers and by the choice of $a_{i}$ we have
$F_{j}\left(a_{i}, y\right)=\left(y-b_{j 1}\right) \ldots\left(y-b_{j} t_{j}\right) S_{1}(y) \ldots S_{s_{j}}(y) \ldots$
$S_{k}(y)$ is irreducible with leading coefficients $1,1 \leq k \leq S_{j}$. Since $y$ is transcendental over $K\left(X_{i}\right)$ and the $p_{i}{ }^{\prime} s$ are algebraic over $K\left(x_{i}\right)$. So $y \neq p_{i}$, and so $y$ belongs to one 40
of the following intervals in $\mathrm{P}^{\prime}\left(-\infty, p_{1}\right),\left(p_{1}, p_{2}\right), \ldots\left(p_{t}, \infty\right)$. Also we notice that $Q(y)>0$ in $P^{\prime}$ and $S(b)>0$, since they are irreducible quadratics. So from (4) and (5) if $y \varepsilon\left(p_{k}, p_{k+1}\right)$ and $b \varepsilon\left(b_{k}, b_{k+1}\right)$ then $F_{j}\left(x_{i}, y\right)$ and $F_{j}\left(a_{i}, b\right)$ have the same sign and this holds for every $j$. Since we can find a rational in any open interval, the theorem is proved.
8. Formalized Euclidean Algorithm and Sturm's Theorem

The object of this section is to use Sturm's theorem for equations whose coefficients are parameters that take values in a real closed field. This will depend on a parametrized version of the Euclidean algorithm for determining the greatest common divisor of polynomials that we are going to discuss.

In the last few sections we shall determine a method for testing the solvability, in a real closed field, of a finite system of polynomial equations, inequations and inequalities whose coefficients are parameters that take values in the real closed field. The main result, Tarski's theorem, states that given such a system we can find in a finite number of steps a finite system of polynomial equations, inequations and inequalities in the coefficients of the given system, such that the given system has a solution in the real closed field if and only if one of the derived systems is satisfied by the coefficients of the given system.
Example 1: Let $f(x)=x^{3}+p x+q, P \neq 0$ and $p$ and $q$ parameters that may assume any real number. $f^{\prime}(x)=3 x^{2}+p$. From the equations $\left(x^{3}+p x+q\right)=\left(\frac{1}{3} x\right)\left(3 x^{2}+p\right)-\left(\frac{-2 p}{3} x-q\right)$ and $\left(3 x^{2}+p\right)=\left(\frac{-g}{2} x+\frac{27 q}{4 p}\right)\left(\frac{-2 p}{3} x-q\right)-\left(\frac{-4 p^{3}-27 q^{2}}{4 p^{2}}\right)$ we get $x^{3}+p x+q$, $3 x^{2}+p, \frac{-2 p}{3} x-q, \frac{-4 p^{3}-27 q^{2}}{4 p^{2}}$ as the standard sequence and
if $p \neq 0$ as asserted this sequence is equivalent to $x^{3}+p x+q, 3 x^{2}+p,-2 p x-3 q,-4 p^{3}-27 q^{2}$ which is a Sturm sequence and we notice that $-4 \mathrm{p}^{3}-27 \mathrm{q}^{2}$ is the discriminant d. Now we can use Sturm's theorem to show that $f$ has a single root or three roots according as $\mathrm{d}<0$ or $\mathrm{d}>0$.

If $\mathrm{d}<0$ we can choose k so large that all the roots of $f(x)$ are in $[-k, k]$ and moreover the roots of $f_{i}(x)$ of the Sturm's sequence are in $[-k, k]$ so the sign of $f_{i}(k)$ is the same as the sign of the leading coefficient of $f_{i}$ and the sign of $f_{i}(-k)$ is the same as the sign of $(-1)^{m_{a_{m}}}$ where $f_{i}(x)=a_{m} x^{m}+\ldots+a_{0}$. So if $d<0$ then $x^{3}+p x+q, 3 x^{2}+p,-2 p x-3 q, d$ has the corresponding signs ,++ , the sign of $-2 p$, - if $x=k$ and the $\operatorname{sign}(-1)^{3}$, $(-1)^{2},(-1)$ the sign of $-2 p$, - if $x=-k$. So $V_{-k}-V_{k}=2-1=1$ if $-2 p>0$, also $V_{-k}-V_{k}=2-1$ if $2 p<0$. If $d>0$ we observe that $V_{-k}-V_{k}=3-0$ since $p$ has to be negative. Example 2. $f(x)=x^{4}+q x^{2}+r x+S$. We see that if $L=$ $8 q s-2 q^{3}-r^{2}$ and $d=4\left(4 s+\frac{q}{3}\right)^{3}-27\left(\frac{8}{3} q s-r^{2}-\frac{2}{27} q^{3}\right)(d$ is the discriminant of $f$ ), by the same method as in the previous example we can prove that if $\mathrm{d}<0$ then the number of real roots of $f$ is two and if $d>0, q<0, L>0$, then $f$ has four distinct roots and if $d>0$, and either $q \geq 0$ or $L \leq 0$ then $f$ has no real roots. Moreover, Tarski's method shows that if the coefficients of $f(x)$ satisfy one of the following systems:

$$
\begin{aligned}
& \text { (i) } \mathrm{d}<0 \\
& \text { (ii) } \mathrm{d}>0, \mathrm{q}<\mathrm{c}, \mathrm{~L}>0 \\
& \text { (iii) } \mathrm{d}=0, \mathrm{r} \neq 0 \\
& \text { (iv) } \mathrm{d}=0, \mathrm{r}=0, \mathrm{q}<0
\end{aligned}
$$

then $f(x)$ has a root in the real closed field.
Now for $A=K\left[t_{1}, \ldots, t_{r}\right]$ where $K=Z$ or $Z /(p)$, p a prime, let $F\left(t_{1}, \ldots, t_{r}, x\right), G\left(t_{1}, \ldots, t_{r}, x\right) \varepsilon A[x]$ so $F\left(t_{1}, \ldots t_{r}, x\right)=u_{n} x^{n}+u_{n-1} x^{n-1}+\ldots+u_{0}$ and $G\left(t_{1}, \ldots, t_{r}, x\right)=v_{m} x^{m}+v_{m-1} x^{m-1}+\ldots+v_{o}$ where $u_{i}, v_{i}$ $\varepsilon K\left[t_{1}, \ldots, t_{r}\right]$. We assume $G\left(t_{i}, x\right) \neq 0$ and we take a section of $G$, say $G_{k}\left(t_{i}, x\right)=v_{k} x^{k}+\ldots+v_{o}$, where $v_{k}\left(t_{1}, \ldots t_{r}\right) \neq 0$ and $k \leq m$ then by the division algorithm we can write $\left(v_{k}\left(t_{i}\right)\right)^{e_{k}}{ }_{F}\left(t_{i}, x\right)=Q_{k}\left(t_{i}, x\right) G_{k}\left(t_{i}, x\right)$ $-R_{k}\left(t_{i}, x\right)$ where $e_{k}$ is an integer and is the larger of 0 and $n-k+1$. For the application of Sturm's theorem we need $e_{k}$ to be even. So we choose $e_{k}=0$ if $n<k$ or the smallest even integer $>n-k+1$. By the division algorithm this factorization is unique.

If $R$ is an extension field of $K$ then if ( $c_{1}, \ldots, c_{r}$ ) $\varepsilon K^{(r)}$ either $v_{k}\left(c_{i}\right)=0$ for every $k 0 \leq k \leq m$ and so $G\left(c_{i}, x\right)$ $=0$ or there exists $k 0<k \leq m$ such that $v_{k}\left(c_{i}\right) \neq 0$ $v_{j}\left(c_{i}\right)=0 j>k$ and so $G\left(c_{i}, x\right)=v_{k}\left(c_{i}\right) x^{k}+\ldots+v_{o}\left(c_{i}\right)$.
So $G\left(c_{i}, x\right)=G_{k}\left(c_{i}, x\right)$, and $\left(v_{k}\left(c_{i}\right)\right)^{e_{k}}{ }_{F}\left(c_{i}, x\right)=$ $Q\left(c_{i}, x\right) G\left(c_{i}, x\right)-R_{k}\left(c_{i}, x\right)$. Now since $v_{k}\left(c_{i}, x\right) \neq 0$ and $\operatorname{deg} R_{k}\left(c_{i}, x\right)<\operatorname{deg} G\left(c_{i}, x\right) . \quad Q_{k}\left(c_{i}, x\right)$ and $-R_{k}\left(c_{i}, x\right)$ differ
by a non-zero multiplier $\left(v_{k}\left(c_{i}\right)\right)^{-e_{k}}$ from the quotient and remainder when dividing $F\left(c_{i}, x\right)$ by $G\left(c_{i}, x\right)$. We introduce the following set of systems of relations in $A=$
$K\left[t_{i}, \ldots, t_{r}\right]$. If $G\left(t_{i}, x\right)=v_{m} x^{m}+\ldots+v_{o} \neq 0$ then
$T_{-\infty}=\left\{v_{0}=0, v_{1}=0, \ldots, v_{m}=0\right\}$.
$T_{k}=\left\{v_{k} \neq 0, v_{j}=0 \mathrm{k}<j \leq m\right\}$ if $v_{k}\left(t_{i}\right) \neq 0$.
For example, if $G(p, q, x)=(p+q) x^{3}+p x+q$ then $v_{0}=q, v_{1}=p$, $v_{2}=0, \quad v_{3}=p+q$ and $T_{-\infty}=\{p+q=0, p=0, q=0\} T_{o}=\{q \neq 0, p=0$, $\mathrm{p}+\mathrm{q}=0\} \quad \mathrm{T}_{1}=\{\mathrm{p} \neq 0, \mathrm{p}+\mathrm{q}=0\}$ and $\mathrm{T}_{3}=\{\mathrm{p}+\mathrm{q} \neq 0\}$.

We observe that if $\theta=\left\{\mathrm{T}_{-\infty}, \mathrm{T}_{\mathrm{k}}\right\}$ then $\theta$ defines $a$ cover for $A=K\left[t_{1}, \ldots, t_{r}\right]$ in the following sense: if $F$ is a field extension of $K$ and if we define $T_{k}(F)=$ $\left\{\left(c_{1}, \ldots, c_{r}\right) \varepsilon F^{(r)} /\left(c_{1}, \ldots, c_{r}\right)\right\}$ satisfies the relations in $\left.T_{k}\right\}$ then $F^{(r)}=U T_{k}(F)$, note that $\left(c_{1}, \ldots, c_{r}\right) \varepsilon T_{k}(F)$ if and only if $G\left(c_{i}, x\right)$ is of degree $k$. So it is obvious that for every $\left(c_{1}, \ldots, c_{r}\right) \in F^{r}, G\left(c_{i}, x\right)$ has a degree $0<k \leq m$ or $G\left(c_{i}, x\right)=0$. In any field $F$ a system of equations $\ell_{1} \neq 0, \ldots, \ell_{h} \neq 0$ is equivalent to a single equation $\ell_{1} \cdot \ell_{2} \cdots \ell_{h} \neq 0$ and if $F$ is a real closed field a systemof equations $\ell_{1}=0, \ldots, \ell_{h}=0$ is equivalent to a single equation $\ell_{1}{ }^{2}+\ldots+\ell_{h}{ }^{2}=0$, so if we add to $T_{k}$ the trivial equation $0=0$ and the inequation $1 \neq 0$ we can assume that each $T_{k}$ consists of one equation and one inequation, if we are dealing with a real closed field.

Assume $C=\left\{S_{1}, \ldots S_{t}\right\}$ is a cover of $A$ and $T$ is a finite set of equations and a single inequation determined
by elements of $A$, if we define $T^{(j)} 1 \leq j \leq t$ to be the set having the equations of $T$ and $S_{j}$ and the inequation which is the product of the inequations of $T$ and $S_{j}$, then we see that $T^{(j)}(F)=S_{j}(F) \cap T(F)$ and since $U S_{j}(F)=F^{(r)}$ so $T(F)=U T^{(j)}(F)$. If we have
$\mathrm{C}=\left\{\mathrm{T}_{1}, \mathrm{~T}_{2}, \ldots, \mathrm{~T}_{\ell}\right\}$ is a cover of A
then $\left\{T_{1}^{(1)}, T_{1}^{(2)}, \ldots, T_{1}^{(3)}, T_{2}, \ldots, T_{\ell}\right\}$
is a cover which is a refinement of
the first one.
Definition 8.1: If $f(x), g(x) \in R[x]$
where $R$ is a field then by the
Euclidean algorithm we can determine
a greatest common division of $f, g$ by constructing a sequince of polynomials $f_{i}(x) 0 \leq i \leq s$ such that $f_{o}(x)=f(x)$,
$f_{1}(x)=f^{\prime}(x)$ and $f_{i-1}(x)=q_{i}(x) f_{i}(x)-f_{i+1}(x), f_{s+1}(x)=0$. We shall call the sequence $f_{i}(x)$ the Euclidean sequence for $f(x)$, and $g(x)$.

If $g=0$ then the Euclidean sequence for $f, 0$ by definition is $f, 0,0$.

Theorem 8.1: Let $\mathrm{F}, \mathrm{G} \neq 0_{\varepsilon A}[\mathrm{x}]$. Then we can construct in a finite number of steps a cover $C=\left\{S_{1} \ldots, S_{h}\right\}$ which is a refinement of the cover determined by the coefficient of $G$, and sequences of polynomials $F_{j o}=$ $F, F_{j l}, \ldots, F_{j k_{j}}{ }_{j} A[x] \quad 1 \leq j \leq h$. such that for any field extension $F$ of $K$ and any $\left(c_{1}, \ldots, c_{r}\right) \varepsilon S_{j}(F)$ the terms of the
sequence $F_{j 0}\left(c_{i}, x\right), F_{j 1}\left(c_{i}, x\right), \ldots, F_{j k_{j}}\left(c_{i}, x\right), F_{j k_{j+1}}\left(c_{i}, x\right)$ $=0$ differ by a non-zero multiplier from those of the Euclidean sequence of $F\left(c_{i}, x\right), G\left(c_{i}, x\right)$ and the multipliers are positive if $F$ is real closed.

Proof: If $C=\left\{T_{-\infty}, T_{k}\right\}$ and if $k \neq-\infty$ we determine $Q_{k}$ and $-R_{k}$ by dividing $F$ by $G_{k}=v_{k} x^{k}+\ldots+v_{o}$ by the Euclidean algorithm if $-R_{k}=0$ then $F_{k o}=F, F_{k 1}=G_{k}$ and $F_{k 2}=0$ satisfies the stated condition.

If $-R_{k} \neq 0$ then from $F=Q_{k} G_{k}-R_{k}$ we see that the sum of degree of $Q_{k}$ and $-R_{k}$ is less than that of $F$ and $G_{k}$, so using induction we can assume the result for $Q_{k}$ and $-R_{k}$. So we can assume that we have a cover $C_{k}=\left\{S_{k 1}\right.$, $\left.S_{k 2}, \ldots, S_{k \ell}\right\}$ and sequences of polynomials $F_{k \ell o} \cdot F_{k \ell 1}, \ldots$, $\mathrm{F}_{\mathrm{k} \ell \mathrm{s}_{\mathrm{k} \ell} \text { satisfies the stated conditions of the theorem. }}$ If we refine the cover $C=\left\{T_{-\infty}, T_{k}\right\}$ by defining $T_{k}^{(j)}$ to be the set of equations of $T_{k}$ and $S_{k j}$ and of the inequation which is the product of the inequations of $T_{k}$ and $S_{k j}$ then with each $T_{k}^{j}$ we associate the sequence of functions $\mathrm{F}_{\mathrm{kjo}}, \mathrm{F}_{\mathrm{k} . j}, \ldots, \mathrm{~F}_{\mathrm{kj}}^{\mathrm{kj}}{ }$. For the term $\mathrm{T}_{-\infty}$ we associate the sequence $\{F, 0,0\}$ then $C$ with this sequence satisfies the conditions stated in the theorem.
Example: Let $F(p, q, x)=x^{3}+q x+q$ and $G(p, q, x)=F^{\prime}(p, q, x)$
$=3 x^{2}+p$. Now $v_{o}=p, v_{1}=0, v_{2}=3$, so $P_{-\infty}=\{P=0,3=0\}$ and
$T_{0}=\{P \neq 0,3=0\}, T_{2}=\{3 \neq 0,0=0\}$ and we have
$C=\{\{P=0,3=0\},\{P \neq 0,3=0\},\{3 \neq 0,0=0\}\}$. Since $3 \neq 0$ cannot
hold $T_{-\infty}(F)=\phi$ and $T_{0}(F)=\phi$ and we have $C=\{\{3 \neq 0,0=0\}\}$ $=\{\{I \neq 0,0=0\}\}$. Now we consider $F$ and $G_{2}=3 x^{2}+p$. When we divide $F$ by $G_{2}$ we have $-R_{2}=-(6 p x+9 q)$. Since $-R \neq 0$ we consider the pair of functions $F=G_{2}=3 x^{2}+p$ and $G=-R=(-6 p x-9 q)$. We have $C^{\prime}=\left\{T_{-\infty}, T_{1}, T_{o}\right\}=$ $\{\{p=0, q=0,1 \neq 0\},\{p \neq 0,0=0\},\{q \neq 0, p=0\}\} . \quad p_{1} \neq 0$ in $T_{1}$ so when dividing $F=3 x^{2}+p$ by $G_{1}=-6 p x-9 q$ we have $-R=$ $-9\left(4 \mathrm{p}^{3}+27 \mathrm{q}^{2}\right)$. For $\mathrm{T}_{1}$ we have the cover $\mathrm{d}_{1}=\left\{\mathrm{T}_{-\infty}, \mathrm{T}_{\mathrm{o}}\right\}$ corresponding to $G(p, q, x)=-9\left(4 p^{3}+27 q^{2}\right)$ which is $\left\{\left\{4 p^{3}+27 q^{2}=0,1 \neq 0\right\},\left\{4 p^{3}+27 q^{2} \neq 0,0=0\right\}\right\}$ with correspondence sequences of polynomials $3 x^{2}+p,-6 p x-9 q, 0$ and $3 x^{2}+p$, $-6 p x-9 q, 4 p^{3}+27 q^{2}, 0$.

For $T_{o}$ we have $p=0, q \neq 0$, so $F=3 x^{2}+p$ and $G_{o}=$ -9 q , and when we divide F by $\mathrm{G}_{\mathrm{o}}$ we have remainder 0 , so we have the refinement of $C$ into $C$ ' such that

$$
\begin{aligned}
& C^{\prime}=\left\{T_{-\infty}, T_{1}^{(1)}, T_{1}^{(2)}, T_{o}\right\} \\
&=\left\{\{p=0, q=0,1 \neq 0\},\left\{p \neq 0,4 p^{3}+27 q^{2}=0\right\},\left\{p\left(4 p^{3}+27 q^{2} \neq 0,0=0\right\},\right.\right. \\
&\{q \neq 0, p=0\}\} \text { where }\left\{T_{1}^{(1)}, T_{1}^{(2)}\right\} \text { is the refinement of } T_{1} \text { by }
\end{aligned}
$$

the cover $C_{1}$ and the corresponding sequences are for $T_{-\infty}: x^{3}+p x+q, 3 x^{2}+p, 0$.
for $\mathrm{T}_{1}^{(1)}: \mathrm{x}^{3}+\mathrm{px}+\mathrm{q}, 3 \mathrm{x}^{2}+\mathrm{p},-6 \mathrm{px}-9 \mathrm{q}, 0$.
for $\mathrm{T}_{1}^{(2)}: \mathrm{x}^{3}+\mathrm{px}+\mathrm{q}, 3 \mathrm{x}^{2}+\mathrm{p},-6 \mathrm{px}-9 \mathrm{q},-9\left(4 \mathrm{p}^{3}+27 \mathrm{q}^{2}\right), 0$
for $T_{0}: x^{3}+p x+q, 3 x^{2}+p,-9 q, 0$.
We can now state the parameterized version of Sturm's theorem.

Theorem 8.2: Let $F\left(t_{i}, x\right)=u_{n} x^{n}+u_{n-1} x^{n-1}+\ldots+u_{0} \varepsilon A[x]$ where $u_{j}\left(t_{i}\right) \varepsilon A=Z\left[t_{1}, \ldots, t_{r}\right]$, the $t_{i}$, and $x$ indeterminants. Then we can determine in a finite number of steps a finite set of polynomial relations of the form $C=0$. C 0 , $C \neq 0$ where $C E A$ such that for any real closed field $R$ the statement $F\left(c_{i}, x\right)=0$ for $c_{i} \varepsilon R$ has a solution is equivalent to the validity for $t_{i}=c_{i}$ of every relation in any $\mathrm{T}_{\mathrm{k}}$.
Proof: Let $G\left(t_{i}, x\right)=F^{\prime}\left(t_{i}, x\right)=n u_{n} x^{n-1}+(n-1) u_{n-1} x^{n-1}$ $+\ldots+u_{1}$. If $G=0$ then $F\left(t_{i}, x\right)=u_{o} \varepsilon A$ and the result of the theorem is trivial. If $G\left(t_{i}, x\right) \neq 0$ so we can apply theorem 8.2 to obtain a cover $d=\left\{S_{j}\right\}$ and sequences of polynomials $\mathrm{F}_{\mathrm{jl}}, \ldots \mathrm{F}_{\mathrm{js}}{ }_{j}{ }^{\varepsilon A[\mathrm{x}]}$ such that if ( $\mathrm{c}_{1}, \ldots, \mathrm{c}_{\mathrm{r}}$ ) $\varepsilon S_{j}(R)$ then $F_{j 1}\left(c_{i}\right), \ldots, F_{j s_{j}}\left(c_{i}\right)$ differ by a non-zero multiplies from the standard sequence for $F\left(c_{i}, x\right)$. If we take one of these $S_{j}$ and assume $\left(c_{1}, \ldots, c_{r}\right) \varepsilon S_{j}(R)$ then either $u_{n}\left(c_{i}\right)=\ldots=u_{1}\left(c_{1}\right)=0$ or there is $1 \leq m \leq n$ such that $u_{m}\left(c_{i}\right) \neq 0$ and $u_{j}\left(c_{i}\right)=0 \mathrm{~m}<j \leq n$, then the roots of $F\left(c_{i}, x\right)=0$ are in the interval $(-k, k)$ when $k=$ $(m+1)+\sum_{0}^{m-1} u_{j}\left(c_{1}, \ldots, c_{r}\right)^{2} u_{m}\left(c_{1}, \ldots, c_{r}\right)^{-2}$. Since the terms of the sequence $\mathrm{F}_{\mathrm{jo}}\left(\mathrm{c}_{\mathrm{i}}, \mathrm{x}\right), \ldots, \mathrm{F}_{\mathrm{j} \mathrm{s}_{j}}\left(\mathrm{c}_{\mathrm{i}}, \mathrm{x}\right)$ are positive multiples of those of the standard sequence for $\mathrm{F}_{\mathrm{jo}}\left(\mathrm{c}_{\mathrm{i}}, \mathrm{x}\right)$ it follows that $F\left(c_{i}, x\right)$ has a root if and only if $F_{j o}\left(c_{i},-k\right), \ldots, F_{j s_{j}}\left(c_{1},-k\right)$ exceeds those of $F_{j o}\left(c_{i}, k\right), \ldots$,
$F_{j s_{j}}\left(c_{i}, k\right)$. We now write $g_{j k}\left(t_{1}, \ldots, t_{r}\right)=u_{m} n_{k}$
$F_{k}\left(t_{i}, m+1+\sum_{o}^{m-1} u_{j} u_{m}^{-2}\right)$ and $h_{j k}\left(t_{1}, \ldots, t_{r}\right)=u_{m}^{2 n_{k}} F_{j k}\left(t_{i}\right.$, $\left.-(m+1)-\sum_{0}^{m-1} u_{j}^{2} u_{m}^{-2}\right) . \quad n_{k}$ is the degree in $x$ of $f_{j k}$ so $g_{j k}\left(c_{i}\right), h_{j k}\left(c_{i}\right)$ differ from $F_{j k}\left(c_{i}, k\right), F_{j k}\left(c_{i},-k\right)$ by positive multipliers. So for $\left(c_{1}, \ldots, c_{r}\right) \varepsilon S_{j}(R) F\left(c_{i}, x\right)=0$ has a root if the number of variation in sign of $h_{j o}\left(c_{i}\right)$, $\ldots, h_{j s j}\left(c_{i}\right)$ exceeds that of $g_{j 0}\left(c_{i}\right), g_{j l}\left(c_{i}\right), \ldots, g_{j s j}\left(c_{i}\right)$, so we consider all possible orderings $\mathrm{g}_{\mathrm{jo}}<0, \mathrm{~g}_{\mathrm{jk}} \geqslant 0, \mathrm{~g}_{\mathrm{s}} \geqslant 0$, $h_{j 0}>0, h_{j k}<0, h_{j s}<01<k<j_{s-1}$ and we form all possible collections of g's and h's such that the number of variation of h's sequences exceeds that of $g$ and we obtain a collection of relation for $T_{k}$ and we do this for all the other elements of the cover. We can still apply this theorem for the existence of roots of $F\left(t_{i}, x\right)=0$ in ( $-c, c$ ). Just replace $k$ by $c$ and we obtain a corresponding collection $\left\{T_{1}, \ldots, T_{s}\right\}$. Each consists of a finite set of relations of the form $C=0, C>0, C \neq 0, C \in A$.

## 9. Elimination Procedures Resultants

We need to generalize theorem 8.2 to a system of equations, inequations, and inequalities with several unknowns. Before this we need the following:
Lemma 9.1: Let $f_{i}(x) 1 \leq i \leq m, g(x) \varepsilon F[x], F$ is a field and let $d(x)$ be the greatest common divisor of the $f_{i}(x)$ then there is a $p$ in some extension field of $F$ such that $f_{i}(p)=0,1 \leq i \leq m$ and $g(p) \neq 0$ if and only if either all
$f_{i}(x)=0$ and $g(x) \neq 0$ or $d(x) \neq 0$ and $d(x)$ is not a factor of $g(x)$ deg $d(x)$.

Proof: If $f_{i}(x)=0$ for every $i$ and $g(x) \neq 0$ then the result is obvious. Since we can choose p not a root of $g(x)$ since $g(x)$ has a finite number of roots then $f_{i}(p)=0$ and $g(p) \neq 0$. Assume that not all $f_{i}(x)=0 \quad 1 \leq i \leq m$ then there is a greatest common divisor $d(x)$ of $f_{i}(x)$ and $d(x) \neq 0$ for all $i$ in some extension field of $F$ if and only if $d(p)=0$. So if some $f_{i}(x) \neq 01 \leq i \leq m$ then the statement of the theorem holds if and only if $d(x)$ is of positive degree and there is an irreducible factor of $d(x)$ which is not a factor of $g(x)$, for if this is true and $p(x)$ is such a factor and $\theta$ is a root of $p(x)$ then $d(\theta)=0$ and $f_{i}(\theta)=0$, $g(\theta) \neq 0$. On the other hand, if $d(x)=1$, then $f_{i}(x)=0$ $1 \leq i \leq m$ has no solution. If every irreducible factor of $d(x)$ is a factor of $g(x)$ then if $d(p)=0$ in some extension field then $g(p)=0$ since $p(x) / g(x)$ where $p(p)=0$ and $p(x)$ is an irreducible factor of $d(x)$ and also no solution of $f_{i}(x)=0, g(x) \neq 0$ exists. Since $d(x)=1$ or every irreducible factor of $d(x)$ divides $g(x)$ is equivalent to $d(x) /$ $g(x)^{\operatorname{degd}(x)}$

Remark: Since $g_{1}(x) \neq 0, g_{2}(x) \neq 0, \ldots, g_{s}(x) \neq 0$ is equivalent to $g(x) \neq 0$ where $g(x)=\underset{\underset{I}{s}}{S_{i}}(x)$ then Lemma (9.1) can be stated more generally with $g_{1}(p) \neq 0, \ldots, g_{s}(p) \neq 0$ substituted for $g(p) \neq 0$.

Lemma 9.2: Let $F\left(t_{i}, x\right), G\left(t_{i}, x\right), \ldots, H\left(t_{i}, x\right) \varepsilon A[x]$ where $A=K\left[t_{1}, \ldots, t_{r}\right]$ and $K=Z$ or $Z /(p)$. $p$ is a prime then we can find in a finite number of steps a cover $C=$ $\left\{S_{1}, \ldots, S_{h}\right\}$ and for each $S_{k}$ a polynomial $D_{k}\left(t_{i}, x\right) \in A[x]$ such that for any extension field $F$ of $K$ and any ( $c_{1}, \ldots$, $\left.c_{r}\right) \varepsilon F^{(r)}$ such that $\left(c_{1}, \ldots, c_{r}\right) \varepsilon S_{k}(R)$ then $D_{k}\left(c_{i}, x\right)$ is a.greatest common divisor of $F\left(c_{i}, x\right), G\left(c_{i}, x\right), \ldots, H\left(c_{i}, x\right)$. Proof: If every polynomial is zero then the result is trivial and if the number of polynomials is one it is also obvious since $D_{1}\left(t_{i}, x\right)=F\left(t_{i}, x\right)$ works. If we have two polynomials $F\left(t_{i}, x\right), G\left(t_{i}, x\right)$ then by theorem 8.1 the result follows immediately. So we use induction and assume that the result is true for polynomials $F_{1}\left(t_{i}, x\right), F_{2}\left(t_{i}, x\right)$, $\ldots, F_{n}\left(t_{i}, x\right)$. Assume we have $F_{n+1}\left(t_{i}, x\right)$ in addition then we can assume that we have a cover $C^{\prime}=\left\{T_{1}, \ldots, T_{s}\right\}$ and polynomials $E_{k}\left(t_{i}, x\right)$ satisfying the stated condition for $F_{1}, \ldots, F_{n}$. We can apply theorem 8.1 to each pair, $E_{k}\left(t_{i}, x\right)$ and $F_{n+1}\left(t_{i}, x\right)$, and obtain a cover $C_{i}=\left\{S_{k \ell}\right\}$ and corresponding polynomials $E_{k \ell}$ such that $\left(c_{1}, \ldots, c_{r}\right)$ $\varepsilon S_{k \ell} . E_{k \ell}\left(c_{i}, x\right)$ is a greatest common divisor of $E_{k}\left(c_{i}, x\right)$ and $F_{n+1}\left(c_{i}, x\right)$, hence a greatest common divisor of $F_{1}, \ldots, F_{n}$. Now we refine the cover $C^{\prime}$ by replacing each $\mathrm{T}_{\mathrm{k}}$ by $\mathrm{T}_{\mathrm{k}}^{(1)}, \mathrm{T}_{\mathrm{k}}^{(2)}, \ldots$ determined by the cover $\mathrm{C}_{\mathrm{k}}$ and so we have the cover $C=\left\{T_{k}^{\ell}\right\}$ and the corresponding $E_{k \ell}$ satis fying the theorem.

Theorem 9.1: Let $\mathrm{K}=\mathrm{Z}$ or $\mathrm{Z} /(\mathrm{p}), \mathrm{p}$ is prime and let $\mathrm{A}=$ $K\left[t_{i}, \ldots, t_{t}\right]$ and $B=A\left[x_{1}, \ldots, x_{n}\right], x_{i}, t_{i}$ indeterminants. Then if $F_{1}, \ldots, F_{m}, G \varepsilon B$, one can determine in a finite number of steps a finite collection $\left\{T_{1}, T_{2}, \ldots, T_{s}\right\}$ where $T_{j}=\left\{f_{j 1}, f_{j 2}, f_{j m}, g_{i}\right\} \in A$ such that if $F$ is an extension field of $K$ and ( $c_{1}, \ldots, c_{r}$ ) $\varepsilon F^{(r)}$ then the system of equations and inequations $F_{1}\left(c_{1}, \ldots, c_{r}, x_{1}, \ldots, x_{n}\right)=0$, $F_{2}\left(c_{1}, \ldots, c_{r}, x_{1}, \ldots, x_{n}\right)=0, \ldots, F_{m}\left(c_{1}, \ldots, c_{r}, x_{1}, \ldots, x_{n}\right)$ $=0, G\left(c_{1}, \ldots, c_{r}, x_{1}, \ldots, x_{n}\right) \neq 0 \ldots(1)$, has a solution in some extension field $E$ of $F$ if and only if the system of equations and inequation $f_{j l}\left(c_{1}, \ldots, c_{r}\right)=0, \ldots$, $f_{j m}\left(c_{1}, \ldots, c_{r}\right)=0, g_{j}\left(c_{1}, \ldots, c_{r}\right) \neq 0$ is solvable for some $1 \leq j \leq s . . .(2)$.

Proof: Assume that $n=1$, then there is a cover $C=\left\{S_{j}\right\}$ and, for each $S_{j}$, a polynomial $D_{j}\left(t_{i}, x\right) E A[x]$ such that if $\left(c_{1}, \ldots, c_{r}\right) E S_{j}(F)$ then $D_{j}\left(c_{1}, \ldots, c_{r}, x\right)$ is a greatest common divisor of $F_{1}\left(c_{i}, x\right), \ldots, F_{m}\left(c_{i}, x\right)$, and such that for every $\left(c_{1}, \ldots, c_{r}\right) \varepsilon S_{j}(F)$ either $D_{j}\left(c_{i}, x\right)=0$ or $D_{j}\left(c_{i}, x\right) \neq 0$ for every $\left(c_{1}, \ldots, c_{r}\right) \varepsilon S_{j}(F)$ and in this case there is $R_{j}\left(t_{i}, x\right) \in A[x]$ such that for $\left(c_{1}, \ldots, c_{r}\right) \in S_{j}(F), R_{j}\left(c_{i}, x\right)$ differs by a non-zero multiplier in $F$ from the remainder when dividing $G\left(c_{i}, x\right) \operatorname{deg}_{x} D_{j}$ by $D_{j}\left(c_{i}, x\right)$.

This fillows from Lemma (9.2) since we can construct a cover $C=\left\{T_{k}\right\}$ and polynomials $D_{k}\left(t_{i}, x\right)$ such that for $\left(c_{1}, \ldots, c_{r}\right) \in T_{k}(F), D_{k}\left(c_{i}, x\right)$ is a greatest common divisor
of $F_{1}\left(c_{i}, x\right), \ldots, F_{m}\left(c_{i}, x\right)$, and for each $D_{k}\left(t_{i}, x\right) \neq 0$ there is a cover $C_{k}=\left\{S_{k \ell}\right\}$ such that for $\left(c_{1}, \ldots, c_{r}\right) \varepsilon S_{k \ell}(F)$ either $D_{k}\left(c_{i}, x\right)=0$ or for all $\left(c_{1}, \ldots, c_{r}\right) \varepsilon S_{k \ell}(F), D_{k}\left(c_{i}, x\right)$ $\neq 0$ then we can apply division algorithm to find polynomials $R_{k \ell}\left(t_{i}, x\right) \varepsilon A[x]$ such that $\left(c_{1}, \ldots, c_{r}\right) \varepsilon S_{k \ell}(F)$ then $R_{k \ell}\left(c_{i}, x\right)$ differ by non-zero multiplier from the remainder on dividing $G\left(c_{i}, x\right)$ by $D_{j}\left(c_{i}, x\right)$ and finally we refine the cover $T=\left\{T_{k}\right\}$ by substituting each $T_{k}$ by $\left\{T_{k}^{(1)}, T_{k}^{(2)}\right.$, $\ldots\}$ defined by the cover $\left\{S_{k \ell}\right\}$. So we have the cover $C=\left\{S_{j}\right\}$ and polynomials $D_{j}$.

Next we consider all $\left(c_{1}, \ldots, c_{r}\right) E S_{j}(F)$ and we begin to find for which $\left(c_{1}, \ldots, c_{r}\right)$ the system (1) has a solution, first if $D_{j}\left(c_{1}, \ldots, c_{r}\right)=0$ then (1) has a solution if $G\left(c_{i}, x\right) \neq 0$ by Lemma (l) and so if the coefficients of a power of $x$ in $G\left(c_{i}, x\right)$ is not zero. If $D_{j}\left(c_{i}, x\right) \neq 0$ then a solution for (1) exists in some extension field of $F$ if and only if $R_{i}\left(t_{i}, x\right) \neq 0$ since by Lemma 1 we need $I_{j}\left(c_{i}, x\right)$ is not a factor of $G\left(c_{i}, x\right)$ deg $D_{j}$ and so this is true if some coefficient of a power of $x$ in $R_{j}\left(t_{i}, x\right)$ is not zero. We see also that the two cases $G\left(t_{i}, x\right)=0$ and $R_{j}\left(t_{i}, x\right)=0$ implies that (1) has no solution. So by excluding these two cases we can obtain the system (2) by multiplying the inequations defining $S_{j}$ by a non-zero coefficient of $G\left(t_{i}, x\right)$ if $D_{j}\left(c_{i}, x\right)=0$ and by a non-zero coefficient of $R_{j}\left(t_{i}, x\right)$ if $D_{j}\left(c_{i}, x\right) \neq 0$ so this
inequation together with the equations defining $S_{j}$ forms one of the system (2) and doing this for all $S_{j}$ we obtain the system (2).

Now we proceed by induction on $n$ and we assume $n>1$ so we can consider $t_{1}, t_{2}, \ldots, t_{r}, x_{1}, \ldots, x_{n-1}$ as parameters and apply the previous result to obtain a finite set $C=$ $\left\{A_{j}\right\}$ where $A_{j}$ consists of polynomial equations and inequation with coefficients in $K$ in the indeterminant $t_{1} \ldots, t_{r}, x_{1}, \ldots, x_{n-1}$ satisfying the conditions for one unknown $x_{n}$. Then using the induction hypothesis we can assume that for each $A_{j}$ we have a finite number of systems of polynomial equations and an inequation with coefficients in $K$ in the indeterminant $t_{1}, \ldots, t_{r}$, if $M_{1}, \ldots, M_{s}$ are the systems obtained then this satisfied the conditions of the system (1), for if ( $c_{1}, \ldots, c_{r}$ ) $\varepsilon F^{(r)}$ has the property that (1) has a solution ( $p_{1}, \ldots, p_{r}$ ) in some extension field $E$ of $F$ then ( $\left.c_{1}, \ldots, c_{r}, p_{1}, \ldots, p_{n-1}\right) \in E^{n+r-1}$ has the property that for this choice of $\left(t_{1}, \ldots, t_{r}\right.$, $x_{1}, \ldots, x_{n-1}$ ) (1) has the solution $p_{n}$ so ( $c_{1} \ldots, c_{r}$, $p_{1}, \ldots, p_{n}$ ) satisfies one of the systems $p_{j}$ and consequently one of $M_{k}$. Conversely, if $\left(c_{1}, \ldots, c_{r}\right), c_{i} \in F$ satisfies one of the systems $M_{k}$, then there exists $p_{i}$ in an extension field $E$ of $F$ such that one of the systems is solvable for $p_{1}, \ldots, p_{n-1}$ in $E$ so there is an extension field $E^{\prime}$ of $E$ and consequently of $F$ such that ( $p_{1}, \ldots, p_{n}$ ) is a solution
for (1) for $t_{i}=c_{i}$ and so $M_{k}$ are the required systems.
Next we have the following criterion for the existence of a common factor of positive degree of two polynomials. Theorem 9.2. Let $f(x)=a_{n} x^{n}+a_{n-1} x^{n-1}+\ldots+a_{0}$ and $g(x)=$ $b_{m} x^{m}+b_{m-1} x^{m-1}+\ldots+b_{o}$ where $n 0$, $m 0$ and put


Then Res ( $f, g$ ) $=0$ if and only if $a_{n}=0=b_{m}$ or $f(x)$ and $g(x)$ have a common factor of positive degree. Proof: If $a_{n}=0=b_{m}$ then the first column of the determinant is zero so $\operatorname{Res}(f, g)=0$.

Next assume that $f(x)$ and $g(x)$ have a common factor $h(x)$ of positive degree and either an $\neq 0$ or $b m \neq 0$, then by symmetry if an $\neq 0$ then we can write $f(x)=f_{1}(x) h(x)$ and $g(x)=g_{1}(x) h(x)$ and $f_{1}(x) \neq 0$, and if degree $h(x)=k$ then $\operatorname{deg} f_{1}(x)=n-k$;if $g(x)=0$ then $g_{1}(x)=0$ or from
the equation, $f(x) g_{1}(x)=g(x) f_{1}(x)$ we conclude that deg $g_{1}(x) \leq m-1$. In any case, we can write $f_{1}(x)=-c_{n-1} x^{n-1}$ $-c_{n-2} x^{n-2}-\ldots-c_{0}, g_{1}(x)=d_{m-1} x^{m-1}+\ldots+d_{o}$ and some $c_{i} \neq 0$ since $f_{1}(x) \neq 0$, we can substitute for $\mathrm{fg}_{1}=\mathrm{gh}_{1}$ and we have

$$
\begin{gather*}
\left(a_{n} x^{n-1}+\ldots+a_{o}\right)\left(d_{m-1} x^{m-1}+\ldots+d_{o}\right)+\left(b_{m} s^{m}+\ldots+b_{o}\right) \\
\left(c_{n-1} x^{n-1}+\ldots+c_{o}\right)=0 \ldots \tag{4}
\end{gather*}
$$

If we equate the coefficients of the $x$ 's we get a system of equations $a_{n} d_{m-1}+b_{m} c_{n-1}=0$

$$
\begin{align*}
& a_{n} d_{m-2}+a_{n-1} d_{m-1}+b_{m} c_{n-2}+b_{m-1} c_{m-2}=0 \ldots  \tag{5}\\
& a_{0} d_{0}+b_{o} c_{0}=0
\end{align*}
$$

We can consider this sytem as a linear equation in the $c^{\prime} s$ and $d ' s$ in the order $d_{m-1}, d_{m-2}, \ldots, d_{0}, c_{n-1}, \ldots c_{0}$, since this system has a non-trivial solution since not all the $c$ 's and d's are zeros so the determinant of the coefficient matrix $=\operatorname{Res}(f, g)=0$. Conversely assume $\operatorname{Res}(f, g)=0$ then from equations (4) and (5) we conclude that there exist $f_{1}(x)$ and $g_{1}(x)$ such that $f(x) g_{1}(x)=$ $g(x) f_{1}(x)$ and $\operatorname{deg} f_{1} \leq n-1$, deg $g_{1} \leq m-1$ and not both $f_{1}$ and $g_{1}$ are zero. If we assume $f_{1} \neq 0$ then if $g_{1}(x)=0$ we have $\mathrm{fg}_{1}=\mathrm{gf} \mathrm{f}_{1}$ implies that $\mathrm{g}=0$ so $\mathrm{b}_{\mathrm{m}}=0$. Hence either $a_{n}=0$ or $f(x)$ is a non-zero common factor of $f$ and $g$. If $f_{1} \neq 0$ and $g_{1} \neq 0$ then either $g=0$ and hence $b_{m}=0$ and so either $a_{n}=b_{m}=0$ or there is a common
factor of positive degree of $f(x)$ and $g(x)$. Finally, if $f_{1}(x) \neq 0, g_{1}(x) \neq 0$ and $g(x) \neq 0$ then either $a_{n}=b_{m i}=0$ or $a_{n} \neq 0$ or $a_{n} \neq 0$ and in this case $\operatorname{deg} f_{1}(x) \leq n-1$ and from $f(x) g_{1}(x)=g(x) f_{1}(x)$ and factoring both sides into irreducible factors we see that one of the irreducible factors of $f(x)$ must divide one of the irreducible factors of $g(x)$ and conversely. So $f(x)$ and $g(x)$ have a common factor of positive degree.
Remark: In theorem 9.1 the system of equations and inequation of the form (1) is solvable if and only if the following system involving one more indeterminant $x_{i+1}$ is solvable.
$F_{1}\left(c_{1}, \ldots, c_{r}, x_{i}, \ldots, x_{n}\right)=\ldots=F_{m}\left(c_{1}, \ldots, c_{r}, x_{1}, \ldots, x_{n}\right)=$ 0 and $x_{n+1} G\left(c_{1}, \ldots, c_{r}, x_{1}, \ldots x_{n}\right)-1=0$. Since $x_{n+1}$ $G\left(c_{1}, \ldots, c_{r}, x_{1}, \ldots, x_{n}\right)-1=0$ is equivalent to $G\left(c_{1}, \ldots, c_{r}, x_{1}, \ldots, x_{n}\right) \neq 0$, by this case we get rid of the inequation in the theorem and consider only a system of equations.
10. The Decision Method for an Algebraic Curve.

This section will give a method due to A. Seidenberg for deciding whether or not an equation $f(x, y)=0$, $f(x, y) \varepsilon R[x, y]$ has a real root, $R$ a real closed field. This will depend on the simple fact that if $f(x, y)=0$ has a real root, then it has a root nearest the origin and this root is also a solution of $g(x, y)=x\left(\frac{\partial f}{\partial y}\right)$ $-y\left(\frac{\partial f}{\partial x}\right)=0$. If $(a, b)$ is such a solution, then $a$ is $a$ root of $h(x)$ where $h(x)$ is the resultant of $f(x, y)$ and $g(x, y)$ as polynomials in $y$. These two results are codified in the following two lemmas.

Lemma 1: Let $f(x, y) \varepsilon R[x, y], R$ a real closed field, $x, y$ indeterminants. Then if $f(x, y)=0$ has a solution in $R$, it has a solution (a,b) nearest the origin.

Proof: We consider the intersection of $f(x, y)=0$ with $x^{2}-y^{2}=c^{2}, c \in R$. Our hypothesis implies that we have a non-empty intersection since there is a solution ( $a, b$ ) of $f(x, y)=0,(a, b)$ is a solution for $x^{2}+y^{2}=\left(\left(a^{2}+b^{2}\right)^{\frac{1}{2}}\right)$. Now let $S=\left\{\operatorname{ceR} / f(x, y)=0\right.$ meets $\left.x^{2}+y^{2}=c^{2}, c>0\right\}$. We first show that $S$ is the same as the set of $c \geq 0$ such that $g(c, x)$ has a root in $[-c, c]$ where $g(t, x)$ is the resultant with respect to $y$ of $f(x, y)$, and $x^{2}-y^{2}-t^{2}$ as polynomials in $R[t, x, y]$.

If $c \varepsilon S$ and ( $a, b$ ) is a point of intersection of $x^{2}+y^{2}=c^{2}$ and $f(x, y)=0$, then $f(a, y)$ and $y^{2}+a^{2}-c^{2}$
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Lemma 1: Let $f(x, y) \in R[x, y], R$ real closed field, $x, y$ indeterminants. Then if $f(x, y)=0$ has a solution in $R$, it has a solution ( $a, b$ ) nearest the origin.

Proof: We consider the intersection of $f(x, y)=0$ with $x^{2}-y^{2}=c^{2}, c \varepsilon R$. Our hypothesis implies that we have a non-empty intersection since there is a solution ( $a, b$ ) of $f(x, y)=0,(a, b)$ is a solution for $x^{2}+y^{2}=\left(\left(a^{2}+b^{2}\right)^{\frac{1}{2}}\right)$. Now let $S=\left\{c \in R / f(x, y)=0\right.$ meets $\left.x^{2}+y^{2}=c^{2}, c>0\right\}$. We first show that $S$ is the same as the set of $c \geq 0$ such that $g(c, x)$ has a root in $[-c, c]$ where $g(t, x)$ is the resultant with respect to $y$ of $f(x, y)$, and $x^{2}-y^{2}-t^{2}$ as polynomials in $R[t, x, y]$.

If $c \in S$ and ( $a, b$ ) is a point of intersection of $x^{2}+y^{2}=c^{2}$ and $f(x, y)=0$, then $f(a, y)$ and $y^{2}+a^{2}-c^{2}$
have a common factor. Therefore $g(c, a)=0$; hence $g(c, x)$ has a root $a$, with $-c \leq a \leq c$. On the other hand, if $c \geq 0$ such that $g(c, x)$ has a root a with $-c \leq a \leq c$ then $y^{2}+a^{2}-c^{2}$ and $f(a, y)$ have a common factor of positive degree by the theorem or resultants. Since the factors of $y^{2}+a^{2}-c^{2}=0$ are $y \mp \overline{+} b$ where $b=\left(c^{2}-a^{2}\right)^{\frac{1}{2}}$ then $(a, b)$ or $(a,-b)$ is a point of intersection of $f(x, y)=0$ and $x^{2}+y^{2}=c^{2}$, hence $c \varepsilon S$. If $S^{\prime}$ is that subset of $S$ consisting of that $c \in R$ such that $g(c, x)$ has a root in the open interval ( $-c, c$ ) then by the remark on theorem 8.2 we see that $S^{\prime}$ is the union of a finite number of sets defined by finite systems of polynomial equations $p(c)=0$, inequations $q(c)>0$ and inequalities $r(c)>0$ where $p(t), q(t)$ and $r(t) \varepsilon R[t]$. If we look at the loci in $R$ of $p(t)=0, q(t) \neq 0$, $r(t)>0$ we see that the set of points $c$ such that $c>0$, $p(c)=0, q(c) \neq 0, r(c)>0$ is the union of a finite number of open sets which might be open, closed, half open, single point or extend to $\infty$. So $S^{\prime}$ is a subset of $R$ of this form and since $q(c, \mp c)=0$ is either a finite set or all of $R$ then $S$ has the same structure as $S^{\prime}$. Now if we show that the complement of $S$ in the non-negative real numbers is the union of open intervals then $S$ is the union of a finite number of closed intervals so it has a minimum element. Let $d \notin S$ then $g(d, x)-d \leq x \leq d$ has no solution. Write $g(t, x)$ as a polynomial in $x$ and $(t-d), g(t, x)=g_{0}(x)$
$+g_{1}(x)(t-d)+\ldots+g_{m}(x)(t-d)^{m}$ then $g_{o}(u) \neq 0,-d \leq u \leq d$ and so there exists $d^{\prime}>d$ such that $g_{0}(u) \neq 0-d^{\prime} \leq u \leq d^{\prime}$. Then there are $b>0$ and $B>0$ such that $\left|g_{o}(u)\right| \geq b,\left|g_{i}(u)\right| \leq B$ $u \in\left[-d^{\prime}, d^{\prime}\right]$ by the fact that $g_{i}(u)$ are polynomials on closed intervals and hence bounded. Then if $|c-d|$ $<\frac{1}{2},|c-d|<\frac{b}{4 B}$ and $u \varepsilon\left[-d^{\prime}, d^{\prime}\right],|g(c, u)| \geq\left|g_{o}(u)\right|-\mid g_{1}(u)(c-d)$ $+\ldots+g_{m}(u)(c-d)^{m}|\geq b-2 B| c-d \left\lvert\,>b-\frac{b}{2}=\frac{b}{2}\right.$.
If $c>0$ is such that $|c-d|<\frac{1}{2},|c-d|<\frac{b}{4 B}, c \leq d^{\prime}$ then $c$ is in the complement of $S$. This means that if $d \varepsilon S$ then there is an open interval containing $d$ such that this interval is in the complement of $S$. So $S$ is the union of closed intervals as required.
Definition: A point ( $a, b$ ) on the curve $C: f(x, y)=0$ is called a simple point if $\left(\left(\frac{\partial f}{\partial x}\right)(a, b),\left(\frac{\partial f}{\partial y}\right)(a, b)\right) \neq(0,0)$. In this case the normal vector to $C$ at $(a, b)$ is $\left(\left(\frac{\partial f}{\partial x}\right)(a, b)\right.$ $\left(\frac{\partial f}{\partial y}\right)(a, b)$ ) and the tangent line to the curve $a t(a, b)$ has the equation $\left(\frac{\partial f}{\partial x}\right)(a, b)(x-a)+\left(\frac{\partial f}{\partial y}\right)(y-b)=0$. Let $(a, b)$ be a point on $C: f(x, y)=0$ nearest the origin. We want to show that $b\left(\frac{\partial f}{\partial x}\right)(a, b)^{-a\left(\frac{\partial f}{\partial y}\right)}(a, b)=0$. If $(a, b)=(0,0)$ or ( $a, b$ ) is not a simple point then this is obvious otherwise the equation we want to prove says that the vector joining the origin to ( $a, b$ ) and the normal vector to $C$ at ( $a, b$ ) are linearly dependent or $C$ and the circle with center at the origin and radius $\left(a^{2}+b^{2}\right)^{\frac{1}{2}}$ has the same tangent line at (a,b). If this is not the case then
the tangent to the curve $C$ at $(a, b)$ would contain interior points to the circle and $C$ doesn't since ( $a, b$ ) is nearest point of $C$ to $(0,0)$. The following lemma shows that this is impossible.

Lemma 2: Let $p$ be a point of intersection of a circle and a curve C. $f(x, y)=0$. Assume $p$ is a simple point of $C$ and the tangent at $p$ to $C$ contains points interior to the circle. Then $C$ itself contains points interior to the circle.

Proof: By suitable choice of axis we may assume that $p=(0,0)$ then $f(0,0)=0$. And if we choose the $x$-axis to be the tangent to the curve $C$ at $p$ then $\left(\frac{\partial f}{\partial x}\right)(0,0)=0$ and we may assume $\left(\frac{\partial f}{\partial y}\right)(0,0)=1$. We note that the center of the circle is not on the $y$ axis so we may denote it as $(a, b)$ with $a \neq 0$. Then we have $f(x, y)=f(0,0)+\left(\frac{\partial f}{\partial x}\right)(0,0)$
 $+\ldots$ and this can be written as $f(x, y)=y(1+h(x, y))$ $+g(x)$ since $\left(\frac{\partial f}{\partial y}\right)(0,0)=1$ and from this equation $h(0,0)=0$ and $g(x)$ is a polynomial divisible by $x^{2}$. Since $h(0,0)=0$ we may choose $d>0$ such that $|h(x, y)| \leq \frac{1}{2}$ if $|x| \leq d,|y| \leq d$ so $\frac{1}{2} \leq 1+h(x, y) \leq \frac{3}{2}$ and $\frac{d}{2} \leq d\left(1+h(x, d) \leq \frac{3 d}{2}\right.$ and $-\frac{3 d}{2}$ $-\frac{3 d}{2} \leq-d(1+h(x,-d)) \leq-\frac{d}{2}-d \leq x \leq d$.

Since $g(0)=0$ there existsa $d^{\prime}, 0<d^{\prime}<d$ such that $f(x, d)=d(1+h(x, d))+g(x)>0$ and $f(x,-d)<0$ if $-d^{\prime} \leq x \leq d^{\prime}$. So by the mean value theorem for every $x_{0},\left|x_{0}\right| \leq d '$ there
exists $y_{0} \varepsilon[-d, d]$ such that $f\left(x_{0}, y_{0}\right)=0$ and hence $y_{0}=-g\left(x_{0}\right)\left(1+h\left(x_{0}, y_{0}\right)\right)^{-1} \underset{\mathrm{and}}{\operatorname{and}\left(a-x_{0}\right)^{2}+\left(b-y_{0}\right)^{2}=\left(a-x_{0}\right)^{2}}$
$+\left(b-y_{0}\right)^{2}+\left(a-x_{0}\right)^{2}+\left(b+\frac{g(x)_{0}}{1+h\left(x_{0}, y_{0}\right)^{2}}\right)^{2}$
$=a^{2}+b^{2}-2 a x_{0}+x_{0}^{2}+\frac{2 b g\left(x_{0}\right)}{1+h\left(x_{0}, y_{0}\right)}+\frac{g\left(x_{0}\right)^{2}}{\left(1+h\left(x_{0}, y_{0}\right)\right)^{2}}$
Since $g\left(x_{0}\right)$ is divisible by $x_{0}{ }^{2}$, if we chose $x_{0}$ small so that $a x_{0}$ is positive then $\left(a-x_{0}\right)^{2}+\left(b-y_{0}\right)^{2} \leq a^{2}+b^{2}$ and this means that $(a, b)$ is a point interior to the circle. We have seen that if $C: f(x, y)=0$ has a solution in $R^{2}$ then $C: f(x, y)=0$ and $D: y \frac{\partial f}{\partial y}-x \frac{\partial f}{\partial y}=0$ have a common point and more generally if $C: f(x, y)=0$ has a solution in $R^{2}$ and $(0,0)$ is replaced by ( $c, d$ ) then $C$ and $D$ : $(y-d) \frac{f}{x}-(x-a) \frac{\partial f}{\partial y}=0$ have a common point. We shall use this fact to obtain Seidenberg method for deciding the solvability of $f(x, y)=0$ in $R^{2}$. First let $f(x, y) \in R[x, y]$. Using the Euclidean algorithm we can determine a greatest common divisor of the coefficients of $y$ of $f(x, y)$ and if $d(x)$ is the greatest common divisor we can write $f(x, y)=d(x) f_{1}(x, y)$ where $f_{1}(x, y)$ is not divisible by a polynomial in $x$. If $f(x, y)=0$ is solvable in $R^{2}$ then either $d(x)$ is solvable or $f_{1}(x, y)$ is solvable and the converse is also true. This means that we can reduce our problem to that of primitive one in $R[x, y]$ as polynomials in $y$ since $d(x)=0$ can be decided by Sturm's theorem.

Next if $f(x, y) \varepsilon R[x, y]$ is a primitive polynomial in $y$ we can determine by Euclidean algorithm a greatest common divisor of $f(x, y)$ and $\frac{\partial f}{\partial y} f(x, y)$ in $R(x)[y]$ and we can write that as $u(x) v(x)^{-1} d(x, y)$ where $R(x)$ is the field of fractions of $R[x]$ and $d(x, y)$ is $y$ primitive then we see that $g(x, y)=f(x, y) d(x, y)^{-1}$ has the same roots as $\mathrm{f}(\mathrm{x}, \mathrm{y})$ and no multiple roots exist and the solvability of $f(x, y)=0$ is equivalent to that of $g(x, y)=0$ for the same reason. So we notice that this reduces the problem to polynomials which are y primitive with no multiple factors of positive $y$ degree and this means that $f(x, y)$ and $\left(\frac{\partial}{\partial y}\right)(f(x, y)$ ) has no common factor of positive $y$ degree in $R(x)[y]$. Consider $f(x, y)$ and the polynomial defined by $g(t, x, y)=y \frac{\partial f}{y}-(x-t) \frac{\partial f}{y}$ and let $h(t, x)$ be their resultant as polynomials in $y$. Now $h(t, x) \neq 0$. Otherwise $h(c, x)=0$ for every $c \varepsilon R$, which means that $f(x, y)$ and $g(c, x, y)$ have a common factor of positive degree in $y$ and since we have a finite number of factors of $f(x, y)$ this means that there is $c_{1} \neq c_{2}$ such that $g\left(c_{1}, x, y\right), g\left(c_{2}, x, y\right)$ and $f(x, y)$ have a common factor which implies that we have $f(x, y)$ and $\frac{\partial f}{\partial y}=\left(c_{1}-c_{2}\right)^{-1}$ $\left[g\left(c_{1}, x, y\right)-g\left(c_{2}, x, y\right)\right]$ have a non-trivial common factor, a contradiction with the choice of $f(x, y)$; hence $h(t, x)$ $\neq 0$. Let $c$ be chosen such that $h(x)=h(c, x) \neq 0$ and write $g(x, y)=g(c, x, y)=y\left(\frac{\partial f}{\partial y}\right)-(x-c)\left(\frac{\partial f}{\partial y}\right)$. We see that
these two polynomials have no common factor of positive degree in $y$ since $h(x) \neq 0$ and since $f(x, y)$ is primitive y polynomial so they have no common factor in x alone. Since we have seen that if $f(x, y)=0$ has a root in $R^{2}$ then also $f(x, y)=0$ and $g(x, y)=y \frac{\partial f}{\partial x}-(x-c) \frac{\partial f}{\partial y}=0$ has a common point in $R^{2}$ and this means that if $(a, b)$ is such a point then $f(a, y)$ and $g(a, y)$ have the common factor $y-b$ which implies that $h(a)=0$ so $h(x)=0$ has $a$ solution. In fact this result is convertible also so if $h(x)$ has a root a then $f(x, y)$ and $g(x, y)$ have a common factor. This can be proved provided that we choose the generators $x, y$ of $R[x, y]$ suitably. So the main result we have is that $f(x, y)=0$ has a root in $R^{2}$ equivalent to that $h(x)$ which is the resultant of $f(x, y)$ and $g(x, y)=y \frac{\partial f}{\partial x}-(x-c) \frac{\partial f}{\partial y}$ has a root and this can be decided by Sturm's theorem. There is an extension of this procedure to the case of $\mathrm{f}(\mathrm{x}, \mathrm{y})=0$ restricted by $\mathrm{g}(\mathrm{x}) \neq 0$. We can assume as before that $f(x, y)$ is $y$ primitive as a polynomial in $y$ and we assume that degree $g(x)>0$, otherwise it is trivial case since $g(x)$ will be a constant. So let $t(y)$ be the resultant of $f(x, y)$ and $g(x)$ as polynomials in $x, t(y) \neq 0$ since $f(x, y)$ is primitive $y$ polynomial. Let $c \in R$ be chosen such that $t(c) \neq 0$ and we replace $f(x, y)$ by $f_{1}(x, y)=f(x, y+c)$. Now $f(x, y)=0$, $g(x) \neq 0$ is solvable if and only if the system
$f_{1}(x, y)=0, g(x) \neq 0$ is solvable, we notice that the resultant with respect to $x$ of $f_{1}(x, y)$ and $g(x)$ is $t(y+c)$ and this is different from 0 for $y=0$ so $f_{1}(x, 0)$ and $g(x)$ have no common factor in $R[x]$. If we put $f_{2}(x, y)=$ $f_{l}(x, g(x) y)$ then $f_{1}(x, y)=0, g(x) \neq 0$ is solvable in $R$ if and only if $f_{2}(x, g(x) y)$ is solvable in $R$, since if $(a, b)$ is a solution of the first system then $f_{2}\left(a, g\left(a^{-1} b\right)\right)$ $=f_{1}(a, b)=0$. On the other hand, if $F_{2}(a, c)=f_{1}(a, g(a) c)$ $=0$ then $\mathrm{g}(\mathrm{a}) \neq 0$. Otherwise, if $\mathrm{g}(\mathrm{a})=0$ then $\mathrm{g}(\mathrm{x})$ and $f_{1}(x, 0)$ have a common factor $(x-a)$, a contradiction with the fact that $f(x, 0), g(x)$ have no common factor. Now if $b=g(a) c$ then $(a, b)$ satisfies $f_{1}(x, y)=0, g(x)$ $\neq 0$. So this case, which is the solvability of $f_{1}(x, y)$ $=0, g(x) \neq 0$, turns out to be a problem of deciding the solvability by Sturm's theorem of their resultant and the problem of solvability of $f(x, y)=0, g(x) \neq 0$ is reduced to the problem of solvability of $h(x) \in R[x]$.
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