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AN ABSTRACT 

Of 

THE APPLICABILITY OF GRAPH THEORY TO LARGE 

SCALE SCHOOL AND EXAMINATION SCHEDULING PROBLEMS 

by 

Francis J. Vasko 

In this paper is developed a computer program 

which uses a graph theoretic approach, developed by 

Welsh and Powell (10) , to construct large scale time- 

tables.  This program is capable of constructing sched- 

ules for as many as 960 events.  For example, this pro- 

gram will schedule a total of 960 classes or examina- 

tions.  It is also shown through linear regression 

analysis, that accurate preliminary approximations can 

be made for the number of timeslots required to schedule 

all the events, the maximum number of events scheduled 

per timeslot, and the execution time of this program on 

the CDC 64 00 computer. 

Also, it is shown that this program can be used 

effectively to schedule classes on the secondary school 

level and to schedule examinations on the college and 

university level.  Finally, a comparison is made of 

this method to other methods presently in use and a 

description is given of how this program may be used 

if added constraints are imposed. 
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CHAPTER 1 

INTRODUCTION 

In today's society there are many scheduling prob- 

lems which deal with assigning events to certain time- 

slots with the restriction that certain events may not 

be assigned to the same timeslot.  Two common examples 

of this type of problem are secondary school class 

scheduling and university examination scheduling.  In the 

first case, for a given day, there are a number of classes 

which are to be scheduled into perhaps an eight or nine 

period day.  In other words, so many classes are assigned 

to meet the first period, the second period, etc.  The 

major restriction being that two or more classes which 

have a common student or students may not meet in the 

same timeslot or period.  That is, a student cannot take 

both English and math during the same period.  In uni- 

versity examination scheduling the problem is usually a 

little easier because the exams are scheduled over several 

days.  In other words, the total number of timeslots is 

not as constrained as for the school scheduling problem. 

In this paper I will outline briefly some methods 

presently used to perform scheduling of this nature. 

Then I will develop a computer program which will use a 

graph theoretic algorithm to construct schedules.  Final- 

ly, I will mention a zero-one integer programming 
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formulation of this problem. 

The purpose of this paper is to explore the use- 

fulness of a graph theoretic algorithm as a means for 

constructing large scale timetable schedules.  The equiv- 

alence of examination timetable problems with graph 

coloring problems was shown by Welsh and Powell (10). 

However, they stated that the problems remain unsolved 

when additional restrictions are imposed.  The graph 

theoretic formulation is the following: the events, 

classes or exams, are represented as vertices of the 

graph, and a pair of vertices are joined by a line if 

and only if the corresponding events cannot take place 

simultaneously.  To compute a schedule is equivalent to 

coloring the graph.  That is, color the vertices of the 

graph in a minimum number of colors, but coloring with 

different colors any two vertices joined by a line.  In 

this formulation all vertices colored the same color 

will meet in the same timeslot or period.  No conflicts 

will occur, because vertices joined by lines must be 

colored different colors, in other words, they must meet 

in different timeslots or periods. 

I will develop a computer program in Fortran IV 

which will, first of all, for a given number of events, 

simulate conflicts between the events.  Next I will use 

an approximate coloring algorithm developed by Welsh and 

-3- 



Powell (10) to actually perform the coloring, in other 

words, to actually perform the scheduling. 

The reason I'm using this approximate algorithm 

instead of an exact algorithm is twofold.  First, an 

exact algorithm would consume much more computer time 

and, hence, reduce the size of problems which could be 

dealt with effectively.  Secondly, Wood (12) has shown 

that for problems involving a low probability of con- 

flict (i.e., a probability of conflict less than .25) 

among the events the method of Welsh and Powell gives 

very good results.  The problems I'm dealing with will 

all be shown to have a low probability of conflict among 

the events, hence, justifying this method. 

Finally, I will analyze the results to determine 

the applicability of this technique to large scale 

scheduling.  In particular, its applicability to second- 

ary school scheduling and university examination sched- 

uling.  The computer program is capable of scheduling a 

maximum of about 600 events with the present dimensioned 

arrays.  If the dimensioned arrays are increased to the 

maximum allowable for the computer I used, then this 

computer program is capable of scheduling 960 events. 

The computer I used was Lehigh University's CDC 6400. 

There are available commercial data processing 

type computer programs which assign students to classes 
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based upon student requests.  In this paper I will assume 

that the classes are already assembled and the problem 

is to schedule these classes into appropriate timeslots 

or periods. 

The graph theoretic approach that I will be using 

can also take into account various room and teacher re- 

strictions by incorporating the appropriate lines into 

the graph.  However/ my formulation will only include 

the most important restriction of not scheduling a stu- 

dent for two or more classes or exams during the same 

time period. 
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CHAPTER 2 

METHODS PRESENTLY USED 

In this section I will discuss some commonly used 

methods for constructing timetables applicable either to 

secondary school class scheduling or to university exami- 

nation scheduling. 

The methods outlined will be described in terms 

of secondary school scheduling, however, the same or 

very similar results hold for university examination 

scheduling.  Differences between the two will be de- 

tailed when they arise. 

There are three common methods by which these 

scheduling problems are solved.  These methods are: 

manual scheduling, one-stage, and two-stage computer pro- 

gramming packages. 

In manual scheduling the entire problem is done 

manually by an administrator of the school, usually the 

principal or assistant principal.  This is always a 

lengthy process and is only possible when at least one 

of two conditions hold.  These conditions are: 1) the 

school must be small, usually not more than 600 total 

students, or 2) the curriculum is rigid and offers few 

or no elective courses.  The actual scheduling process 

usually involves many trial and error attempts at crea- 

ting a master schedule before a final satisfactory 
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schedule is completed. 

In the case of manual examination scheduling, 

the same procedures and difficulties are encountered 

except that the college administrator creating the exami- 

nation schedule need not worry about scheduling all the 

exams into an eight or nine period day as the secondary 

school administrator must.  In other words, the total 

number of timeslots used for examinations extends over 

several days, therefore, making larger problems suscep- 

tible to manual scheduling.  However, the work is large- 

ly trial and error.  Also it is very time consuming, 

therefore, other methods are being sought. 

Commercial computer scheduling packages make 

wide use of heuristic methods.  These programs fall into 

two general categories.  First, there are computer pack- 

ages which function in two stages. 

In the first stage the input consists of student 

course selections, teacher restrictions, class size re- 

strictions, room restrictions, etc.  This input is pro- 

cessed and a typical output would be a list of the courses 

students actually selected to enroll in.  Also as out- 

put would be a conflict matrix signifying which courses 

should not be scheduled concurrently in order to avoid 

conflicts.  As input for the second stage, the adminis- 

trator in charge now uses the information from the first 
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stage output to manually decide when to schedule the 

various course offerings into various periods of the 

school day.  Then this information is used as input for 

the second phase.  The function of the second phase of 

the computer package is to use the master schedule de- 

veloped by the administrator to schedule the students 

into the classes they selected.  Typical output from 

the second stage would be a schedule for each individual 

student scheduled successfully.  Also a list of students 

who could not be scheduled and the reason why these stu- 

dents could not be scheduled, and the percentage of stu- 

dents successfully scheduled. 

Now the administrator must decide how to alleviate 

the conflicts and thus, increase the number of students 

scheduled.  There are at least two general methods that 

can be used to reduce the number of conflicts.  First, a 

manual check of which classes seem to be causing numer- 

ous conflicts may be rescheduled manually by the adminis- 

trator.  Secondly, the students who have not been sched- 

uled successfully may be asked to select alternate courses, 

What seems to be done in practice is that the 

second phase of the package is run several times.  After 

each run the administrator in charge makes manual ad- 

justments of the first kind outlined above, and then runs 

the entire second phase again.  This revision procedure 
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continues until either no further changes can be made or 

until an acceptable level of students have been scheduled 

successfully.  Then the students who still have not been 

scheduled successfully are dealt with on an individual 

basis.  Usually the students who have not been scheduled 

successfully must make changes in their course selections 

in order to obtain a feasible schedule. 

The second general type of computer package is a 

one-stage package.  This package uses as input student 

course selections, teacher restrictions, class size re- 

strictions, room restrictions, etc.  The difference be- 

tween the one-stage and two-stage packages is that the 

one-stage package will do all the scheduling itself.  In 

other words, the output consists of a master schedule 

which has assigned to each period of the school day a 

number of classes.  In the two-stage approach this was 

done manually by an administrator.  Also as output the 

administrator receives a schedule for each individual 

student scheduled successfully, a list of students who 

could not be scheduled and the reason why these students 

could not be scheduled, and the percentage of students 

successfully scheduled.  Now the administrator must make 

manual revisions in the master schedule based upon a 

study of where the majority of conflicts are.  These re- 

visions, as in the two-stage package, involve either re- 
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scheduling classes or having students select alternate 

courses.  Usually classes are rescheduled manually and 

the entire program is rerun.  This is done several times 

until either no further changes can be made or until an 

acceptable level of students are scheduled successfully. 

Then the students who have not been scheduled success- 

fully are required to make changes in their course se- 

lections. 

When using computer packages to schedule university 

examinations, the packages and procedures are similar 

to secondary school scheduling.  Except when students 

are not scheduled successfully, in other words, when a 

student has two or more exams scheduled in the same time- 

slot, then special provisions are made for that student 

to take the exam usually during a later timeslot. 

The major disadvantage of the methods outlined 

above is the amount of time required.  Scheduling done 

totally without the aid of a computer yields very limited 

results in terms of school size or curriculum flexibility 

vhich can be dealt with in this manner.  Even the computer 

scheduling packages require a certain amount of manual 

assistance, as well as a good degree of compromise.  Also 

considerable computer time and resources are required by 

these packages.  All in all, the large timetable schedul- 

ing problem, as viewed as either secondary school schedul- 
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ing or as university examination scheduling, appears to 

be a very difficult problem to deal with and to solve. 

-\ 
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CHAPTER 3 

DISCUSSION OF PROGRAM COLOR 

Program COLOR, written in Fortran IV, is on file 

at Lehigh University's computer center. 

Program COLOR uses a graph theoretic coloring 

algorithm to schedule events.  This program is capable 

of scheduling large scale timetable problems.  The out- 

put is in terms of the secondary school scheduling prob- 

lem, but can easily be interpreted for other timetable 

problems by merely substituting appropriate terms for 

the terms class and period.  For example, in dealing 

with university examination scheduling one would use the 

term examination instead of class and use the term time- 

slot instead of period.  Except for output terminology, 

which is specific to secondary school scheduling, the 

program is very general and capable of handling any large- 

scale timetable problem. 

This program is capable of scheduling 600 events, 

that is, 600 classes or examinations into periods or 

timeslots.  To schedule more than 600 classes or examina- 

tions would require changing the array dimensions. The 

maximum allowable number is approximately 960 events. 

The restriction is due to the core capacity of the CDC 

6400. 
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The reason this program is capable of handling 

such large scale problems is that the conflict array ele- 

ments are stored in bit positions instead of using an 

entire word to store each element of the conflict array. 

This is possible because the elements of the conflict 

array are all either zeros or ones.  The use of bit posi- 

tions in place of words is accomplished through the use 

of three subroutines.  These subroutines are ITRANS, 

PUTBIT, and GETBIT.  In subroutine  ITRANS a standard 

two dimensional array position is translated into the 

appropriate bit position.  In subroutine PUTBIT a bit 

value is assigned and in subroutine GETBIT a desired bit 

value is retrieved.  Since the length of a computer 

word in the CDC 6400 is 60 bits, by using the above 

method I can store a conflict array 60 times larger than 

would be normally possible. 

The minimum hardware configuration is the CDC 

6400 central processor, card reader, and printer.  The 

maximum core memory requirement is 54,000 octals to 

schedule up to 600 events.  In order to schedule 960 

events 120,000 words of core memory, given in octals, 

are required.  There are no error indications for either 

the operator or the users. 

In the next section dealing with the analysis of 

the results I will show that there exists a strong linear 

-13- 



tendency between the number of events to be scheduled and 

the amount of system seconds required to execute the pro- 

gram.  The relationship is approximately given by: 

System Seconds = .0846 (number of events) - 6.4973 

provided that the number of events to be scheduled is at 

least 60. 

The following .is a description of the input file. 

The input data required for execution of this program is 

read from one card.  The format is 213, F10.2.  The first 

field is the total number of events to be scheduled.  The 

second field is the number of repetitions of the schedule 

that are to be computed.  The third field is the proba- 

bility of conflict given as a decimal. 

The output file is described below.  For each rep- 

etition the number of the repetition, the number of total 

classes to be scheduled and the conflict probability are 

printed.  Next, all the classes meeting in the first 

period or timeslot are listed, and the total number of 

classes meeting in period one is printed.  This is done 

for each succeeding period until no more periods are 

needed. 

The operation and results of this program have 

been checked manually for some of the results.  In all 

cases, the results were correct and the program appears 

to be operating correctly. 
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This program consists of the following eight major 

parts: 

1) read the data and select a random number seed 

2) generate and insert entries into the conflict 

array in a symmetric manner 

)    3) set the values of the diagonal of the conflict 

array equal to zero 

4) calculate the degree of each vertex 

5) rearrange the conflict array rows based upon 

descending order of the degrees of the vertices 

corresponding to the rows 

6) initialize the arrays used in actually comput- 

ing the coloring of the network as given in its 

equivalent form in the conflict array 

7) compute the coloring, in other words, construct 

the schedule 

8) print the schedule. 

The first thing the program does is read the data 

from one data card.  Next it initializes the random num- 

ber seed.  This is done because I will use the CDC 6400's 

random number generator to generate entries for the con- 

flict array.  Although the values of the conflict array 

are stored in single bit positions the array can be 

thought of as a two dimensional array with both dimensions 

being the total number of events to be scheduled.  For 
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example, if there are 500 events to be scheduled, then the 

conflict array can be thought of as a 500 by 500 dimen- 

sioned array.  The (i,}) entry in this array is one if 

events i and j conflict and 0 if they do not conflict. 

The values for the entries are generated using the CDC 

64 00's random number generator based on a given probabili- 

ty of conflict.  As stated earlier, the probability of 

conflict is read from the data card.  For example, if the 

probability of conflict were .10, then the probability 

that any given class conflicted with any other class 

would be .10.  This would be reflected in the values as- 

signed in the conflict array.  Thus, the reason for sever- 

al repetitions would be to study the results of several 

randomly generated schedules.  For a user to utilize this 

program to construct a schedule empirical data would have 

to be input in order to construct the conflict array. 

The random number generator is only employed when simu- 

lated schedules are constructed. 

In the next part of the program entries are gener- 

ated and inserted into the conflict array in a symmetric 

manner.  The reason for the symmetry is that class i con- 

flicts with class j if and only if class j conflicts with 

class i.  This is accomplished using the CDC 6400's ran- 

dom number generator, and the subroutines ITRANS and 

PUTBIT. 
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Next, the values of the diagonal of the conflict 

array are set equal to zero.  This is done because no 

class can conflict with itself.  This is accomplished 

using the subroutines ITRANS and PUTBIT. 

The next step is to calculate the degree of each 

vertex.  That is, to determine how many lines join each 

vertex.  This is done for vertex i by merely counting 

the number of ones that appear in the i   row of the 

conflict array. 

After the degree of each vertex is determined, then 

the program proceeds to rearrange the rows of the conflict 

array based upon descending order of the degrees of the 

vertices corresponding to the rows.  This is accomplished 

through the use of a sorting routine. 

Now the arrays used in actually computing the 

coloring of the network as given in its equivalent form 

in the conflict array are initialized. 

Once the work arrays are initialized the program 

computes the coloring.  The algorithm used was first sug- 

gested by Welsh and Powell (10). The method is as follows: 

the vertices are initially arranged in descending order 

of their degrees.  Color the first vertex with color one 

and scan the list of vertices downwards coloring with one 

any vertex which does not conflict with another vertex 

that has already been colored with one.  Starting from 
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the top of the list, color the first uncolored vertex by 

color two and again scan the list downward coloring with 

two any uncolored vertex which is not in conflict with 

another vertex that has already been colored with two. 

Proceed in the same way with colors three, four, etc. 

until all the vertices have been colored. 

The final section prints the color partition; in 

other words, it prints the schedule. 
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CHAPTER 4 

ANALYSIS OF RESULTS 

The purpose of this section is to analyze the re- 

sults obtained from executions of program COLOR.  Details 

of the function and purpose of this computer program are 

given in the previous chapter.  For all tables in this 

chapter, I will use the general term of event instead 

of using the terms class or examination, and I will use 

the more general term timeslot instead of period.  These 

terms will be used unless I am referring to a particular 

application in which I will use the appropriate terminol- 

ogy.  The two specific application areas I will analyze 

are secondary school scheduling and university examina- 

tion scheduling. 

The computer program COLOR generates a graph and 

then colors it.  It does not actually construct a graph, 

but instead constructs its equivalent conflict array. 

This array has the same number of rows as columns, and 

that number is the total number of events to be sched- 

uled.  For example, if 300 events are to be scheduled, 

then the conflict array would be a two dimensional array 

with 300 rows and 300 columns.  The (i,j) position of 

the array, that is, the i  row and j   column has value 

one if and only if events i and j conflict.  If events i 
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and j do not conflict, then the (i,j) position of the 

array has the value zero.  Thus the conflict array con- 

sists of only zeros and ones.  The actual compact storage 

of this array is explained in the previous chapter.  The 

manner in which the entires for the conflict array are 

generated is through the use of a random number genera- 

tor.  For example, if the probability of conflict is 

chosen to be .10/ then the random number generator will 

complete the conflict array in such a manner that, on 

the average, for any event i the probability of another 

event j, distinct from i, of conflicting with i is .10 

or 10%.  For a user to utilize this program to construct 

a schedule empirical data would have to be input in order 

to construct the conflict array.  The random number 

generator is only employed when simulated schedules are 

constructed.  I will now explain how I arrived at the 

various levels of probability of conflict for the two 

application areas. 

The various values I used for total number of 

events and the values for probability of conflict are 

based on the following analysis.  The assumptions made 

in this analysis are based on my personal experience as 

a secondary school teacher and on my experience as a 

graduate student and teaching assistant. 

I will first consider secondary school scheduling. 
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From my own experiences I have been able to determine 

values for the total number of classes that are to be 

scheduled on a given day.  I have made the following 

assumptions: 

1) the average claMs size is thirty students 

2) each student is scheduled for seven classes; 

this includes five major subjects, two minor 

subjects, and lunch is scheduled manually. 

3) study periods are not scheduled, but assigned 

later since the students are not grouped in 

any special manner for study periods. 

4) the school day is 9 periods long. 

From the above assumptions I deduced that the following 

number of classes would have to be scheduled per day for 

the given school populations: 

300 students - 60 classes 

500 to 800 students - 120 to 180 classes 

1000 to 1300 students - 240 to 300 classes 

1500 students - 360 classes 

Observe that to use this computer program for school 

scheduling it would be executed five times, that is, it 

would determine separately a schedule for each day of the 

week. 

I will now explain how I determined the various 

levels of probability of conflict as applied to secondary 

-21- 



school scheduling. I considered four situations and based 

my analysis on the ones with the highest probability of 

conflict.  The four situations are: 

1) one group of students per class - no electives 

2) two groups of students per class - few electives 

3) three groups of students per class - moderate 
electives 

4) four groups of students per class - many 
electives 

What one group of students per class means is that, on the 

average, students are grouped according to ability level 

and a given number of students constitute a class which 

meets with all the same students for each of the seven 

scheduled classes per day.  In this situation there are 

no elective courses.  The situation of two groups of 

students per class arises when the students are allowed 

to take electives.  This situation means that, on the 

average, in a given class there are basically two differ- 

ent groups of students, that is, aside from the one class 

in common the two groups of students are taking totally 

different courses.  The same situation occurs for three 

groups of students and four groups of students, the only 

difference being that the number of groups increases as 

the number of different elective courses selected in- 

creases.  The probability of conflict of a given class 

with any other class can easily be computed for each of 
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the four situations.  The results of these computations 

are given in Table 37.  As can be seen from the results 

in Table 37 in each case, except for 60 classes, the maxi- 

mum probability of conflict is approximately .10.  For 

the case of 60 classes the maximum probability of con- 

flict is .20. 

In the university exam scheduling problem the prob- 

ability of conflict intuitively should be higher than in 

the secondary school situation.  This is because the stu- 

dents that meet for any given class take a wide variety 

of other courses.  This is particularly true in large 

introductory classes where the students taking the class 

constitute a wide range of interests.  Therefore, the 

probability of conflict between two classes will most 

likely be higher than those outlined for secondary school 

classes.  However, the diversity would have to be rather 

extensive to exceed a probability of .20.  For example, 

if the total number of exams to be scheduled are 360 and 

if on the average in a given exam there are 14 distinct 

groups of students each taking 6 exams in all, then the 

probability of conflict would be approximately .20.  Also 

from inspecting exam schedules it appears that for a col- 

lege or university with 4000 to 5000 students the number 

of exams scheduled ranges from 300 to 400 exams. 
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I executed program COLOR for 60 events, 120 events, 

180 events, 240 events, 300 events, and 360 events.  The 

probabilities of conflict that I used are .10, .15, and 

.20.  These values were used because of the information 

gained through the analyses given above for typical school 

scheduling situations and for typical university examina- 

tion scheduling situations.  Also I did not perform runs 

with a larger number of events, because I felt that the 

cost, for all the repetitions for each probability of 

conflict, to compute a schedule for a large number of 

events would not justify the limited additional information 

gained.  The number of repetitions performed for each com- 

bination of probability of conflict and total number of 

events is in Table 38.  For 60 events, 300 events, and 

360 events I performed only five repetitions for each 

probability of conflict, whereas, for 120 events and 240 

events I performed thirty repetitions for each probabili- 

ty of conflict.  Also, for each probability of conflict 

associated with 180 events, I performed fifteen repeti- 

tions.  Again, due to cost considerations I performed 

thirty repetitions for only 120 and 240 events.  However, 

in Tables 34, 35, and 36 I compare for a given probabili- 

ty of conflict level, the standard deviation of the num- 

ber of events scheduled per timeslot for the various 

total number of events.  From studying the statistics 
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given in these tables, there appears to be no significant 

differences. This appears to indicate that the results 

gained from performing only five repetitions are proba- 

bility as valid as the results gained from performing 

thirty repetitions. Thus, only a small number of repe- 

titions is needed to obtain valid conclusions from this 

program. 

In Tables 19 and 20 results concerning the number 

of system seconds needed to execute program COLOR are 

summarized.  From Table 19 it can be seen that, for a 

given number of events, the probability of conflict has 

no significant affect on the execution time of the pro- 

gram.  This is intuitively plausible because as the proba- 

bility of conflict increases less events will be sched- 

uled per timeslot, but simply more timeslots will be 

needed.  In any case the same number of total events 

will be scheduled.  Using the average system seconds re- 

quired to execute program COLOR, I performed a linear re- 

gression analysis comparing the number of events to the 

number of system seconds.  The correlation coefficient I 

obtained for this analysis was .976, in other words, the 

data fits a linear relationship quite well.  The equation 

for this relationship is: 

(1) system seconds = .0846 (number of events) - 6.4973, 

provided the number of events is at least 60.  Equation 
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(1) enables one to approximately determine the number of 

system seconds required to execute program COLOR given 

only the desired number of events to be scheduled.  For 

example, if I desired to determine the number of system 

seconds required to execute program COLOR for say 600 

events I would merely use equation (1) and compute the 

answer to be approximately 75 system seconds.  The amount 

of computer time needed to execute program COLOR for even 

very large scheduling problems is extremely reasonable 

and economical on the CDC 64 00. 

This method of scheduling does not attempt to bal- 

ance in any manner the number of events scheduled per 

timeslot.  In Tables 1 to 18, as well as in Tables 25 to 

33, one can compare the number of events scheduled per 

timeslot.  In all cases, the number of events scheduled 

per timeslot decreases gradually as the number of the 

timeslot increases, except in the last few timeslots 

when the number of events scheduled per timeslot decreases 

rapidly.  In the case of secondary school scheduling, two 

techniques can be employed to remedy the sharp decrease 

in number of events scheduled during the last few time- 

slots.  First, a few events may be rescheduled manually 

to increase the balance in classes shceduled per period. 

Secondly, study periods which are not formally scheduled 

using this program may be manually scheduled during the 
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periods when few classes are scheduled.  The scheduling 

of study periods may also be done using a simple computer 

program to fill in vacant classrooms with students who 

are not scheduled for any classes.  In examination sched- 

uling the problem of balance is not that important be- 

cause there are usually enough physical facilities to 

accommodate all the exams scheduled for any given time- 

slot.  However, if problems arise minor manual resched- 

uling may be necessitated.  In general the standard 

deviation of the number of events scheduled per timeslot 

for all cases was relatively small.  Also checking the 

maximum number of events scheduled per timeslot, usually 

occurring in the first timeslot, these values were all 

well within the known physical classroom capacities for 

either secondary schools or universities.  In other 

words, there appears no need to be concerned that this 

program will schedule too many events into a given time- 

slot.  To further substantiate this claim, I performed 

two linear regression analyses.  The first linear re- 

gression analysis compared the probability of conflict 

to the number of classes scheduled in the first timeslot. 

I performed this analysis for each of the various total 

number of events to be scheduled.  The results are: 

1) for 60 events, the correlation coefficient equals 

-.971 and number of events scheduled in first 
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timeslot «■  -.7 (prob. of conflict) +25.5 

2) for 120 events, the correlation coefficient equals 

-.993 and number of events scheduled in first 

timeslot e -1. (prob. of conflict) +34.667 

3) for 180 events, the correlation coefficient equals 

-.995 and number of events scheduled in first 

timeslot = 1. (prob. of conflict) +39.667 

4) for 240 events, the correlation coefficient equals 

-.991 and number of events scheduled in first 

timeslot = -1.3 (prob. of conflict) +43.5 

5) for 300 events, the correlation coefficient equals 

-.976 and number of events scheduled in first 

timeslot = -1.3 (prob. of conflict) +44.167 

6) for 360 events, the correlation coefficient equals 

-.994 and number of events scheduled in first 

timeslot = -1.5 (prob. of conflict) +49.5. 

The second linear regression analysis compared the total 

number of events to the number of events scheduled in the 

first timeslot.  I performed this analysis for three 

probabilities of conflict, namely, .10, .15, and .20. 

The results are: 

1) for probability of conflict .10, the correlation co- 

efficient equals .973 and 

number of events scheduled in first timeslot 

= .0495 (number of events) +17.933 
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2) for probability of conflict .15, the correlation co- 

efficient equals .954 and 

number of events scheduled in first timeslot 

= .0352 (number of events) +13.6 

3) for probability of conflict .20, the correlation co- 

efficient equals .981 and 

number of events scheduled in first timeslot 

= .0257 (number of events) +11.267. 

Judging from the correlation coefficients it appears that 

all the above equations should yield good approximations 

to the maximum number of events scheduled in any given 

timeslot.  For example, suppose I wanted to determine the 

maximum number of events scheduled per timeslot for 500 

events and probability of conflict .15, then using the 

appropriate equation above the answer is computed to be 

approximately 31 events. 

The results concerning total timeslots required to 

schedule with no conflicts are given in Tables 21, 22, 

and 24.  The applicability of this program, based upon 

these results, to either examination scheduling or to 

secondary school scheduling will be discussed in the next 

paragraphs. From Table 21 three facts are immediately 

evident.  First of all, for a given number of events, the 

number of timeslots required increases as the probability 

of conflict increases.  Secondly, the standard deviation 
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for all the results is very small.  Thirdly, for a given 

probability of conflict the number of timeslots required 

increases as the number of events increases.  This last 

result might not be intuitively appealing to some ob- 

servers.  One might reason that if the algorithm is work- 

ing properly, then for a given probability of conflict 

the required number of timeslots should be about the 

same, regardless of the number of events to be sched- 

uled.  However, the subtle fact is that as the number 

of events increases any event has a larger number of pos- 

sible events to conflict with even though the probabili- 

ty of conflict is the same.  This results in a more in- 

tricate interaction of events in terms of conflicts, 

hence, leading to the larger number of required timeslots. 

I performed a linear regression analysis comparing the 

number of events to the number of timeslots required for 

scheduling the events.  I performed this analysis for 

three probabilities of conflict, namely, .10, .15, and 

.20.  In all cases the correlation coefficients were ex- 

tremely close to one, indicating a strong linear relation- 

ship.  The results are: 

1) for probability of conflict .10 the correlation co- 

efficient is .999 and number of timeslots - .0326 

(number of events) +4.02 

2} for probability of conflict .15 the correlation co- 
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efficient is .998 and number of timeslots - .0442 

(number of events) + 4.76 

3) for probability of conflict .20 the correlation co- 

efficient is .997 and number of timeslots - .0564 

(number of events) +5.2, 

provided the number of events lie between 60 and 960. 

Thus, for a given probability of conflict the required 

number of timeslots can be determined for any number of 

events lying between 60 and 960.  For example, assume we 

are interested in determining the required number of 

timeslots to schedule 800 events with a probability of 

conflict .10, then the answer is computed by the use of 

the appropriate equation to be 30 timeslots. 

The average number of days that exams are sched- 

uled in colleges or universities ranges from six to nine 

days with from three to five exam periods scheduled per 

day.  That is, the number of timeslots used to give exami- 

nations ranges from 18 to 45.  The above information is 

based on a survey of 20 colleges and universities of 

varying student population sizes.  Also I talked with the 

registrars' offices of four local colleges or universi- 

ties with student populations ranging from 1200 to 6000 

students.  The number of examinations given varied with 

the various curriculums, but no college or university 

surveyed scheduled more than 425 examinations.  Although 
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I have no conclusive evidence, the fact that program COLOR 

is capable of scheduling a maximum of 960 events within 

the number of timeslots mentioned above, leads me to be- 

lieve that this program could effectively schedule examina- 

tions for the vast majority of colleges and universities. 

Certainly it should be able to schedule examinations for 

any college or university with a student population of 

15000 or less. 

For the various actual school scheduling situations 

and student populations outlined at the beginning of this 

chapter, Table 37 gives the estimated probabilities of 

conflict.  Table 23 gives the percentage of classes which 

must be rescheduled based on a nine period school day 

when the probabilities of conflict are .10, .15, and .20. 

From Table 37 one can see that a realistic probability 

of conflict value for 60, 120, and 180 classes is .20, 

.10, and .10 respectively.  Now from Table 2 3 one can ob- 

serve that for 60, 120, and 180 classes with a probabili- 

ty of conflict .20, .10, and .10 respectively, the per- 

centage of classes which must be rescheduled are 0%, 0%, 

1.11% respectively.  Hence, this program appears to be 

functioning adequately for the schools with student popu- 

lations represented by 60, 120, and 180 classes.  I per- 

formed a linear regression analysis for schedules with 

240, 300, and 360 events comparing the probability of 
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conflict to the percentage of classes which must be re- 

scheduled.  The correlation coefficients for 240, 300, 

and 360 classes were .999, .991, and .995 respectively. 

In other words, the data fits linear curves very well. 

The actual equations are: 

1) for 240 events 

percentage rescheduled = 304.2 (prob. of conflict) 

-22.43 

' 2) for 300 events 

percentage rescheduled - 280 (prob. of conflict) 

-10.22 

3) for 360 events 

percentage rescheduled = 297.2 (prob. of conflict) 

-5.78. 

I used the information gained from the above linear re- 

gression analysis and the information in Table 37 to 

calculate realistic values for the percentage of classes 

that must be rescheduled for 24 0, 300, and 360 total 

classes.  The percentage of classes that must be resched- 

uled when scheduling 240, 300, and 360 classes are 2%, 

12%, 14% respectively.  Now in the case where there are 

240, 300, or 360 classes we see that some rescheduling 

is necessary, but the amount of rescheduling that must 

be done is small and should be easily handled manually. 

Also, the value for the probability of conflict for each 
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school size was taken to be the maximum value calculated 

based on a curriculum with a large number of electives, 

therefore, for schools with fewer elective course offer- 

ings the percentage of classes that would need to be re- 

scheduled would be very small.  Hence, it appears that 

this program will efficiently schedule classes for a 

wide variety of school sizes and curriculums. 
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TABLE 1 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 60 EVENTS AND PROBABILITY OF CONFLICT .10 

Time 8 lot 
Average # 
of Events 

Standard 
Deviation Minimum Maximum 

1 19 2.098 15 21 

2 17 2.145 14 19 

3 12 1.483 9 13 

4 8 1.844 5 10 

5 4 1.049 3 6 

6 1 .447 0 1 

TABLE 2 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 60 EVENTS AND PROBABILITY OF CONFLICT .15 

Timeslot 
Average # 
of Events 

Standard 
Deviation Minimum Maximum 

1 14 1.095 13 16 
2 14 .775 13 15 
3 12 .632 11 13 
4 9 1.095 8 11 
5 6 .447 6 7 
6 4 1.0 2 5 
7 1 .447 1 2 

-35- 



TABLE 3 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 60 EVENTS AND PROBABILITY OF CONFLICT .20 

Times lot 
Average # 
of Events 

Standard 
Deviation Minimum Maximum 

1 12 .775 11 13 

2 11 .775 10 12 

3 10 .775 9 11 

4 9 1.844 7 11 

5 8 1.342 7 10 

6 5 1.342 3 7 

7 2 1.0 1 4 

8 1 .775 0 2 

9 1 .775 0 2 

TABLE 4 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 120 EVENTS AND PROBABILITY OF CONFLICT .10 

Timeslot 
Average # 
of Events 

Standard 
Deviation Minimum Maximum 

1 25 2.145 21 30 

2 23 1.732 20 26 
3 20 2.145 17 25 
4 18 1.517 15 22 
5 15 2.121 9 18 
6 10 1.517 7 13 
7 6 1.703 3 9 
8 2 1.095 0 4 
9 0 .477 0 1 
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TABLE 5 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 120 EVENTS AND PROBABILITY OF CONFLICT .15 

Timeslot 
Average # 
of Events 

Standard 
Deviation Minimum Maximum 

1 19 1.817 17 24 

2 18 1.703 14 21 

3 17 1.304 15 20 

4 16 1.342 13 18 

5 14 1.449 11 17 
6 13 1.844 9 17 
7 10 1.183 8 14 
8 7 1.612 4 10 
9 4 1.449 1 7 

10 2 1.095 0 3 
11 0 .632 0 2 
12 0 .173 0 1 
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TABLE 6 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 120 EVENTS AND PROBABILITY OF CONFLICT .20 

Timeslot 
Average # 
of Events 

Standard 
Deviation Minimum Maximum 

1 15 1.304 13 18 

2 15 1.643 11 18 

3 14 1.949 11 18 

4 13 1.378 10 16 

5 12 1.449 9 15 

6 11 1.549 8 15 

7 10 1.612 7 14 

8 9 1.265 7 12 

9 8 1.095 5 10 

10 6 1.049 3 7 
11 4 1.265 2 6 
12 1 .837 0 3 
13 0 .447 0 2 
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TABLE 7 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 180 EVENTS AND PROBABILITY OF CONFLICT .10 

Timeslot 
Average # 
of Events 

Standard 
Deviation Minimum Maximum 

1 28 2.966 25 37 

2 27 1.732 24 30 

3 24 2.408 20 28 

4 25 2.191 22 27 

5 21 1.897 18 23 

6 19 1.549 16 21 

7 15 1.673 12 18 

8 12 1.924 9 15 

9 6 1.844 3 10 
10 2 1.304 0 4 

11 0 .245 0 1 
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TABLE 8 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 180 EVENTS AND PROBABILITY OF CONFLICT .15 

Timeslot 
Average # 
of Events 

Standard 
Deviation Minimum Maximum 

1 21 1.643 18 24 

2 21 1.703 19 25 

3 19 1.483 17 22 

4 19 1.703 16 22 

5 18 1.732 15 21 

6 17 1.581 15 21 

7 15 .775 14 16 

8 14 1.897 9 17 

9 12 1.265 8 13 
10 10 1.483 7 13 
11 7 1.265 6 10 
12 4 1.581 1 8 
13 2 1.304 0 5 
14 0 .4 0 1 
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TABLE 9 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 180 EVENTS AND PROBABILITY OF CONFLICT .20 

Timeslot 
Average # 
of Events 

Standard 
Deviation Minimum Maximum 

1 16 2.258 15 19 

2 17 1.095 15 19 

3 16 1.049 14 17 

4 15 1.449 14 19 

5 16 1.732 13 19 

6 14 1.449 12 17 

7 14 1.225 11 16 

8 13 1.612 9 15 

9 11 1.414 8 13 

10 11 1.304 9 13 

11 10 1.897 8 16 

12 8 1.414 6 12 

13 7 1.517 5 10 
14 5 1.225 3 7 

15 3 1.304 1 6 

16 1 .949 0 3 

17 0 .4 0 1 
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TABLE 10 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 240 EVENTS AND PROBABILITY OF CONFLICT .10 

Timeslot 
Average # 
of Events 

Standard 
Deviation Minimum Maximum 

1 31 2.280 27 36 

2 30 2.280 26 35 

3 29 1.949 25 34 

4 27 1.870 24 32 

5 25 2.191 21 29 

6 24 2.470 19 28 

7 21 2.121 16 27 

8 18 1.870 14 23 

9 15 2.214 10 22 

10 10 1.761 7 14 

11 6 1.871 1 10 

12 2 1.483 0 5 

13 0 1.118 0 2 
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TABLE 11 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 240 EVENTS AND PROBABILITY OF CONFLICT .15 

Timeslot 
Average # 
of Events 

Standard 
Deviation Minimum Maximum 

1 23 1.673 20 27 

2 22 1.612 19 25 

3 21 1.897 17 25 

4 21 1.517 19 25 

5 20 1.673 17 24 

6 20 1.581 17 23 

7 19 1.673 16 22 

8 17 1.549 15 20 
9 16 1.817 12 20 

10 15 1.265 11 17 

11 13 1.581 11 16 
12 11 1.673 8 15 
13 9 1.732 6 12 
14 6 1.612 3 10 
15 3 1.549 1 6 
16 1 2.569 0 4 
17 0 .173 0 1 
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TABLE 12 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 24 0 EVENTS AND PROBABILITY OF CONFLICT .20 

Timeslot 
Average # 
of Events 

Standard 
Deviation Minimum Maximum 

1 18 1.414 16 21 

2 18 1.549 16 21 

"  3 17 1.549 15 20 

4 17 1.483 14 20 

5 17 1.673 13 21 
6 17 1.581 14 20 
7 16 1.703 13 19 
8 15 1.643 12 19 
9 14 1.483 12 17 

10 14 1.414 12 18 
11 13 1.449 11 16 
12 12 1.517 10 15 
13 12 1.643 9 15 
14 11 1.183 9 13 
15 10 1.265 7 13 
16 8 1.732 5 12 
17 6 1.732 2 9 
18 4 1.612 0 6 
19 1 1.049 0 4 
20 0 .632 0 2 
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TABLE 13 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 300 EVENTS AND PROBABILITY OF CONFLICT .10 

Timeslot 
Average # 
of Events 

Standard 
Deviation Minimum Maximum 

1 32 2.098 30 35 

2 33 2.280 30 36 

3 31 2.490 27 34 

4 30 1.183 29 32 

5 28 2.145 26 31 
6 27 1.183 26 29 
7 25 2.933 22 29 
8 24 2.490 21 28 
9 21 2.324 18 23 

10 18 2.236 15 20 
11 15 .775 14 16 
12 9 1.612 6 10 
13 6 1.483 4 8 
14 2 1.183 0 3 
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TABLE 14 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 300 EVENTS AND PROBABILITY OF CONFLICT .15 

Timeslot 
Average # 
of Events 

Standard 
Deviation Minimum Maximum 

1 23 .775 22 24 

2 25 1.0 23 26 

3 23 1.095 21 24 

4 24 .632 23 25 

5 22 .447 22 23 

6 21 1.844 19 23 
7 22 .447 21 22 

8 20 1.265 19 22 

9 18 .775 17 19 

10 18 1.897 16 21 

11 17 2.236 15 21 

12 17 1.342 14 18 
13 14 1.342 12 16 
14 12 .775 11 13 
15 11 1.183 9 12  . 
16 7 2.324 4 11 
17 4 1.483 2 6 
18 2 1.342 0 4 
19 0 .447 0 1 
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TABLE 15 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 300 EVENTS AND PROBABILITY OF CONFLICT .20 

Timealot 
Average # 
of Events 

Standard 
Deviation Minimum Maximum 

1 19 1.096 18 21 

2 20 .633 19 21 

3 19 .633 18 20 

4 19 1.732 17 22 

5 18 .447 18 19 

6 17 1.0 15 18 

7 18 .775 17 19 

8 17 1.844 14 19 

9 17 1.844 15 20 

10 15 1.549 12 16 

11 16 1.732 14 19 
12 15 .775 14 16 
13 14 .775 13 15 
14 14 1.673 11 16 
15 12 1.265 11 14 
16 13 1.183 12 15 
17 9 .775 8 10 
18 9 .775 8 10 
19 7 1.342 6 10 
20 6 1.096 4 7 
21 3 .775 2 4 
22 1 .633 0 2 
23 0 .447 0 1 
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TABLE 16 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 360 EVENTS AND PROBABILITY OF CONFLICT .10 

Timeslot 
Average # 
of Events 

Standard 
Deviation Minimum Maximum 

1 35 .894 34 36 

2 35 1.483 33 37 

3 33 3.0 30 37 

4 33 3.0 29 37 

5 32 1.844 30 35 

6 30 3.066 27 35 

7 28 2.236 26 31 

8 25 .775 24 26 

9 25 1.732 22 27 

10 22 1.414 20 24 

11 21 .447 20 21 

12 16 1.844 14 19 
13 11 2.569 8 15 
14 8 1.613 6 10 
15 4 1.897 1 6 
16 1 1.0 0 2 
17 0 .775 0 1 
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TABLE 17 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 360 EVENTS AND PROBABILITY OF CONFLICT .15 

Tiraeslot 
Average t 
of Events 

Standard 
Deviation Minimum Maximum 

1 26 2.236 24 30 

2 25 1.613 23 27 

3 26 1.949 22 27 

4 25 1.414 23 27 

5 24 1.183 23 26 

6 22 2.145 19 25 
7 23 1.265 21 25 
8 23 .894 22 24 
9 21 1.414 19 23 

10 19 .775 18 20 
11 20 1.096 18 21 
12 18 1.0 16 19 
13 17 1.0 16 18 
14 14 1.483 13 17 
15 14 1.342 12 16 
16 13 1.342 12 16 
17 11 2.145 7 13 
18 10 2.049 6 12 
19 6 1.844 3 8 
20 3 1.414 1 5 
21 1 .775 0 2 
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TABLE 18 

THE NUMBER OF EVENTS SCHEDULED PER TIMESLOT 
FOR 360 EVENTS AND PROBABILITY OF CONFLICT .20 

Timeslot 
Average 1 
of Events 

Standard 
Deviation Minimum Maximum 

1 20 1.183 19 22 

2 20 .447 20 21 

3 19 .775 18 20 

4 18 .775 17 19 

5 18 1.183 17 20 

6 19 .775 19 21 

7 19 .775 18 20 

8 18 1.549 17 21 

9 17 1.183 15 18 

10 17 1.096 16 19 
11 18 .775 17 19 
12 17 1.096 16 19 
13 16 .633 15 17 
14 17 .775 16 18 
15 15 1.183 13 16 
16 14 1.0 12 15 
17 13 .775 13  ' 15 
18 13 1.183 12 15 
19 11 1.483 10 13 
20 10 .775 9 11 
21 9 2.049 6 11 
22 9 1.183 7 10 
23 6 1.483 5 9 
24 4 .447 3 4 
25 1 .775 0 2 
26 0 .447 0 1 
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TABLE 38 

NUMBER OF REPETITIONS PERFORMED FOR EACH COMBINATION 
OF PROBABILITY OF CONFLICT AND TOTAL NUMBER OF EVENTS 

Number Probability of Conflict 
of Events .10      .15      .20 

60 5 5 5 

120 30 30 30 

180 15 15 15 

240 30 30 30 

300 5 5 5 

360 5 5 5 
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CHAPTER 5 

AN INTEGER PROGRAMMING FORMULATION 

I will now show how a graph coloring problem can 

be formulated as a zero-one integer programming problem. 

In particular, how a timetable scheduling problem can 

be formulated as an integer programming problem.  The 

formulation used is from Christofides (3). 

Let G denote the graph describing a scheduling 

problem and R be an upper bound on the minimum number of 

colors needed to color this graph.  Upper bounds may be 

found in Chapter 3 of Christofides (3).  Let C ■ (cii) 

be an array of numbers allocating vertices to colors so 

that 

Ci- = 1 if vertex X. is of color j. 

= 0 otherwise. 

Now let A = (a..) be an array of numbers defined by: 

a. . = 1 if there exists a line connecting vertex 

X. to vertex X. 

aii " ° *f there does not exist a line con- 

necting   vertex X. to vertex X.. 

Since no class or exam can conflict with itself aAi ■ 0 

for all i.  Also ai- = a^ since, if X^  conflicts 

X., then X. conflicts with X.. 
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The following two conditions ensure a feasible 

coloring of the vertices of G. 

R 
(1) Z    C.. - 1 (for all i - 1, 2, ..., M) 

j-l  3 

(2) L (1 - C..) - j^ aiKCKj > 0 

(for all i ■ 1, 2, ..., M 

and j « 1, 2,   ... , R) 

Where M is the total number of events to be scheduled. 

Condition (1) ensures that a vertex can be colored 

with one and only one color.  In condition (2) L is a 

very large positive integer (any number greater than n 

will suffice).  The first term of (2) is zero, provided 

that vertex X. is colored with color j.  In other words, 

the first term of (2) is zero, if C.. is equal to one. 

The second term of (2) must also then be zero in order 

to satisfy the inequality; since both a.  and C„. are 

non-negative.  Hence, condition (2) ensures that if ver- 

tex X. is of color j then no vertex joined to j is of the 

same color.  If vertex X. is not of color j, that is, if 

C.. is equal to zero, then the first term of condition 

(2) becomes L and since the second term of condition (2) 

cannot possibly attain the value L (since the maximum 

value it can attain is M-l), any number of vertices X^ 

joined to verteK X^^ can be colored with color j and the 
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inequality would still be satisfied.  Observe that if 

X^' and X " are both joined to vertex X^^ and also joined 

to each other, then condition (2) written in terms of X^ 

will not prevent XK' and Xj^" from being colored with the 

same color j.  However, condition (2) written in terms 

of X' (or X ") will guarantee that the color of these 

two vertices is not the same. 

Now let us associate with each color j a penalty 

P., the penalties being chosen so that: 

where P, is one and h is an upper bound on the largest 

number of vertices that can be colored with any one 

color, duetto the structural nature of the graph.  The 

value of h may be taken to be M. 

The problem of coloring the vertices of a graph 

with the minimum number of colors can thus, be formulated 

as a zero-one integer programming problem expressed as: 

R   M 
(3) Minimize Z =  E    Z     P.C.. 

j=l  i=l  3 X3 

subject to conditions (1) and (2). 

The minimization of (3) ensures that the j+l'' 

color is never used, for coloring the vertices, if the 

colors 1 to j are sufficient for a feasible coloring. 

Hence, this formulation guarantees an optimum solution 

-74- 



to this graph coloring problem.  In other words, this 

formulation guarantees a schedule which will require the 

minimum number of periods or timeslots. 

However, the difficulty with this approach is that 

for even the smallest realistic problems the number of 

resulting constraints and variables make the problem 

numerically unsolvable even on the fastest present day 

computers.  For example, suppose we wanted to schedule 

100 events and we knew an upper limit on the number of 

required timeslots was 10, then condition (1) would yield 

100 constraints and condition (2) would yield 1000 con- 

straints.  This number of constraints plus the enormous 

number of variables involved causes this problem to be 

numerically infeasible using the given integer program- 

ming approach. 
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CHAPTER 6 

CONCLUSIONS AND SUGGESTED FURTHER STUDY 

The present methods employed for scheduling either 

classes in secondary schools or examinations in univer- 

sities appear to be adequate to perform the task.  How- 

ever, these methods are usually time consuming both in 

terms of personnel and computer usage. 

The approach described in this paper is capable 

of handling large scale scheduling problems with a mini- 

mum of actual computer and personnel time needed.  The 

linear regression analyses in Chapter 4 enables the user 

to make estimates concerning important parameters for a 

scheduling problem.  In particular, a user can predict 

the total number of timeslots needed, the maximum number 

of events scheduled per timeslot, and the execution time, 

and thus, the cost of executing the program.  This in- 

formation is very useful in performing preliminary analy- 

sis of what the structure of the schedule will be. 

The only difficulty with this method, in its pres- 

ent form, is that it is not geared to take into account 

additional constraints.  It appears plausible that such 

constraints as teacher preference, teacher availability, 

etc. should be able to be incorporated into a graph 

theoretic approach.  However, it is not clear to me, at 
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present, how the additional complexity of the graph will 

affect the efficiency of the computer code.  In any case, 

further research into refinements of the program COLOR 

are needed to make it more attractive as a commercial 

programming package.  Also an input program would have 

to be used to construct the conflict array for an actual 

scheduling situation instead of a simulated conflict 

array presently used. 
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