Lehigh University
Lehigh Preserve

# A feasibility study of a linear zero-one memory allocator. 

Paul Kodjo Niamkey

Follow this and additional works at: http:/ / preserve.lehigh.edu/etd
Part of the Industrial Engineering Commons

## Recommended Citation

Niamkey, Paul Kodjo, "A feasibility study of a linear zero-one memory allocator." (1978). Theses and Dissertations. Paper 2122.

# A PEASIBILITY SIUDY OF A LINGAR ZEHO-ONE meriohy allocator 

## by

Paul Kod Jo N1amkey

A Thesis<br>Presented to the Graduate Paculty<br>of Lehlgh University<br>In Candldacy for the Degree of<br>Master of science

1 n
Industrial Engineoring

## Lehigh University <br> 1978

All rights reserved
INFORMATION TO ALL USERS
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a complete manuscript and there are missing pages, these will be noted. Also, if material had to be removed, a note will indicate the deletion.


ProQuest EP76395
Published by ProQuest LLC (2015). Copyright of the Dissertation is held by the Author.

All rights reserved.
This work is protected against unauthorized copying under Title 17, United States Code Microform Edition © ProQuest LLC.

ProQuest LLC.
789 East Eisenhower Parkway
P.O. Box 1346

Ann Arbor, MI 48106-1346

This thesis 18 accepted and approved in partial fulfillment of the requirement for the degree of Master of Science.
$\frac{1-2778}{(\text { date })}$

Professor In Charge

Chairman of/Dopartment

Most of all, I must thank Dr. Ben L. Wechsler, my advisor, for his continuing confldonce in we. and for nis assistance, inspiration and guldance through all the varlous stages of this research and of Master's study at Lehlgh University.

Especial thanks go to Dr. Gary E. Whitehouse for his encouragements and his many discerning comments and research suggestions.

I express my appreciation for the excellent secretarial services provided by Mrs. Jerllou Newhall.

I am particularly indebted to the Arrican Amerioan Institute for the opportunities it has provided for financlal assistance, making it possible for me to embark on and complete my Master's studies, and to enter the career of my cholce.

Through it all, the patient understanding of ay parents, Jean Nlamkey and Loulse Chlcaya, has eased the burden of my educational experience in Amerioa.

TARLE OP CONTENTS
Page
Title ..... 1
Ceriflcate of Approval ..... 11
Acknowledgements ..... 111
Table of Contents ..... 10
List of Flgures ..... $\nabla$
Abstract ..... 1
Chapter 1 Introduction ..... 3
Chapter 2 Description of the Algorithm ..... 21
Chapter 3 Simulation Model ..... 48
Chapter 4 Conclusions ..... 77
Blbllography ..... 86
Appendix 1 ..... 89
Appendix 2 ..... 94
Blographic Note ..... 104

## LIST OF PIGURES

Page
Pigure 1-1a ..... 7
Figure 1-1b ..... 7
Figure 1-2a ..... 8
Figure 1-2b ..... 9
Figure 1-3 ..... 11
Figure 3-1 ..... 53
Plgure 3-2 ..... 63
Figure 3-3 ..... 64-66
Figure 3-4 ..... 68
Figure 3-5 ..... 68
Figure 3-6 ..... 69
Figure 3-7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .'. . . . ..... 70
Flgure 3-8 ..... 71
Figure 3-9 ..... 73
Figure 4-1 ..... 81
Flgure 4-2a ..... 81
Figure 4-2b ..... 81
Flgure A-1 ..... 90


#### Abstract

ABSTHACI

The allocation of 11 mited non-paged main memory among users or a computer system 18 investigated as erorone cost/priority problem in a ree enterprise onvironment. The work 18 divided into three phases.

The flrst phase 18 the investigation of the jobs" parameters likely to influence scheduling decisions in a critloal way.

The second phase 18 to derine and study the properties of the major constraints of the zero-one machine used to arrive at optimum scheduling deoisions. The prooess 18 regarded as the basic memory demand entity. Its systen characteristic 18 a palr (net-pay, memory demand). Net-pay represents the net returns the scheduling of the process w111 bring to the computer systom. Maln memory demand represents the process' immediate memory requirement (Intensity and duration).

Processes are segregated into two distinct classes at the scheduling time. The first olass, the mait class, 18 temporarily denied execution. The second class or ready class 18 granted the use of central momory for the next planning interval. Ihe ready class contains those processea whose system characteristics are solutions of the zero-one problew. and which result in optimal revenue to the computer


system.
Simulation of the behavior of the zero-one linear scheduler and comparative analysis of schedules derived by the zero-one scheduler, the best fit and flrat fit schedulers, constitute the besis of the work in the thind phase.

Thls work 18 intended to introduce a relatively now approach to modelling scheduling oporations. It ls Intended to spark an economic/value way of thinking about computer storage allocation.

## I. INTRODUCTION

## A. Background

The extended oapabilitien of todar'e oonputer eysteas have increased the need to control the sequence of jobs whioh are processed by the oomputer. Complex operating systems have beon dealgned to that offeot. Mesory mangement plays a very important role in the design of those systems and has proven to be a sojor bottleneor[5]. In today's computer aystoms, programmble memory amounts to one third of the systens" oosts; henoe, great care muet be exeroised in the design of executable menory allooatori. The displacement of sorial prooessing syeters by sophiatioated multiprograming systens is outstanding evidenoe of the inportanoe of memory resouroes utllization.

## 1. Multiprograming

Multiprograming in the simplest sense means that wore than one procese can be exeouting within the same oomputing systom and at the same time; those proosses are referred to as conourrent processes. In the early serlal prooessing single allooation syatems, only one job could

[^0]be run at the same time. Note that the definition of multiprogranming does not mean that almultaneous operations are possible, parallel prooessing oan tate place only where there 18 the posibility of elmultaneous execution of more than one instruction as for example in mitiprooessing systems. In multiprograming, oonourrent prooesses oan, however, be in difforent states of oxeoution as they altornate in thelr use of the inatruotion prooessor. In typloal schemes, the central processor unit (CPU) tise is allooated to each job on a time-sil0e priority basie. For each "quantum of time". the operating aystem causes the CPU to execute a program in its address-spaoe until one of the following oonditions ocours, - job 18 terminatod;
-orror 18 deteoted; -program requests I/O operations। -quantum of time explres.

The job 18 then purged from mesory (first two oases) or is temporarily suspended, the prooessor is automatioally assigned to the next job with the highest priority. The rationalo behind multiprograming syatem 1 e that a computer systen oannot perform offloientiy in a serial prooessing sohere because of the rather large disparity betweon the fast speed of the CPU and the slow activity rate of the $1 / 0$ devioes. The larger that dieparity, the
more concurrent prooesses should be exeouting in onder to minimize tho total computing systen walt tlee. Although many attempte have been made to lmprove to amimu the offiolency of I/O processing (example, VS2 Bolease 2 Oporating System developed by IBM). It is indisputable that muoh more neods to be acoomplished in that direotion before multiprogramming 18 oonsidered obsolete.

The advantages of multiprograming are much more obvious in situations wherein the job mix of prooesses acoessing the system 18 woll balanoed, 1.0. When CPU bound jobs are evenly mixed with $I / 0$ bound jobs**. Maximun syetem utilization 18 achleved when the job alx 1 perfeot, 1.0. a job 18 always ready to use the CPU when it beoones avallablo.

## 2. The problem of fregmentation,

There oxists throo states a job may assume once it gains acoess to tho oomputer systen, Aotive, Ready, and Wait. A job 18 said to be aotivo when $1 t 18$ currentiy using the CPU. If the job 18 ready to use the CPU and oannot beoause of the orecution of another process, the job

[^1]18 sald to be in a ready atato. A job temporarily suspended and walting for the completion of sowe aotivity (Input/Output, operator's intervention ....) is sald to be in a walt state.

A well balanced situation will find the sybtem filled with surficient jobs so that the probablilty 18 high some jobs will always be in a ready state.

## a. Storage fragmentation.

Jobs in a ready state are normally resident in core memory. In partioned memory allocation, the ready jobs residence status creates the 1 mportant problem of rragmentation. Pragmentation 18 the development of unusable "holes" or rragments in memory and it has a statistical nature. It 18 due to the ract that memory 18 allocated in arbitrary sized segments whioh are in turn returned in an essentially random order. Fragmentation degrades the performance of the system by decreasing CPU utilization and system throughput whenever the total interspersed free space 1s surfiolent to honor a request but oannot be found In a single segment. A number of different approaches can be used to taokle the problem, some of which will be assessed later in this chapter. Before this is done. we shall consider the different kinds of fragmentation oncountered in multiprogramming systoms.

## a.1. Internal fragaentation

When memory 18 subdivided into flyed size partitione. and when every job 18 required to use one or more blooke of fixed size, the resulting fragmentation, if anj, is called internal fragmentation. As hom in rigure 1.1a, after a period of time, the core memory conflguration ohanges into that of figure 1.1 b . The resulting free space of 60 units cannot acoomodate a now arriving prooese requesting 30 units beoause of internal fragmentation. reguest 30K

| OPEARATING SYSTEM |  |
| :---: | :---: |
| Process A |  |
| Prooess E | 30K |
| Pro0088 B | 90K |
|  | 180K |
|  | 220K |

Pigure 1.1a

| OPG:IMIING SISTEAI | 0 <br> 20 |
| :---: | :---: |
| Prooess 4 |  |
| //////////////// | 90160 |
| Prooes8 B |  |
| Prooes8 C |  |
| //////////////// | 180 |
| Prooess D | 200 |
| //////////////// | 220 |

figure 1.1b

$$
\begin{aligned}
& (1 K=1024 \text { WORDS }) \\
& \text { a.2. External fragmentation }
\end{aligned}
$$

If internal fragmentation beoones too severe, storage allocation can be made dynamic and menory partitions can be
made to flt the process apace request. After aperiod of time, a cheokerboard pattern of allocated apaoes interapersed with avallable spaces oauses a lose of usable memory. This type of fragmentation 18 sald to be oxternal (figures 1.2a and 1.2b). Efforts to ellminate internal fragaentation have now introduced aliferent kind of memory mate.
reguest 40K

| OPERATING SYSTEM | 0 30K |
| :---: | :---: |
| Process A |  |
| Prooess B | 90K |
| $\begin{aligned} & \text { //////////////1 } \\ & / / / / 1 / / / 1 / / / 1 \end{aligned}$ |  |

P1gure 1.2 a

rigure 1.2b
b. Measuroment of fragmentation,

Randell [14] and Shore [19] have developed some very relovant methods for measuring atorage fragaentation. The conclusion of Randell's simulations was that internal fragmentation can rapidly exoeed any saving in external fragmentation as the rounding size increases. A measure that would be a direot function of the free storage distribution mould probably not provide reasonable measure of performance since the usefulness of the rree storage depends on future segments requests. Por example. two requests of size 90 units on two free blooks of aize

100 units create very little rragmentation, whereas if the next request $1 s$ of size 110 unlts, the mesory 18 highly fragmented. Randell suggests that given aet of $n$ segments requests, fragmentation be woasured as the ratio of the time taken to allocate requests on atally oompacted memory over the time taken to eatlefy the same requests with the strategy in use. This 18 expressed mathematically asi

$$
R_{x}(n)=\frac{T_{c}(n)}{T_{x}(n)}
$$

$R_{x}(n) 18$ always 1088 than one and, in general, the greater 1ts value, the better the atrategy $X$.

Shore suggested two different measures of performanoes they are the time memory product effioionoy, $B$, and the storage utilization fraction. U. If $n$ requests $r_{1}, 1=1$. 2, ...... $n$, are allocated for thaes $t_{1}$, on amery of size $M$ during a total olapsed time $T$, then the officionoy 18 defined by Shore asi

$$
E=\frac{1}{M T} \cdot \sum_{1}^{n} r_{1} t_{1}
$$

If $\left\{r_{1}(t)\right\}$ is the set of requests that happen to be realdent In memory at time $t$, then $U_{t}=(1 / r) \sum_{1} r_{1}(t)$ and $U$ is the average of $U_{t}$ over tine.

Those three measures of performance are very useful
for statistics collection by simulators and the time memory product erficiency measure wll be used in the simulations presented in chapter III of thls thesis.

## 3. Some solutions to the rrasmentation

There are two kinds of solutions that exist today, they are, memory compaction and dynamic memory management systems.
a. Memory compaction.

Nemory compaction 18 a treatment or external
fragmentation and 18 just one form of garbage collection*. Thls technique is a simple stralghtforward approach whioh lets ragmentation take place and then deals with it when it becomes a problem. The technique is particularly used with list processing languages such as LISP which have the pecullarlty of requesting and releasing large amounts of memory in an unpredictable way. The compaction algorithm uses in fact a very simple scheme. Each request for space 18 satisfled by allocating a block or a partition following the most recently allocated block and no attompt 18 made to reuse any memory that may have been released. When appropriate, the algorithm performs memory compaction. All * Garbage collection refers to any technlque which makes unused memory areas avallable for use.
allocated spaces are moved to one ond of the memory in a contiguous area and the arallable space is colleoted at the other end of mesory. (flgure 1.3). Decisions ooncerning when and how to perform oompaotion are in general oritioal and very decisive. Some systems oleot to perform compaction whenevor the CPU 1s idle, e.8. walting for input, in ozder to make the most efflolent use of the control processor.

| OPEBETING SYSTEET | 0 | OPESEMTING SYSTEMA | 0 |
| :---: | :---: | :---: | :---: |
| Process A |  | Process A | $\begin{aligned} & 30 \mathrm{x} \\ & 120 \mathrm{x} \\ & \left.\right\|^{70 \mathrm{x}} \end{aligned}$ |
| ///////////////1 |  | Procoss B |  |
| Process B | 150K | Process C | 150K |
| //////////////// | 170K | ////////////////1 | 220x |
| Process C | 200K |  |  |
| /////////////// | 220K |  |  |

$$
(1 K=1024 \text { words })
$$

Snapshot of memory Snapshot of memory before GARBAGE after GARBAGB COLLBCTIOA COLLBCTION

$$
\text { Pigure } 1.3
$$

The compaotion process 18, however, very costly. On the average, ovon with epeolal hardware implementing Move instructions, it costs one or more memory oyoles (0.5 or more mioroseconds depending on the oomputer) to more each word when compaction 18 required. Moreover, the compeotion overhead 1 is increased by the requirements that all
address constants that refer to any segeent that happened to be moved be updated. Thls updating oosts additional exeoution time and requires extra spoe in order to keep a record of every constant and the eegeent to whioh it refers. The costs are particularly higher in multiprograming systems where updating problems oxist oven without compaotion, in deolding whioh of the segments of an exeouting process should be kept in primary memory, which to move out of memory and when to move them. These high oosts have made the compaction process very undesirable and has prompted the design of allooation algorithms whioh do not require oompaction. These algorithms aro claseifiod as dynamio memory management algorithms and shall now be investigated.

> b. Dynamic Momory Management Systoms,

Beoause garbago oollootion 18 limited to external fragmentation only, and beoause the process itself ls very costly, it 18 recommended that it be used only when unavoidable. A "better" solution to the frageontation problem seems to be the provention of fragmentation and the reduction of the frequency of compaotion. The allooation algorithms will then inoreaso in complexity but, throush careful management, external fragmentation oan be ooneiderably reduced, internal rragmentation, paradoxically.
becomes the problem. Two very important algorithme will be described shortiy, they are referred to an Best pit and Pirst Plt strategies in the computer fleld.

## b.1. Bost Pit and Pirst Pit atrategios.

The Best fit algorithm searohes through the entire list of avallable memory areas and allocatos the smallest area of suffioiont size to satisfy the request. The algorithm allocates only the amount requested and returas the leftover space unles8 it 18 too 8 mall to be of any use. in whioh case the entire blook 18 allocated.

The First Fit algorithm searohes through the list until it finds the first available blook that is large enough to hold the request. The unused portion 18 returned to the llst of avallable momory blooks.

H1storically, the Best Fit mothod was widely used for Beveral gears; it was shought to be good polioy alnce it saves the larger avallable areas for a latef/time when they might be nooded. Unfortunately, scanning the ontire list to find the best fit could use an excessive mannt of time. whioh makes the stratogy rather slow. Furthermore, Best Fit tonds to increase the number of very small blooks and such a proliferation 18 not very desirable. There are many simple situations whore the Pirst Pit method is olearly better than the Best Fit method. 18 an example, suppose
we are given the following list of avallable blooks, 1200. 1000, and 3000, and our 11st of requeste 18 700. 500. 900. and 2200 units. Storage will be allooated in the following way

| request for memory | avallable areas Pirst Pit | avallable areas Best Pit |
| :---: | :---: | :---: |
| - | 1200, 1000, 3000 | 1200, 1000, 3000 |
| 700 | 500, 1000, 3000 | 1200. 300. 3000 |
| 500 | 1000, 3000 | 700, 300, 3000 |
| 900 | 100, 3000 | 700, 300, 2100 |
| 2200 | 100. 800 | ----8 tuok------ |

There are, however, some simple instances where Best Pit outperforms Plrst Piti oxamploi

| request for | avallablo areas | avaliable areas |  |
| :---: | :---: | :---: | :---: |
| memory |  |  | Best Fit |

In general, any system that offers its largest blook first to satisfy a requirement which 18 followed by exat duplicates of the requests $s i z e s$ wll be better handled by Best Fit. Bxtensive simulations of both strategies have been conducted and Flret fit was found to be more offlolent than Bost fit under general operating oonditions. It has nevertheless been shown [19] that Best pit would outperfore first Fit whenever the distribution of requests is an exponential
distribution whion has been truncated. The point of all the complexity of the above two algorithas is the avoldanoe of memory compaction. Sinoe compaction is required when no free block 18 large onough to satisfy the ourrent request, the smaller the blocks are, the more likely oompaotion will be needed. Thls fact oreates one of the morst disadvantages of Best Pit when compared to Pirst Pit; as it was pointed out earlier, Best fit tends to multiply the number of very small blooks whereas, first Pit tends to do emacty the reverse. By oleverly combining contlguous free bloors and by using a oyolic searoh, that 18 always starting the searoh after the froe blook from whion the previous allooation was taken, the First Fit algorithe tends to distribute small blocks more uniformly through memory. This uniform distribution inoreases the probability that when a small blook 18 roleased $1 t$ will be oombined with a larger blook; simulation studies [14] have shown that for some classes of segments, these features are so effective that if the need for compaction arises, the total anount of free spaco avallable will not be large enough to satisfy any request. Therofore, this approach virtually oliminates the need for compaction.

A final word on those two strategies is that the allocators may be given tho ablilty to take into aocount knowledge of the statistlos of the requests alzes and
memory residence distributions. They oould then conduot thelr own look-ahead almulations. But at ano a level of sophlatication, the overhead would be very high.
b. 2 Othor dynamio momory management erstean.

The two strategios prosented above aro the nost widely used core allocation methods to date. Howerer, other systems have been developed and call for some attention.

- The Buddy Syotem.

In this systom, memory is always allooated in alzes which are a power of two. The ldea of the method 18 to keop separate $118 t s$ of avallable blooks each of size $2^{k}$ vords, the entire memory consisting of $2^{m}$ words. Originally, the ontire $2^{\mathrm{m}}$ words of memory are avallable. When a block of size $2^{k} 18$ desired, and if nothing of that $s i z e$ 18 avallable, a largor avallable block 18 split into two equal parts, each of size being a power of two. These blooks are oalled buddies. If both buddies are avallable. they coalesce into a single larger blook. The key faot underlying the usefulness of the method 18 that the loontion of blook's buddy is easy to compute given the address of the blook and 1 ts 8120 . Thls 18 because each blooks size 18 power of two and division oan be done by register shifting instead of by using any division
instruction which would be too sow. The possibility of the simultancous avallability of soveral block of the same size requires the inclusion of a link pointer within each blook of a given size. That link will point to the next avallable block of the same size. This linking syeter ovidently inoreases the overhead of the systea.

The Buddy systom suffers extornal fragmentation when free blooks of the same size cannot be combined into a larger block because they are not buddies. Furthermore, if requests are not a power of two, they are rounded up to the nearest power of two and the result may very well be internal fragmentation. Even though the ollmination of fragmentation 18 not totally achleved, the Buddy systea minimizes memory waste by satisfying requests as muoh as possible and by 1 ts abllity to $8 p l i t$ large blocks of memory and coalesce buddies.

- P1bonaool Momory Managomont Syatome

The Plbonacci system which 18 in fact generalization of the Buddy aystem, creates blooke of $81 z e S_{n}$ where $S_{n} 18$ a generalized Fibonacil sequence:

$$
\begin{aligned}
s=0: \quad s_{1}=s_{2}=s_{3} & =\ldots \ldots \ldots . . .+s_{k+1}=1 \\
s_{n} & =s_{n-1}+s_{n-k-1}
\end{aligned}
$$

for some integer $k$. When $k=0$, the Buddy $=$ ystem 18
reallzed with blocks of size $S_{n}=2^{n}$.
The central problem with generallzed Plbonacol eyeteme 18 not in allocating, but in looating adjacent buddies subject to ooale日ce into free blocks. This problem drives the overhead of the system to a hlgh level since numerous buddy counters must be included in the systems programe reallzing the algorithm.

- Modified Pirst Pit.

Modifled First Pit 18 bimilar to Pirat Fit exoept that it uses a cycllc search. We have seen carlior that thls particular search tends to distributo small blooks more uniformig through memory. This uniform distribution increases the probability of oombining free small blocks with ad jacent larger ones, thus making it virtually needioss to provide for oompaction.

- Half Pit.

This algorithm searches for a segment that is approximately twioe the size of the sogment request. If the search falls, the algorithm changes to Pirst Pit. Simulations [9] have shown that this strategy perforns rather successfully when there 18 a strong blas to segments of a given size.

## B. Statement of the problem-objeotive.

Tho performance of a computer system oxecuting in a multiprogramming environment 18 very much $11 m i t e d$ by the capacity of its executable memory and the flexiblilty of the soheduling algorithm monltoring core memory allocation. The core allocation strategles used in today's systems were designed with the objectivo or reducing rragmentation to a minlmum; they havo unfortunately proven to be relatively unsuccessful in dealling adequately with other aspects of soheduling. Worse, they do not allow the computer system users to interact with thelr jobs and be able to influenco scheduling decisions. It 18 true that operating systems should free the users from having to know detalls of the oomputer internal processings on the other hand, in most computing environments, since billing 18 not directiy controlled by the users, there 18 no economic incentive for a user to request only that amount of core tlme resource aotually needed to execute hls or her programs.

The objeotive of this thesis is the development of a storage allocation algorithm which will use an optimization machine to arrive at soheduling decisions. Users' interaction with the soheduling algorithm will be permissible to the extent that scheduling decisions will in fact be made by the users in an indirect way. In the now algorithm's
environment, fragmentation will not always be a problea and will not be considered as a performance measure. The maximum amount of money every user will be willing to pay In order to have a share of storage resources and the optimum returns that scheduling will provide to the oomputer system will be the determining faotors for soheduling. The chapters to follow wll examine in more depth the design of the algorithm. Chapter III 18 directed toward establishing the roasibility of the now appromon to soheduling. The reader should realize that this rosearch presents an original ooncopt whioh offors many opportunities for additional exploration.

We have discussed in the preceding chapter the oomplex nature of storage scheduling decisions that have to be ande within a computer system. Regardless whether aseteratio scheduling process 18 rollowed or not, the sohedules do get made. These schedules may be prepared by default using a very simple procedure like flrst-come, first-served or by manlpulation of some complex oxisting procedures such as Best Fit, First Pit, Modified Pirst Pit. Half Pit that try to minimize the amount of storage left unused. However. none of the central memory pricing systems associatod with these different algorithms reflect the value the user attributes to the information obtalned through access to the system. Nonetheless, the need for a oost/priority system has been discussed by Nielsen [13], whereas Marchand [12] has introduced a utility runction model applicable to time sharing systems in which a linear combination of individual utillty runctions has to be maximized.

In this chapter, we will devise and devolop a system for allocation of executable memory storage in a multiprograming environment which will provide a cost of storage subjective to the individual's value for information obtalned. In thls system, the data processing oenter performs as a profit organization whose oxcoss returns
are channeled back into the company or corporation malntalning the systom.

## A. Justiflcation of a Scheduling Systom Based On Economios.

The allocation 18 accomplished by considering executable memory as an ooonomic good. In the system. execution will be denied to those users whose subjective proposed prices are below a flxed minlmum prioe based on the cost of maintenance. The system will be desoribed in the following section. This section 18 directed toward desoribing the concept of a price based memory scheduling system.

A computer system 18 similar to an economic system in the sense that it must solve the problem of how to use and distribute scarce resources and goods between customers. The scarcity of finished goods forces the economic system to be closed since any goods consumed by a customer reduoes the oonsumption possiblilties of all others. A computer system 18 analogous to a closed system, insofar as computer resources are concerned.

Moreover, a price system 18 a mechanlsm by which determination can be made of the preferences of different economic unlts for the same economic resources or products. It establishes a priority of users and also a priority of mants and it $1 s$ generally designed to convey sufficient information in order to determine the flow of resources
among different allocations over time, whlle optimelly distributing the goods and servioes mang oompeting consumers. Prices are not mechanism for recovering coets they are a rationing device and as such they are allowed to rall below or rise above cost in order to oonvey the proper information on the behavior of the consumers and of the market. However, in the aystem presented here, prioes will never be allowed to fall below oost, if they were, the sybtem would very rapldly degrade and mould always be in imbalance. This particular situation will be assessed in more detall in the penultimate section of thls chapter.
B. The Modol.

The system consists of a single processor or CPU operating in a multiprogramming environment on an erecutable memory of size $S$ words. The system oontalns two queues of infinite capacity. It 18 multiprogramed under a varlable number of tasks (MVT). The total core oapacity of the machine 18 distributed into any size partitions dynamically. The core 18 generally allocated to each program acoording to 1 ts spoific requirements. Storage 18 therefore allocated in units of one word 80 that no more than the requested amount 18 ever allocated. Dynanio partitioning in general makes the soheduling funotion muoh more complex than multiprograming partitioning under a
rixed number of tasks (MPT). Under MPT, the total core of the machine ls semipermanently allocated into rixed elze partitions. Por this system. MVT has been ohosen instead of MPT, because MVT tends to make better utilization of the total core avallablo.

The algorithm also utilizes a static sequencing method. At the time of preparing the storege allocation and schedule, information on the number of jobs that need processing, 1.0. jobs in the walt queue will be avalable. The sohedule and pricing for the next planning period is then prepared assuming that these jobs are the only jobs that will be processed during the planning period. In fact jobs will keep arriving throughout the scheduling period. but static sequencing offers a means to plan allocation and schedule with the information already known. It 18 also 1088 complex and easier to aohleve than a sequenoing that will schedule the jobs dynamically.

Storage 18 thus priced and scheduled only for the next planning period, also referred to as noxt operating interval. Let $T$ be the duration of the operating interval. $T 18$ in effeot the multiprogramming turnaround time for the jobstream present in tho wait queue at the control period.

[^2]and represents also the turnaround time of the jobstrean If it were processed sorially. Coneequently if $t$ is the oxecution time limit requested by process $j$, then the maximum value of $T$ can be determined as the sumation of $t j^{\circ}$ over all processes in the walt queue at the control period. Prices flied at the end of the control period will remain constant throughout the operating interval, and core residency 18 guaranted to any progran for the length of time necessary to complote oxeoution. This says in offoot that swapping 18 not possible. Swapping, if permitted, would make the algorithm much more sophistioated but would complicate the priolng system to great degree. The one ahot central memory residency requirement of this thesis may introduce some imbalance in the system in cases where a job 18 kllled*, dropped* or temporarily suspended** by the system operator. Section $D$ of thls ohapter will provide more detalls on that polnt.

Sequencing 18 performed through zero-one linear machine whose objeotive is the maximization of the roturns to the system during the planning period considered at the current control period. The zero-one mohine is invoked at

[^3]each control period and determines optimum atorage allooetion, optimum sequencing and storage prioing. In fact. storage 18 allocated to a process at the price the owner of that process values the information he or she obtains through the service of the system, provided that that prioe 18 above a minimum cost of malntenance and overhead referred to as min-pay in this thesis and noted by 0 g .

Let $B_{j}$ be the pay-will of process $j$ and $o_{g}$ its minpay. Por reasons of simplicity $B$ gand $c, w 111$ be expressed In dollars (\$). Bj represonts in fact the purohasing power of the prooess and cannot exceed the amount of money avallable under the login account of the job. In the cases where it does, the job will be denled execution by the algorithe scheduler. The determination of $0, w 1 l l$ be assessed later in this section.

Not all processes present in the walt queue at the control period will be selected for execution during the next planning period. The processes which will be seleoted w1ll be placed in the second queue of the aystom, the ready queue. The walt queue will then only contaln those prooesses which were rejected; it will eventually comprise the processes accessing the system after the oontrol period and

[^4]during the operating interval. The order of the jobs in the walt queue 18 immaterial and does not affect the scheduling decisions of the algorlthm. The relevant parameters influencing the decisions are the prooest Bg. Its oxecution field length $\mathrm{s}_{\mathrm{g}}$ and 1 ts execution time t $t_{j} 18$ expressed in systems seconds*. The min-pay og 18 determined as the cost of the memory time produot requirement of job $j$. If $C$ represents the cost per unit of memory time product. then $c, w 111$ be $C^{* *} \mathrm{E}_{\mathrm{f}} \mathrm{t}$. The parameter C 18 expressed in $\$ /$ word/second and 18 independent of the users. It 18 calculated and fixed by the administration of the computer center and represents the cost of memory malntenance. $C$ should be ohanged periodically in order to reflect the stochastic short-run fluctuations of hardware and software maintenanoe requirements.

The algorithm will lssue periodically a report status to the user community and will acoept any changes made by the users in the $B$, of the processes they oreated.
C. Zero-one Programming Approach.

1. Variables definition.

Structuring the problem as a zero-one problen requires

[^5]that we define variables and establish appropriate relationships between them to reflect the problem constraints. We let $J$ represent the number of the job and $t$ represent the time. Let us define two step functions for each job. We will say about job jo
\[

b_{j, t}=\left\{$$
\begin{array}{l}
1 \text { if job } j 18 \text { begun by period } t \\
0 \text { otherw180. }
\end{array}
$$\right.
\]

and alcor

$$
\text { eg,t }=\left\{\begin{array}{l}
1 \text { ir job } j 18 \text { completed by the beginning } \\
\text { of period } t \\
0 \text { otherwise. }
\end{array}\right.
$$

Graphically, this appears as

for a job of execution time limit of $t$ systems seconds. With this definition, the following 18 true about any job $j$ in any period t:

$$
b_{j, t-}{ }^{\circ} \jmath_{, t}=\left\{\begin{array}{l}
1 \text { if job } 1 \text { is being processed during } t \\
0 \text { otherwise. }
\end{array}\right.
$$

Graphically, this gives;


We can guaranteo algobraloally that variables bj,t and e $_{j, t}$ have the required step characteristios by the following inequalities:

$$
\begin{align*}
& b_{j, t} \leq b_{j, t}+\Delta t \text { or } b_{j, t}-b_{g, t}+\Delta t \leq 0  \tag{0}\\
& \text { for all } \mathrm{g} \text { and for } t=\Delta t, 2 \Delta t, \ldots \ldots, T-\Delta t, T
\end{align*}
$$

and

$$
\begin{align*}
& e_{j, t}-e_{j, t}+\Delta t \leq 0 \text { ror all } \mathrm{J} \text { and for }  \tag{1}\\
& t=\Delta t, 2 \Delta t, \ldots \ldots T-\Delta T, T
\end{align*}
$$

where $T$ represents the operating intorval length and $\Delta t$ represents a small inorement of timo used to render the continuous aspect of the problem. The length of $\Delta t$ is left to the discretion of the oopputing center and is dependent upon the accuracy required of the algorithm. An upper bound for $\Delta t$ would be job mix dependent and would be equal to the shortest exeoution time request present in the walt queue at the control period. The Soheduler could
be designed and programmed to chook that the upper bound on $\Delta t$ is not $v i o l a t e d$ and to make tho necessary ad justeents if required. The requirement that once job 1 is begun, processing continues until termination 18 algebraically translated into

$$
\left(1^{9}\right) b_{1, t}=e_{1, t}+t_{1} \text { for all } t \text { and } 1
$$

Equation ( $1^{\prime}$ ) enables us to eliminate variables bj,t and suggests that the zero-one formulation can be obtained with variables oj, only.

Moreover, by definition of og.t' it 18 clear that $e_{j, t}=1$ for all time $t$ coming after time $t_{2}$ (on the diangram) where execution of process $I$ was completed.

0
begin execution
end execution

In particular. ${ }^{\circ} \mathrm{j}, \mathrm{T}$ will be equal to 1 if process J completed execution during the operating interval*. Because it 18 impossible to predict the job mix oharactoristics, it 18 likely that some processes will begin execution during $T$ but will complete execution some time after $T$. For those processes, $0, T=0$. Although such - Operating Interval, also referred to as control interval in the sequel.
processes will contribute in the returns to the rejecter during $T$, the zoro-one maxine will consider only the greater majority of processes with oj ,T $=1$. This eppronon 18 used in order to simplify the algorithm. More will be said about this situation (called overlap crisis) in section $B$ of this ohapter.
2. Resources constraints.

At the control period the soneduler must determine the number of processes waiting for aces to memory. This number will be the number of jobs resident in the wit queue of the system. Wo will denote that number by the letter $q$. Since wo are considering a system operating in a multiprogramming environment, adequate utilization of memory capacity will be achieved if at least one job is in process at any time period $t$ during the planning interval T. We can therefore formulate the second constraints as

$$
\sum_{j=1}^{q}\left(b_{j, t}-\theta_{j, t}\right) \geq 1 \operatorname{ror} t-\Delta t, 2 \Delta t, \ldots, T-\Delta t, T
$$

With the definition of $b_{j, t}$ and $e_{j, t}$ it 18 true that:

$$
b_{j, t}-o_{j, t}= \begin{cases}1 & 1 f \text { job } 1 \text { is being prooossod during } t \\ 0 & \text { otherwise. }\end{cases}
$$

Since equation (1): $b_{j, t}=0_{j, t}+t_{j}$ for all t and $j_{0}$
suggests that varlables $b j, t$ can be replaced without any 1088 of generality by $0 \mathrm{~J}, \mathrm{t}+\mathrm{t}$, the reformulation of the sooond constraints can be restatod asi

$$
\begin{align*}
& \sum_{j=1}^{q}\left(0_{j, t}+t_{j}-0_{j, t}\right) \geqq 1 \text { for } t=\Delta t_{,} 2 \Delta t, \ldots \ldots, T \\
& -\Delta T, T \tag{2}
\end{align*}
$$

where $t_{j}$ represents the exeoution time of process J .
The factor $b_{j, t}-0_{j, t}+t_{j} 180$ or 1 and indioates whether or not prooess g 1 s in execution at time period $t$. If 8 g denotes the oentral memory flold length allotted to process 1 , then the product (0j,t+tj-0j,t)s, will represent the memory area oooupled by process $J$ at time $t$. Since central memory 18 limited and 18 of size $S$, it 18 clearly evident that momory space utilized by multiprogrammed jobs at any time period $t$ cannot exoeed $S$. This 18 algebraically expressed in the form of the third oonstraints as:

$$
\begin{align*}
& 0 \leqq \sum_{j}^{q}\left(e_{j, t}+t_{j}-e_{j, t}\right) B_{j} \leqq s \text { ror } t=\Delta t_{1} 2 \Delta t_{1} \\
& \ldots \ldots, T \tag{3}
\end{align*}
$$

q represents the number of jobs present in the walt queue at the control period. Although not all the jobs in the walt queue will be active in the nazt operating time interval, the summation over all $q 18$ nonetheless utilized

In constralnts (3). The zero-one monine will perfore the seleotion and hence constraints (3) in fact take only into consideration those prooesses that wll be peraltted to reside in contral memory during $T$.

Constraints (3) 1 mpose an uppor bound on menory sao utilized at any time $t$. The combination of oonstraints (2) and (3) will foroe the 2ero-one manine to sohodule at least one program in central memory at any time of the control interval. Constraints (3). however. do allow torage fragmontation. In order to minimize that fragmontation and guarantee that the zero-one machine solution will refleot the multiprograming aspeot of this applioation, the following constraint (4) wust be satisfied. Constralnt (4) oxpresses the conoept of maximum offioiency in the wultiprogramming environmont.

Ho have desoribed in ohapter 1 of thls thesis a measure of performance suggested by Shore [19] and onlled the time memory produot efflolenoy $B$. If $n$ requests $r_{1} 1=1,2 \ldots \ldots$ aro allooated for $t 1 m e s t_{1}$ on a memory of size $M$ during a total olapsed time $T$ then the time memory product erficionoy 18 rormulated as:

$$
E=\frac{1}{M} \cdot \sum_{1}^{n} r_{1} * t_{1}
$$

We have argued earlior in thls ohapter that variable g.T would be equel to 1 if process $J$ completed exeoution during the operating time interval $T$. Moreover, we have decided that the zero-one machine would not oonslder the future possible returns to the oomputer center provided by those processes in overlap orisis*. This attitude was adopted in order to avold the introduction of complex job mix parameters prediotions in the algorithm. The time memory product of a non-orisis-process* $J$ will be mathematically oxpressed 28:

$$
\theta_{j, T} B_{j} t_{j} \text {, where } s_{j} \text { and } t_{j} \text { reprosent the central }
$$ memory field length request and the oxecution time of pro-

 we can now formulate the maximum time product offioiency oonstraint as:

$$
\begin{equation*}
0 \leqq \frac{1}{S T} \cdot\left(\sum_{j}^{q} 0_{j, T} \cdot s_{j} \cdot t_{j}\right) \leqq 1 \tag{4}
\end{equation*}
$$

[^6]Constraint (4), combined with the objeotive function whioh wll be described ahortly will guarantee that the zero-one maohine will attempt to keep rrageentation to minimu.

Constralnts (1). (2), (3), and (4) are belleved to desoribe the scheduling problem adequately enough. Additional zero-one constraints are however neoessary to complete the constraints formulation of the zero-one problem. Zero-one oonstraints (constralnts 5) state that

$$
\begin{equation*}
\theta_{j, t}=0,1 \text { for all } g \text { and } t \tag{5}
\end{equation*}
$$

3. objective function formulation.

The data procossing conter 18 oonsidered as a profit making servioe organization within the corporation. Ita objective 18 to deliver servioe (information) to group of users and make an optimum profit suffioiont to at least oover the cost of the center. Excess profit will be ohannoled back to the corporation. Let us assume that it oosts the center $C$ /word/seoond for malntenance of memory. The soheduling system assigns to each job accessing the syster a min-pay equal to the product of $C$ by the central memory fleld request and by the oxecution time request. For a prooess $J$, the min-pay would be $0_{j}=C^{*} B_{j} t_{j}$ 。

The pay-will Bg of process J must exceed or at least be equal to $0_{j}$ in order for the job to be acoepted in olther of the queues of the system. This restriotion adde
other constraints to the zero-one monine. These onstraints state thati

$$
\begin{equation*}
0_{J, T} \cdot\left(B_{j}-C_{g}\right) \geqq 0 \text { for all } J \tag{6}
\end{equation*}
$$

Constraints (6) aro in fact inplioit and will not appear in the zero-one formulation sinoe prooesses $\mathcal{I}$ suoh that $B_{j}<0_{j}$ are automatically rojeoted by the systomat their ontry in the wait queue.

The pay-will Bg of job 1 will determine 1 ts priority within the system job mix. As a means of refleoting the Importance of jobs rolative to each other, wo introduce the parameter denoted as the job priority indez and algebralcally derined as:

$$
\frac{B_{j}-C_{1}}{\sum_{j}^{Q} B_{j}}
$$

for any job present in the queue at the oontrol period. The objective function of this formulation 18 expressed asi

$$
\sum_{j}^{q} 0_{j, T}\left(B_{j}-C_{j}\right)
$$

The zero-one maohine maximizes that objective function while staying within the boundaries defined by oonstraints 1 thru 5.

The zero-one maohino mazimizes the sum of the differences betwoen $B_{j}$ and $o_{j}$ subjeot to the faot that prooess $\mathcal{J}$
be executed before explration of $T$. In order to provide every user with a -rair" share of the conputor storage rosourcos. An attompt at stralghtformard maxielzation of the summation of $\mathrm{Bg}^{\prime \prime}$ for erample could be disadrantageous to urgent processes $J$ with small $o_{j}$. With a formulation of
$\sum_{j}^{Q} B_{j}$ as the objective function, the zero-one mohine would have the tendency of scheduling those processes whloh present a large pay-will. Urgent jobs with omall min-pay, 1.0 . jobs not requiring ox0essive amount of time memory product resource would then have to mocess the syster with a very large pay-will in order to have a ohance of belng scheduled by the algorithm during $T$.

The priority inder factor seleoted for this algorithm Is thought to guarantee adequate falrness in the share of storage resources. It 18 lmpliolt in the objective function and indicates that users have a partial control over the position in which they desire their jobs to execute.
4. Summary of the zero-one formulation,

The objective of this algorithm schoduler 18 tor Mayimize $\sum_{j}^{q} e_{j, T} *\left(B_{j}-C_{j}\right)$ over the next operating interval, subject to the rollowing constraints:
$(1)-0_{\mathrm{J}, \mathrm{t}}-0_{\mathrm{J}, \mathrm{t}}+\Delta t \mathrm{t} \leqslant \mathrm{for}$ all J and for
$\mathrm{t}=\Delta \mathrm{t}, 2 \Delta \mathrm{t}, 3 \Delta t, \ldots \ldots \mathrm{~T}-\Delta t, \mathrm{~T}$
-- resources constraints:
(2) - $\sum_{j=1}^{q}\left(0_{j, t}+t j-0_{j, t}\right) \geqq 1$ for $t=\Delta t, 2 \Delta t$, $\ldots . . T-\Delta t, T$
(3)-- $0 \leqq \sum_{j}^{q}\left(0_{j, t}+t_{j}-0_{j, t}\right) \cdot \sigma_{j} \leq s$ for $t-\Delta t$. 2 $\Delta t$, ...... T
(4) $-0<\frac{1}{S T} \cdot\left(\sum_{j}^{q} \bullet_{j, T} \cdot \theta_{j}\right) \leq 1$
-- zero-one constraints,
(5) -- $0_{j, t}=0,1$ for all $J$ and $t=\Delta t, \ldots . . T T-\Delta t, T$
whore $j$ represents a job, B, 1 ts owner's pay-will, o, its owner's min-pay, $t, i t s$ execution time in systems seconds, $s_{j}$ its execution field length in words of central memory and variable

$$
0_{j, t}= \begin{cases}1 & \text { if job } j 18 \text { completed by the beginning of } \\ 0 & \text { period } t_{1} \\ 0 & \text { otherwise. }\end{cases}
$$

This zero-one machine will automatically select and schedule the processes for the next control interval $T$.
D. Penultimate section.

1. Users collusion.

We have polnted out in section $B$ of this chapter that prices should be considered not as a mechanism for recovering cost, but rather as rationing device and thus should be permitted to fall below or rise above cost. These fluctuations would be a rellable source of inforation on the behavior of the consumers and of the market. However, in thls algorithm, prices are not allowed to fall bolow cost. In ract, constraints (6) state that any user $j$ accessing the system with a pay-will Bg inforior to the assoclated min-pay $o_{j}$, would be denied residency in contral memory. This apparent contradiction in the system 18 necessary for this elgorithm to perform effiolently.

Let us consider the case where the user's Bg could be allowed to be 1088 than the user's corresponding min-pay, $c_{j}$. The customers of the system wlll then tend to lower their respective pay-will to the extent that the computer 1s likely to be operating at loss. Without any minimus lovel of acceptance for the user's pay-will. each user w 111 probably deolde to flx his or her job's pay-mill at a common minimum level, 0 for example. This case of users collusion will create a system imbalance and the prioe system will no more reflect the 1 mportance the ueer attaches to the servioes provided by the computer system,
suoh an 1 mbalance would degrade the performanoe of the algorithm as far as maximization of revenues ls conoerned. Moreover, there will not be any adequete rule to go bout for tho soheduling of the programs in contral momory since the objective function of the zero-one formulation will appear to be useless. The scheduling system will degenerate.

The restriction of this thesis that any job's pay-will be greator than or at least oqual to 1 ts min-pay 18 therefore necessary to guarantee an adequate performanoe of the algorithm; in addition, that restriction justifios the existence of the data prooessing conter as a profit making service dopartmont within tho corporation.

## 2. System 1mbalanoe due to contral memory one shot residenoy.

We have assumed earlier in thls chaptor that contral memory residenoy 18 guaranteed to any progran after it hae begun exeoution. This assumption has led us to conolude that no swapping oonsideration needed to be inoluded in the design of the algorithm and has therefore simplified the design process in 1tsolf. Unfortunately, this 11altation may have a degrading effect on the performance of the algorithm. Most oomputer systems used today aro provided with a console and highly intoractive oapablilties onablas

```
the operator to klll* or drop* a program if nocessary.
When thls occurs, the program 1s swapped out and the control
polnt** at which it was executing ls froed and made avall-
able to another eventual process. The same polloy is
followed whenever a job 1s suspended for rerun or terml-
nates abnormally. In the system presented here, such
situations wlll not be handled similarly.
    Since scheduling ls determined via an optlmization
algorithm, it ls lmpossible for the system to adjust itsolf
to unforseen situations without the risk of running into a
bottleneck. The solution given by the zero-one machine is
optlmal and represents the equilibrlum of the system. Any
change to that solution is therefore llkely to oreate a
system lmbalance unless the change happens to roflect an
equlvalent solution. Chances for obtaining an equivalont basic solution are very silm and it alght be better to adopt a passive stand rather than ree tho control point whenever a drop, klll, rerun or abnormal termination ocoura. The storage space occupled by the program in question will be wasted, but the user will only be charged for the time
```

[^7]memory product used up to the time of the condition. This pollcy 18 however not refleoted in the objeotlve runction since it 18 mathematically lmposilele to introduce its concept in the zero-one formulation. The frequency distribution of operator drop, klll or rerun due to abnoranal situations 18 very much dependent upon the environment the center 18 operating in and cannot be generalized. The algorithm described in thls chapter 18 fully valld only under the assumption that all programs submitted to the center will exeoute to completion without any problea. Purther research $1 s$ needed to encompass real situations such as those desoribed above. Another area requiring further investlgation ls described below as "overlap or1818"。
3. Overlap or1818.

Let $t_{1}$ be the time at which process $J$ galns acoess to memory and $t_{2}=t_{1}+t_{j}$ the time at whioh 1 ts erecution is completed. Suppose in addition that $t_{1}<T<t_{2}$. For suoh a process oj,T wlll be equal to 0 . We say that the prooese 18 in overlap orisis. Ls pointed out earlier in this chapter, the zero-one maohine will not consider the contributions of processes in overlap orisis.

Because it is lmposidble to know in adrance the job mix characteristios, it is probable that in applioatione,
overlap orisis situations wlll ocour within each soheduling decision. A polloy of not considering any orlsis procese In the basic solution as contributing in the profit to the conter will be followed in this thesis in order to sieplify the complexity of the algorithm.

It was primarlly thought that orlsis processes oould be considered by the zero-one machine with the introduotion of an additional variable oj, $+t_{\mathcal{j}}$ in the set* $\left\{e_{j, \Delta t}\right.$.
 bing the scheduling characterlstios of any prooess J. Because of the step function charactor of varlable $0, t^{\circ}$ and by definition of $0_{j, t}$. It 18 clear that $0, j, T+t j=1$ and $e_{j, t} \equiv 1$ for any time $t \leq t+t_{j}$ and any prooess $j$ of exeoution time $t_{j}$. Consequently, varlable $0_{j, T}+t_{j}$ represente a dependable indioation of whether or not prooess J was selected in the basio solution by the zoro-one program. Thus, the formulation of the optimum profit generated by the center during the next control interval would seem to be more accurate with the introduction of varlable ej,T + $t_{j}$, on the other hand, maximum officiency would be 1 mpossible to achlevo during $T$ and storage space left unused would increase because the soheduler mould tend to postpone the soheduling as wuch as possible. Por this - thls set 18 referred to as the characteristic set in the sequel.
reason, the approach was rejected and the pollcy described In section $B$ was adopted. Therefore, the characteristio set of any process $J$ contalns only the following eloments

It 18 , however, posilble to reduce the number of variables involved in the scheduling decisions. We shall now present how this could be done.

## 4. S1mplifioations.

Suppose that at the ourrent control period, the jobs present in the walt queue have the following oxecution time characterlst108:

| jobs $(J):$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| duration: <br> $t j$ | 05 | 01 | 20 | 25 | 02 | 10 | 10 | 25 | 15 | 05 |

Let us assume that all jobs are heavy CPU bound, the maxlmum length of $T 18$ automatically determined to be 118 systems seconds $\left(T=\sum_{j=1}^{10} t_{j}\right)$. With a $\Delta t$ of 1 second. whion represents in fact the upper bound permissible here. the non-simplified zero-one linear programing formulation w1ll contain a total of 1180 variables (118*10) and 2597 constraints ( 1180 of type (1), 118 of type (2), 118 of type (3), 1180 of type (5) and 1 of type (4)).

A rew variables can be ollminated. Por oxample, no job can be comploted in a time period less than its duration. Therefore, for each j, varlables ej,t, for $=$ $\Delta t$, $2 \Delta t$, ......, $t_{j}-\Delta t$ can be ignored. Approached in this rashlon, the zero-one linear programming problew requires 1072 varlables and 2381 constraints distributed in the following manner:

|  | number of | constralnts |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| jobs | varlables | (1) | (2) | (3) | (4) | (5) |
| 1 | 114 |  |  |  |  | 114 |
| 2 | 118 |  |  |  |  | 118 |
| 3 | 99 |  |  |  |  | 99 |
| 4 | 94 |  |  |  |  | 94 |
| 5 | 117 |  |  |  |  | 117 |
| 6 | 109 |  |  |  |  | 109 |
| 7 | 109 |  |  |  |  | 109 |
| 8 | 94 |  |  |  |  | 94 |
| 9 | 104 |  |  |  |  | 104 |
| 10 | 114 |  |  |  |  | 114 |
|  | 11072 | 1072 | 118 | 118 | 1 | 1072 |

total number of constraints $f^{18:} 2381$ 。

With the introduction of the above simplifications, the zero-one ilnear formulation can be made substantially smaller. This will result in fastor sohoduling decisions.
5. Maorosoheduling.

Because of the competitive nature of the prioing system on which thls algorithm 18 basod. it may be diffioult for users with limited budget to ever gain ecoess to
the computer system central memory. a syeten of prime, non-prime and off hours costing and users onarging ould be utilized that will attempt to lower the load on the stet at critical perlods of the day. It would then be much more advantageous for some users to sohedule thelr utilization of the data processing conter during non-prime or off-hours time when the $C$ paramoter of the $8 y \operatorname{tom} 28$ much lower.
E. Conclusions and Hemarks.

In this chapter, we have presented a conoeptual framework for developing an overall zero-one linear storage allocator. The allocator prices storage resouroe aooording to the individual user's ostimate of the value of service obtained through the computer system. In order to simplify the design of the algorithm, wo have had to assume that the job mix was uniform, and that all programs acoeseing the sy8tem would terminate normally. In the next ohapter of this thesis, we present simulations of the behavior of the allocator for some jobstream.

We want to point out one rinal word. Tho storago scheduling approaon followed in this thesis 18 belleved to provide the data oenter user with a feelo of what 18 happening to his or her jobs at the miorolevol. Provided with the ablilty to interact with the soheduler and ohange his or her processes priority through the modifiontion of
the pay-will parameters, the user wlll be encouraged to take the oxtornal 8 chedulling process more serlously and to design his or her jobs very oerefully before submission to the data center. In thls respeot, the whole usor's attitude toward data processing oenter macrosohoduling will be changed from that of relatively passive one to that of a more active and dynamic one. With such encouragenent from the users community, the data center macrosohoduling oould be made easlor.
III. SIMULATION MODEL

In a computing gystem with finite resouroes and a domand for resources that periodically exceode capacity. the operating system has to make many pollcy decisions. Pollcy decisions will include as many relevant factors as possible. For example, the core allocator algorithm will mostly consider such factors as the amount of memory requested, the amount of memory avallable, the job priority, the estimated job run time, other outstanding requests and the avallablilty of other requested perlpherals. Disagreement arlses as to how factors should be wolghed and the strategles that are most appropriato for the installation workload. The component of the operating systom that decides which jobs should be allowed to compete for the CPU and hence for core storage is the job scheduler.

The first two chapters of this thesis wore written with the objoctive of fully desoribing the requirements and problems intrinsic to the development and design of a scheduler for any given computing environment. Wo have discussed the theoretical framework for the dealgn and the description of a new type of scheduler in Chapter II. The scheduler 18 based on the concept that core memory should be based on the value of the output to the user. We have explained and emphasized how relevant soheduling decisions
could be made through the solution of a zero-one ilnear machine.

Thls chapter will present the resulte and analysis of simulation experiments conducted in the course of the design. Before such a presentation can be made, brief description of the hardware and software used, as well as of the data operated upon 18 in order.

## A. Simulation Environment.

The Lehlgh University CDC 6400 computer system 18 in the environment in whion the oxperiments were conduoted. The system operates under the SCOPE 3.4.4 Operating System and consists of one CPU and ten perlpheral processors or PP's. The peripheral processors are virtual machines with their own CPU and memory, operating independently of each other and of the main CPU. The PP's may acoess both oentral memory and thelr own 4 K of oore $(K=1024 \mathrm{in}$ octal). Contral memory consists of 120 K (octal) 60 blts-words. The operating systom supports two conourrent modes of service, batch (local and remote) and time sharing. The system 18 multiprogrammed up to fifteon jobs may be active at one time. Each active job is sald to reside at a control point and may be in one of five stages of exeoutioni oxecuting with the CPU, walting for oome PP aotivity to complete, walting for an operator aotion, or swapped out.

The data used for the study were generated on the CDC 6400 and represent actual resouroe requests on the eystea for a normal working day in the univerility. (appendix)

Part of the software used in the study is the MPOS (Multi-purpose Optimization System) developed by Northwestern University. MPOS 18 an integrated aystem of computer programs to solve optimization problems on CDC 6000/CYBER computer systems. Because of its relatively simplo struoture and repertolre of algorithms, MPOS has been used by many students in several universities across the United States. The system 18 designed for univeralty uses of small to medium size optimization problems and was a limiting faotor in this study. Other commerolal mathematical programming systems, such as CDC's $\triangle P E X$, directed at the solution of very large problems stomming from corporate or industry models, were not avallable. Aooess to suoh larger and often fastor systems would have provided greater flexibllity to this gtudy and would have facilltated the work greatly.

The computational procedure used in the interpretations of the zero-one incear program 18 Gomory's outting plane algorithm for the all-integer programing problem. Gomory's algorithm mas chosen instead of other zero-one algorithms suoh as the Branch and Bound Mixed Integer Program, ( $B$ BMIP), or the DSZ1IP algorithe, beoause of ita
abllity to change the boundaries of the solution space without slicing off any of the feasible integer solutions to the original problem. BBMIP and DSZIIP prooeed by enumeration of all possible solutions to the integer problem and were prohibitively oxpensive in torms of storage space required for their adequate exeoution.

## B. Simulation Procodures.

> 1. Mothodology.

The object of the simulation experiments was not the study of the Lehigh University computer system operating under a zero-one soheduler. The simulation study presented in thls chapter was conducted in order to provide visiblilty on the behavior of the zero-one soheduler. Thus the sample data file provided by the University Computing Center 18 read and interpreted by a POBTRAN program [23] so as to generate situations whereby the utilization of the zero-one soheduler capabllities beoomes a necessity. The FORTBAN program does not take into account the jobs" ontry time in the oomputer systom. As the 111018 read , resource utillzation data such as memory requests, CPU time requests, CP time requests and PP time requests are used by the program in the genoration of the zero-one linear formula. The program translates the sohoduling problem into the zero-one formulation flio whion 18 in turn used as input to the Mpos
package. MPOS then processes the formula via Gomory's algorithm. MPOS output contains the optimum sohoduling decisions and the optimum value of the objeotive function for the planning horizon considered. The output file is analyzed for determination of which jobs are granted acoess to memory, and which are not. The jobs $J$ suoh that $0, T=1$ (where $T 18$ the length of the operating interval) are released from the system and will not be oonsidered active during the next operating interval. Pigure 3-1 dieplays a partial representation of the riow of information within the simulation model.

Actual schedules could be determined by further analysis of the MPOS output rile. (see "Soheduling Decisions" (section 8) for information on how this was done.)

At the control period, every job in the walt queue 18 assigned a characteristic varlable name.

The execution time limit request of the job and the $\Delta t$ parameter are used by the FOBTBAN program in the deternination of the number of elements on the job's oharacterlstic set. In an attempt to simplify the design of the experiments, the $\Delta t$ parameter was chosen to be 1 system second. The program then determines the $0_{j}$ and $B g$ parameters of the jobs present in the queue and finally writes the objective function of the zero-one problem. If after determination of $c_{j}$ and $B_{j}$, of a job $J_{j}$ it 18 discovered that $B_{j} 18$ less

than $c_{j}$, then job $g$ will be rlagged as invalld and will not be considered in the zero-one formulation. In real ilfe situations, an appropriate message could be written in the job's dayfile in order to make the user aware of the job's situation during that partioular procesing period. The user would then elther inorease the $B$ garameter or resubmit the job in another processing poriod, or both.

The program finally writes resourco constraints (1). (3) and (4) only. The reason for the omission of constraints of type 218 not readily apparent and $w 11$ be explained later in thls chaptor.

## 2. Variables Table Determination-Jobs ${ }^{\circ}$ Characteristio Sots.

The MPOS package was used with the standard input. The standard input is the algebralc format where problems are stated in natural mathematical format. Each varlable must have a distinct variable name. At the control period, every job in the queue 18 assigned a varlable name a thru $Z$. Letters $E$ and $H$ are not used because of intrinsio restriotions of the MPOS package and of the Portran Simulator.

A question frequentily asked in the oourse of this experimental work was, "What 18 the optimum number of jobs that should be permitted to reside in the ready queue at the control perlodi". Too many ready jobs could produce internal conflicts and degrade capacity oompared to a
analler number of jobs. Too fex ready jobs may not nonleve maximum capacity and maximum utilization of the syeter. It 18 evident that the number of jobs in the ready queue at the control period will depend on the workload 1 mposed on the system.

Beoause of the excessive amount of storage required by the MPOS paokage, particularly when the Gomory algorithm it used, the number of concurrent ready and potentlally aotive jobs was restricted to a maximum of 8 at each control period of the simulation study.

The number 8 is the result of different tests conduoted prior to the simulations, in an offort to establish the threshold at which central memory space required by the simulation software package would exceed the maximum amount of core memory avallable for use on the CDC 6400. Cereful analysis of the data provided by the Computing Center further showed that a maxlmum of 8 ready/potentlally aotive jobs at the control period was approilmately equivalent to a maximum cumulative time limit request of 35 syatem shoonds above whioh the simulation software wll request excess exeoution storage space. Consequently, the Portran program stops scanning and reading the ready queue as soon as the cumulative exeoution time limit exoeeds 35 syeten seoonds, or when the number of jobs scanned 18 equal to 8 . whichever condition prevalls. The program then beglne the

[^8]
## 3. Determination of Cj's.

The Portran program reads the characterlstics of oach test jobs in the attribute array, ATRIB (J, K), K = 1.9. The $C$, assoolated to any job $J$ is determined with the values of ATRIB ( $J, 1$ ), $\operatorname{ATRIB}(J, 5), ~ \triangle T H I B(J, 6), ~ \triangle T R I B$ ( $\mathrm{J}, 7$ ) and $\operatorname{ATRIb}(\mathrm{J}, 9)$.

The values of the attributes array for job $\mathcal{J}$ are the rollowing:

| ATRIB ( $\mathrm{j}, 1$ ) | contral memory request (in deolmal) |
| :---: | :---: |
| ATRIB $(\mathrm{j}, 2)$ | contral processing time request |
| ATRIB ( $\mathrm{j}, 3$ ) | channel time request |
| Athib ( 0.4 ) | perlpheral proceseor time request |
| Athib ( 0.5 ) | system sooonds |
| ATRIb $(\mathrm{j}, 6)$ | job card priority |
| ataib ( $\mathrm{J}, 7 \mathrm{l}$ | processing period, |
|  | 1. for Primo-Time <br> 2. for Non-Prime Tlmo <br> 3. ror off-Hours |
| ATRIB ( 9,8 ) | 1 Time of entry in the computer system (time is in seconds of the oentary) |
| Atrib $(0.9)$ | 1 prooessing moder |
|  | 1. for Baton jobs <br> 2. for Interactive jobs |

The formula vised for the computation of the $C$, is the following

$$
C_{j}=\operatorname{ATHIB}(j, 1) \cdot \operatorname{ATHIB}(j, 5) \cdot \operatorname{CMP} \cdot C^{\prime} \cdot P P
$$

where: $C^{\prime}$ is the execution charge unit. PF is the priority factor of the job and CML 18 a central memory factor.

Replacing ATRIB $(J, 1)$ and ATKIB $(j, 5)$ by $s$, and $t$, respectively, yields the formula,

$$
C_{j}=C N F \cdot P F \cdot C^{\prime} \cdot \theta_{J} \cdot t_{J}
$$

setting $C=C^{*}$ * CMF*PF, the expression for $C$
becomes: $C_{j}=C * s_{j} * t_{j}$
which was arrived at differently in chapter II. She CMP and PF factors are dimensionless whereas $C^{\circ}$ and therefore C are expressed in $\$ /$ word/system second.

The priority factor (PF) of the job 18 established by the scheduler as a function of the job card priority of the job. The job card priority (JCP) /Priority factor (PP) function or (JCP)/ (PF) function for the study 18 represented by the following table, (batch jobs only)

(JCP/PF function for batch jobs only)

Por interactive jobs, the PP 1s also a function of the processing period, interactive jobs have JCP equal to 0 . The (JCP)/(PP) funotion for interactive jobs 18 the follow1ng

|  |  |  |  |
| :---: | :---: | :---: | :---: |
| Processing Period | Prime | Non-Prime | off-Hours |
| PF | 2.6 | 2.2 | 1.7 |
|  |  |  |  |
| (JCP/PF function for interactive jobs) |  |  |  |

The central memory factor or CMP of the expression depends on the level of central memory request for the processing period. It 18 established through the lookup of the following table,

|  | $\begin{aligned} & 30 K \\ & 921 \end{aligned}$ | $\begin{aligned} & 60 K \\ & 384 \end{aligned}$ | $\begin{aligned} & 100 \mathrm{~K} \\ & 512 \end{aligned}$ | $\begin{gathered} 120 \mathrm{I} \\ 640 \end{gathered}$ | (ootal units) (system units) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Prime Hours | . 38 | . 50 | . 62 | . 80 |  |
| Non-Prime Hours | . 36 | . 45 | . 52 | . 64 |  |
| Ofr-Hours | . 33 | . 36 | . 38 | . 40 | n |

$$
\begin{gathered}
\text { CM Pactor Table } \\
\text { (X system units } \left.\equiv\left(X_{8} / 10\right) K \text { octal units }\right) \\
\left(X_{8} \text { is the value of } X \text { expressed in ootal }\right) \\
K=1024 \text { words }
\end{gathered}
$$

For thls simulation model, the short term fluotuations of the $C$ parameter $w 111$ not be considered.

The formula used for the generation of ans prooess $C_{\text {, }}$
guarantees that the value of $C g$ is directly proportional to the process request for time and only "weakly" proportional to the process request for space. Time 18 the most oritical and most limiting constralnt of the scheduling prooes.
4. Determination of $B \mathcal{H}^{\circ} \mathrm{B}$.

The $B$, parameter represents the process maximum paywill for space - time resource request. Processes entering the system with a Bj parameter less than the corresponding Cj parameter are automatically rejected by the soheduler. Por this simulation model. every process's Bj 18 obtained by unlformly randomizing around the prooess's corresponding Cg. The randomization 18 porformed in such a way that the Bj will always exceed the $C_{j}$; the expression of $\mathrm{B}_{\mathrm{J}}$ generated by the simulator 1s as follows:

$$
B_{j}=C_{j}(1+X X) \text {, where } X X \text { is a uniform random }
$$

varlable between 0 and 1 .
The model does not simulate real life situations in which, when the $B_{j} 1 s$ less than the corresponding $C_{j}$, the oomputer system schoduler would flag tho job as unaooeptabla The scheduler vould then dieplay a "rejeotion 12st" and would aooept interaotive or batch modifloation of the offonding $\mathrm{Bg}^{\prime} \mathrm{s}$. Modification of the $\mathrm{Bj}^{\prime}$ 's 18 diffioult to model since the distribution of users' changes oannot be clearly characterizod.

## S. objeotivo Punction.

The coeffloient for overy $0, T$ varlable is the difference betweon the job's $B g$ and 1 ts corresponding $C_{g}$. The program writes the objeotive function acoording to that deflnition.

> 6. Constraints.

Constraints (1). (3) and (4) are writton by the program exactly as it was oxplained in the previous ohapter. Constraints (2), however, are of the form

$$
\begin{aligned}
& \sum_{j=1}^{q}\left(0_{j, t}+t_{j}-0_{j, t}\right) \geqq 1 \text { for } t=\Delta t, 2 \Delta t, \ldots \ldots \\
& T-\Delta t, T
\end{aligned}
$$

and indioate that at least one job must be in execution at any time period. These constraints guarantee (in theory) that the system w111 be multiprogrammod. It was observed during the oxperimental tests that the zeromone mohine will always attempt to schedule a job whenever possible because of the MAXIMIZE olause of the zero-one formulation

Por that matter, constraints of type 2 do not have any effeot on the basic solution of the algorithm when the operating interval length 18 flxed in adranoo. Their erfect on the scheduling decisions 18 covered by the inherent struoture of the zero-one algorithm. It was therefore
decided to remove the constralnts fros the MPOS input rile.
The simulator creates a fom additional constrainta in an ettempt to reduce mPOS activity, MPOS will oonsider for scheduling only those variables of the zero-one formulation which are effeotlvely active. (Chapter II, seotion "Simplifioation of the Zero-one Pormulation.)

## 2. Optimum Length of the Operating Intervals

A question which arose often in the course of this experimental work was: What 18 the optimum length of the control intervali". It 18 undeniable that the length of $T$ 18 oritical to the performanoe of the sohoduler. A lons control interval would facilitate the scheduling deoisions but would tend to degrade storage capacity, a short operating interval would increase storage officioncy but would complicate scheduling deoisions. Lot us denote by PRRP (Performance), the ratio of the cumulative time request for all jobs in the ready queue over the length ohosen for the conitrol interval. The larger PERP, the more complex but the more efflolent scheduling becomes. Por the simulation model presented here, the PERP ractor has been ohosen to be 5 beoause of the restraints of the MPOS package and the limited avallability of executable central menory. Sinoe
 lation model 1835 systems seconds, the corresponding
maximum length of $T$ ls therefore 7 systems seoonds. It mas not possible to study the fluctuations of the scheduling decisions for varlations of $T$. Thls, we belleve, mould have been possible and enrlching had wo been able to have access to larger commercial industrial optimization packages. Pigure 3-3 represents a typloal MPOS input rlle generated by the Fortran program. The characterlatios of the jobs considered in flgure 3-3are displayod in rigure 3-2.

## JOBS PARAMETEHS (RUN NUMBEH 1)

$C M \quad C P$ CH PP (SS/10) JCP PPH MODE PAYMIN PAYWILL

| 160 | 1.0 | .7 | 5.8 | .4 | 0 | 1 | 1 | 45. | 48. |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 129 | .3 | .2 | 2.2 | .1 | 0 | 1 | 1 | 9. | 13. |
| 168 | .6 | .4 | 1.9 | .3 | 0 | 1 | 1 | 35. | 67. |
| 132 | .6 | .5 | 2.5 | .3 | 0 | 1 | 1 | 28. | 33. |
| 160 | 2.0 | .2 | 2.2 | .7 | 0 | 1 | 1 | 68. | 122. |
| 224 | 1.7 | 1.1 | 13.0 | .6 | 0 | 1 | 2 | 245. | 459. |
| 160 | 1.4 | .9 | 3.5 | .6 | 0 | 1 | 1 | 67. | 113. |
| 224 | 1.3 | .6 | 2.6 | .6 | 0 | 1 | 1 | 94. | 135. |

FIGURE 3-2.
(Paymin and Paywill are rounded to the nearest undt.)
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\(D 1001\) & 10 & 01007 \\
\(F 1001\) & 10 & \(F 1007\) \\
01001 & 10 & 01007 \\
11001 & 10 & 11007 \\
11001 & 10 & 11007
\end{tabular}
```
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PIGURE 3-3


PIGURE 3-3 (continuod)


PIGURE 3-3 (oontinued)

\section*{१. MPOS Solution.}

The objective of the MPOS package 18 to determine a zero-one integer solution from which a possible schedule could be derived. The zero-one integer solution implicitly denotes those processes that wll not qet access to central世emory. The ej,T varlable of such processes 18 always equal to 0 . Let us consider a job \(J\) and 1 ts associated
 \(\ldots . e^{\prime}, \mathrm{T}\)
\[
(\Delta t \equiv 1 \text { ror this simulation study.) }
\]
suppose e, \({\mathrm{J}, \mathrm{t}_{1}}^{\text {is }}\) the first of those \(\mathrm{e}_{\mathrm{J}, \mathrm{t}}{ }^{\text {'s whose value }}\) \(1 s\) equal to 1 when reading from the left \(\left(0, j, t_{1} 18\right.\) the rirst non-zero variable). All other values to the rlght of ej, \(\mathrm{t}_{1}\) will be equal to 1 , whereas all values to the left of \(e_{j, t_{1}}\) will be 0 . \(e_{j, t_{1}}\) indicates the exact time at which process \(\rho\) completed execution and was released from the system; (the control point at which the job was executing 18 made avallable to another potential process). Since swapping is not allowed, the knowledge of job \(j\) oxecution time limit request permits determination of the execution perlod of the job and, therefore, the job's sohedule. Job \(j\) started executing at time \(t_{1}-t_{j}\).

The MPOS output for the input file shown in figures 3-2 and 3-318 displayed in flgure 3-4. The appropriate schedule for the control interval considered 18 drawn
```

OBJECTIVE FUNCTION =

```

318 AT ITERATION 244 TIME = 29.228 SECS.

SUMMAHY OP HESULTS


FIGURE 3-4
Partial Output


FIGURE 3-5
(the number in parentheses represents CM requests)

The value of the objective function is the optimum schedule's differential return to the coaputer systen. By differential returns we mean the difference value between the \(B\) and \(C\) paraweters of the soheduled jobs. The differentlal returns represent the net returns to the oosputer system. Por the example shom in flgures 3-3. 3 - 4 . and 3 - 5 , the objeotive function value 18318 dollars. The corresponding returns obtalned in the same oontrol interval with a Best Pit and Pirst Fit atratogios are 262 and 90 dollars respectively. Plgures 3-6 and 3-7 show the oomparative schedules obtalned with the Best F1t and Pirst fit algorithms for the jobs of figures 3-3 and 3-4.
JOBS CM (SS/10) PAYMIN PAYWILL \begin{tabular}{lllll} 
BJ & CJ & ZERO- & BEST & PIRST \\
ONE
\end{tabular}
\begin{tabular}{rrrrrrrrr} 
A & 160 & .4 & 45. & 48. & 3. & 0 & 1 & 1 \\
B & 129 & .1 & 9. & 13. & 4. & 1 & 1 & 1 \\
C & 168 & .3 & 35. & 67. & 32. & 0 & 0 & 1 \\
D & 132 & .3 & 28. & 33. & 5. & 0 & 0 & 1 \\
F & 160 & .7 & 68. & 122. & 54. & 1 & 0 & 0 \\
G & 224 & .6 & 245. & 459. & 214. & 1 & 1 & 0 \\
I & 160 & .6 & 67. & 113. & 46. & 1 & 0 & 1 \\
J & 224 & .6 & 94. & 135. & 41. & 0 & 1 & 0
\end{tabular}
figure 3-6
COMPARATIVE ZERO-ONE, bEST PIT AND FIRST PIT SCHEDULES


\section*{Plgure 3-8 reprosents partial results for 20 control} interval deoisions. It was found that in teres of differential dollar returns, tho zoro-one algorithe outperforned the Best Pit and Pirst Pit algorithms by faotors of .095 and .14 per control interval, respectivoly. The reaults mean that under normal conditions of control interval operations, one should expect the zero-one algorithm model prosented in this thesis to generate substantially more dollar roturns to the computer systom than the Best fit or Pirst Fit algorithms for example.
\begin{tabular}{crrr} 
RUN NUMBER & PIRST FIT & BEST FIT & 2ERO-ONB \\
& & & \\
1 & 90. & 262. & 318. \\
2 & 66.27 & 123.18 & 140.25 \\
3 & 8.86 & 80.95 & 105.14 \\
4 & 42.62 & 82.09 & 178.02 \\
5 & 133.26 & 133.26 & 154.38 \\
6 & 137.47 & 183.61 & 272.06 \\
7 & 183.03 & 128.81 & 223.02 \\
8 & 52.73 & 47.98 & 322.34 \\
9 & 58.29 & 58.29 & 116.06 \\
10 & 61.62 & 56.87 & 105.88 \\
11 & 0.00 & 49.71 & 78.95 \\
12 & 51.21 & 46.18 & 54.95 \\
13 & 15.77 & 70.61 & 86.96 \\
14 & 62.93 & 81.69 & 147.63 \\
15 & 20.87 & 75.36 & 105.57 \\
16 & 7.12 & 19.83 & 124.96 \\
17 & 30.58 & 42.99 & 191.29 \\
18 & 2.36 & 14.77 & 162.81 \\
19 & 18.36 & 19.96 & 49.58 \\
20 & 23.57 & 23.57 & 105.84
\end{tabular}

PIGURE 3-8
DIFFERENTIAL RETUHNS

The zero-one algorithm concept 18 espeolelly applioable when central memory 18 overcrowded. The resulta of the simulation suggest that computer centers administrations have, with the zero-one algoritha, a tool to use memory overorowding as a means to generate extra dollars returns. In addition, the zero-one algorithm guarantees optimum soheduling decisions for the control intervel.

The control interval approach assumes that jobs arrive in the system by intervals and that memory 18 overcrowded at the control period*. Moreover, under the control interval approach, it is not, in general, good polloy to sohedule a job during the current interval if there is a possibllity to schedule the same job during the following control interval when the presence of other jobs will have generated more competition for storage.

The control interval approach, therofore, generatea competition between the jobs or the oustomers of the syetem before attempting any sorvicing. The example of figure 3-9 should help clarify this part of the ooncept.

\footnotetext{
- control period, 18 the time at whioh soheduling deol* sions for the next operating interval are mado.
}
JOBS CM SS Bj-C, ZERO-ONE
\begin{tabular}{rrrrr} 
A & 160 & 4 & 3. & 0 \\
B & 129 & 2 & 4. & 1 \\
C & 168 & 5 & 32. & 0 \\
D & 132 & 5 & 5. & 0 \\
P & 160 & 7 & 54. & 1 \\
G & 224 & 5 & 214. & 1 \\
I & 160 & 5 & 46. & 1 \\
J & 224 & 5 & 41. & 0
\end{tabular}


The control interval approach in a computer mioro/ maoroscheduling environment also means that the oomputer system contral authority as woll as the oomputer system users:
- are rully avare of the preciousness of computer resources;
- reoognizo that proolous resouroes aro best used undor competitive olroumstances,
- and are willing to bring an honest contribution to achleving optimum utilization of the resources.

In addition, the approach assumes that the computer system runctions as a completely closed syster that 1 s users of the system will never balk.

When all the above conditions are fulfilled, the oontrol interval approach 18 sald to be operating under "normal conditions".

The control interval approach creates the phenomenon of voluntary fragmentation llluatrated in figure 3-9. The rragmentation 18 voluntary in the sense that it 18 accepted or created by the soheduler as a means to generating additional dollars returns. Any cost inourred with such voluntary fragmentation should be paid off by the exoess dollars returns. The fragmentation problem may. nonetheless, be alleviated, in practice, by awitohing froa time to time and at the appropriate moment from the zeroone algorithm to some other passive algorithms. This technique of controlling fragmentation permits to effeotively write "Generallzed Zoro-One Sohedulers". This sort of soheduler will be the object of section 2 of ohapter IV. This problem of fragmentation is in fact a consequence of the overlap crisis assumption mentioned in ohapter II.

The control interval approach will occasionally delay the execution of some jobs ontitled to access exeoutable memory (jobs \(J\) with \(B_{j}>C_{j}\) ). This should not be problea since the scheduler modifies scheduling decisions by
accepting input from the user oommunity. The reedback loopi soheduler \(\longrightarrow\) users \(\longrightarrow\) schoduler enables overy user to very easily change his or her jobs relative priorlty by increasing or decreasing the jobs" B parameters.

\section*{C. Conclusion.}

The search for ways to monltor the performance of the "subjective zero-one" algorithm presented in ohapter II has led to several simulation studies. Some 1 mportant resulta of the simulations were presented in this ohaptor.

The studies provided visiblilty of the utilization of storage resources only and do not attempt to cover soheduling of other resources such as CPU, channels and devices. Analysis of the results showed that, in general, the zeroone scheduler will always outperform the passive schedulers described in chapter \(I\), insofar as dollars returns to the system are concerned. The performance of the soheduler has been found to be dependent upon the user community maturity and awareness of the preciousness of the resouroes to be scheduled.

Conditions of optimum performance of the zero-one schoduler have been defined and investigated; many of those conditions exist in today's computer systems and centers.

The scheduler creates additional rragmentation, but that problem of rragmentation could be controlled with generallzed schedulers that wll be prosented in ohaptor IV.

The objective of thls thesis was the determination of the reasibllity of a non paged multiprogrammed momory allocator based on the ldea of users own pricing of storage resources. By constructing an abstract model for a zero-one linear scheduler, we have bullt a framework withln which we have analyzod different schedules developed by a simulator program. It was found that a zero-one algorithm 18 perfectly feasible and under cortaln oonditions of normality, will substantially outperform the best fit and first fit algorithm for example, Insofar as dollars returns to the system are concerned.

We have had to define the concept of control interval approach whioh 18 the environment withln which performanoe of the zero-one scheduler is marimum. Once wo had acoepted the idea that storage resouroes are best and wost ofriciently utilized under conditions of tight competition, we have been able to more olearly define performance measures. It has become olear that rragmentation was not to be considered as a problem; as a matter of fact. fragmentation has been found sometimes necessary to guarantoc maximum profitability of the overall scheduling process. In this ohapter, we intend to present some of the peripheral aspeots of the concept of subjective soheduling.

We will also present and discuss certaln areas of the mork which appear to be disappointing.
1. Is the Zero-one Algorithm Palr?

The economic essonce of sharing and wultiprogramming can be captured in this sentences
"by sharing resouroes, the users distribute the resouroes costs and each user pays less" [4]. Sharing benefits the system, too, for the system selects from wide range of instantaneous requests those that are most 11 kely to improve its efflolency. However, sharing oreates the problem of priority rating.

The priority rating problem 18 vory acute in a zoroone algorithm environment. Because users can directly influence their processes priority rating, a question naturally arlses:
"now can we guarantee fairness in an onvironment whereby priority decisions are based on individual's monetary wealth?".

It takes little to realize that coonomic systems very often fall to be as falr as they ought to be. The systers protect themelves by the institution of laws and legislation.

We have wanted, in this thesis, to provide fairness in the computer system users community. We have based our
mork on the assumption that conditions of control interval approach oxist in computer centers, or oan be readily attalned with minlmum offort. In addition, we have implioitly hypothesized that pure oompetition exist in the scheduling onvironment. Pure competition 18 realized whens
- the eoonomic product under investigation is homogeneous:
- each user 18 small relative to the markot,
- all unlts possess complete knowledge of the coonomic environment;
- the system 18 oompletely olosed.

We belleve that memory, which 18 the oconomio product under study in this thesis, is perfectly homogeneous. Palrness of the system 18 guaranteed by the second clause of the definition which demands smallness of each buyer relative to the market. This thesis assumes that there cannot exist in the system a user with the largest differential parameter at all times. This 18 only an assumption and will probably not be true in many oomputing centers. It 18 the responsibility of the computing oenter administration to guarantee fairness in the environment should any clause of the pure competition model be violated.

In chapter II, we have presentod constralnts of type 2 as necessary constraints of the zero-one problem. Constralnts (2) guarantee that at least one program 18 oxecuting at any instant of the control interval. The removal of constraints (2) from the slmulation model presented in chapter III, should not be taken as an Indication of the superflulty of the constralnts.

One of the most obvious flaws of the slmulation model 18 the presetting of the length of the oontrol interval. Wo had to adopt that attitude bacause of the limitations of the software utillzed for the study. The presetting of the length of the operating interval to a value \(T\), introduces the possibllity that the whole core be left unused toward the end of the control interval, when the soheduler 18 walting for the next control period. Scheduling decisions would nevertheless be optimum for the control interval as displayed in flgure 4.1 and 4.2.a. Storage mould, however. be better managed with the reduction of the control interval length as in flgure 4.2.b. To the management of space, we have thus added the management of time. This 18 not surprising since time and apace are inseparable physical entities.
\[
\text { JOBS } \quad \text { CM } \quad 3 S \quad B_{\jmath}-C_{j}
\]
\begin{tabular}{lllr} 
A & 160 & 2 & 3 \\
B & 129 & 2 & 5 \\
C & 168 & 2 & 25 \\
D & 132 & 5 & 15 \\
F & 132 & 4 & 30 \\
G & 170 & 3 & 10 \\
I & 200 & 1 & 10
\end{tabular}

FIGURE 4-1


PIGURB 4 - 2 a)
whole core 18 loft unused for 2 system seconds.

FIGUHE 4-2 b)
ad justment of control interval length.

The control interval time becomes unpredictable and a random variable. Its diatribution 18 a runction of the system workload. The introduction of a dynamio management of tlme makes it difflcult to study the behavior of the scheduler through simulation. We suggest that the following procedure be used. In real scheduling,
1. derine scheduling decisions varlables with a
preset value of \(T_{1}\)
2. ad just \(T\) by reduction if possible.

We have introduced in chapter III the concept or voluntary fragmentation. Voluntary fragmentation is a sound pollcy under normal conditions of control interval approach. Yet it becomes undesirable if storage must be left unused for a long period of time. Again, management of time comblnes with management of space to remind us that space and time cannot be separated fromeach other. Let \(X\) be the amount of voluntary rragmentation croated by the scheduler for a length of time \(t\). The product \(X\) * \(t a\) then a random varlable whose distribution will depend on the system workload. The longer the length of the control interval, the larger the expected value of \(x\) * Note that voluntary fragmentation only takes place toward the end of the control interval.

Two questions now arlser

> 1.) What is the optlmum value of \(T\) which will guarantee maximum memory time product orriciency, and minimize the expected value of the product \(x\) t?
> 2.) Wlil that optimum value of \(T\) guarantee that the system mill not degenerate into a wthrashing -state?

By thrashing-states, we want to describe situations whereby the length of the control intervals oompels the scheduler to spend more time making and revising scheduling decisions, than effectively scheduling and allooating storage.

The answers to the questions we have ralsed in the above discussion will make \(1 t\) posilble to design what we have previously referred to as generallzed zero-one schedulers. Generalized zero-one schedulers mould make full use of all constraints defined in chapter II. They would be able to conduct thelr own look ahead simulations for ad justment of \(T\).

Generallzed schedulers, as well as the scheduler presented in thls thesis can be writton in a higher procedural language such as Pascal.

We have just described and discussed a few of the many opportunities left opened for additional exploration of the 1dea of a Subjective Zero-One scheduler in a free enterprise system.

An area of the study which was somewhat disappointing 18 the apparent overhead created by the zero-one scheduler during the simulation experiments. It is not olear how wuch overhead 18 involved. Moreover, there is no posisibllity to estimate the speed at whlch schoduling deolelons Wll be made. Processing speed 18 a very 1 mportant factor In the design of any type of system program. The optimization software used for the simulation experiments was not designed for real time prooessing and was therefore very slow in arriving at userul soheduling deoisions. The objective of thls thesis was not the development of a procedure for real time zero-one optlmization.

The author nonetheless belleves that muon attontion should be directed to that effoct before the atorage allocation algorithm presented in this thesis becomes praotioal.

We have tried in this thesis to develop procedure whereby users would have the abllity to influence thelr jobs' priority rating through direct interaotion with the job scheduler. The question 18 to know how muoh the user will be appreolative of the effort. The extent to whioh the user would want to be concerned with the soheduling process 18 not clearly understood. More work needs to be done in order to determine the limits of aoceptable users" involvement in scheduling processes.

Multiprogramming, multiprocessing, and all other technlques are not solutions to the resources allocation problem; they are tools by which a solution may be 1 mplemented [4].

It was the purpose of this thesis to develop and present a relatively nex approach to modelling the behavior of computational processes, to spark a different way of thinking about microschedullng, to evolve a philosophy about storage as an economic good of the computer environment.

We hope we have achleved that purpose. We also hope that some effort will be expended in the future to devolop models of computer systems resources sharing and utilization similar to the model presented in this thesis.
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- CDC SCOPE Central Memory Usage and Allocation
- Operator/Scope communlcation.

Each job in process in the computer systom ocouples a contlguous block of mords in central memory. Roforonces to all addresses within each block aro made in relation to the reference address (KA) which is the first address in the block. The length of the block 18 the fleld length (FL) of the job. A reference to a location outside the job's field length causes an abnormal termination of processing. Thus, all other jobs and systems programs in central memory are rully protected against accidental overwriting.

Every job in central memory 18 related to a SCOPE control point. Each control point interrelates the followIng elements common to a particular job, the central memory fleld length allotted, other hardware and 11108 used by the job; and a control point area in low oore, that oontalns reference information about the job. Reference information are such information as the job name, processing time acoumulated, related control statements and the job's oxchange jump package.

Up to 15 control polnts are avallable, therefore, up
to 15 system or user jobs may be active at control points simultaneously. Control point 0 (zero) 18 used to identify all hardware and software resources not presently allooated to user jobs or those used only by SCOPE.

The position of central memory storage allocated to each job 18 related to the control polnt number to which the job 18 assigned. The assignment 18 made and maintalned in numerical order. The job at control point 2 , for instance, always follows the job at oontrol point 1 , and the job at control point 3. will rollow the job at control point 2. Figure \(A\) - 1 represents central memory allocation as maintained by SCOPE.


Through a dynamic relocation process, jobs are moved up and down in storage to make room for new jobs assigned to control points. The process 18 continuous. If an arriving job \(1 s\) assigned at a free control point and ir surficient contiguous storage is not avallable for the new job, SCOPE wlll relocate other Jobs as neoessary to provide surficient contiguous storage. Each job will be moved as a block, and only 1 ts reference address (HA) will be changed accordingly within the appropriate SCOPE reforence tables. The order of the jobs within central wemory remains the same. When the move 18 complete, the \(R A\) of the job or jobs are modifled and jobs' activity 18 resumed.

A program gains or relinquishes the central processor through an exchange jump instruction. When this instruotion 18 executed, the program using the central processor 18 interrupted. The control point area contains a 16 -word exchange package which contains the information used directly in exchange jumps, the most recent contents of all processor registers, the \(R A\) and \(P L \ln\) central memory and ECS and the program address. The program address 18 the address of the next instruction to be oxeouted.

SCOPE maintains in mass storage the job dayfile, a chronological accounting of each job run, which 18 automatically printed at job termination. It contains a copy of all control cards processed, equipment assignments,
diagnostlc wessages, job accounting information, job statlstics, and the date and time of day associated with each processing event relative to the job.
- Job Termination
a) Normal Termination

When a job 18 processed without orror, normal termination activity begins upon reaching the first end of the record rield or an EXIT or EXIT(S) control oard. All hardware devices assigned to the job are assigned to control point 0 (zero), so they can be reassigned to other jobs.
b) Abnormal Termination

When an error occurs, SCOPE sets a flag indicating the error. If the error has not been previousiy identified in the job step by a call to the systom program RECOVR, then SCOPE continues with error processing. Otherwise, control 18 returned to the user program for processing. A diagnostic message, reflecting the reason for abnormal termination, 18 written to the job dayflle. SCOPE then clears the error flag and searches the control cards reoord for an EXIT control card. If no EXIT statement 18 round, the job terminates as described under normal termination.
c) Termination by an Operator Command

When the operator types in a DROP command. the job terminates prematurely. End-of-job procedures are inltiated as described under abnormal termination. When the operator types in a KILL command, the job terminates prematuroly. All flles associated with the job are dropped regardless of name or disposition. The programmer does not receive a dayflle listing. When the operator enters a RERUN command, the job 18 terminated and its input flle \(1 s\) returnod to the input queve, so that \(1 t\) can be run later. The output 11018 dropped, and a new output file 18 created.

\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline J00 no & CN & 35 & \begin{tabular}{l}
ontonit \\
I Jol Catob
\end{tabular} & \begin{tabular}{l}
mocessime \\
PR 100
\end{tabular} &  & -av-mim & -av-mist \\
\hline 1 & 160 & 4.1 & - & 1 & 1 & 64.08 & 48.04 \\
\hline 2 & 184 & 1.1 & - & 1 & 1 & 1. 3 & 88.68 \\
\hline 1 & 168 & 21 & - & 1 & 1 & 18. 10 & 67.84 \\
\hline 6 & 132 & 1.1 & - & 1 & 1 & 27. 7 & 82.88 \\
\hline 5 & 181 & 61 & 0 & 1 & 1 & 67.8 & 188.60 \\
\hline - & 224 & 6.1 & 1 & , & 2 & 844.61 & 488.79 \\
\hline 1 & 160 & 6.1 & - & 1 & 1 & 67. 84 & 888.67 \\
\hline - & 224 & 6. & - & 1 & 1 & 44. 81 & 188.86 \\
\hline 9 & 160 & 6.1 & 0 & 1 & 2 & 174.72 & TM. 98 \\
\hline 10 & 130 & 8.8 & - & 1 & 1 & 18.20 & 27.60 \\
\hline 11 & 46 & 6. & 1 & 1 & 2 & 184.83 & 188.06 \\
\hline 12 & 128 & 2. 1 & 0 & 1 & & 17.98 & 18.18 \\
\hline 13 & 281 & 3.1 & E & 1 & 1 & 19.00 & 18.00 \\
\hline 14 & 160 & 6.1 & \(\bullet\) & 1 & 1 & 67. 80 & 187.04 \\
\hline 15 & 132 & 2.1 & 1 & 1 & 1 & 10.40 & 13.70 \\
\hline 16 & 192 & 6.1 & 1 & 1 & 1 & 18.64 & 108.39 \\
\hline 17 & 161 & 41 & 1 & 1 & 1 & 87.21 & 75.30 \\
\hline 13 & 161 & 3.1 & - & 1 & 1 & 31.6 & 48.8 \\
\hline 14 & 224 & 1.1 & 1 & 1 & 1 & 15.68 & 18.04 \\
\hline 20 & 192 & 5. 1 & - & 1 & 1 & 67.80 & 17.08 \\
\hline 21 & 258 & 61 & 0 & 1 & 1 & 147.82 & 831.2t \\
\hline 22 & 224 & 6. & - & 1 & 1 & 91. 08 & 871.38 \\
\hline 21 & 48 & 6. 1 & 0 & 1 & 2 & 69.89 & 808.06 \\
\hline 24 & 258 & 6.1 & 0 & 1 & 1 & 147.88 & 184.10 \\
\hline 85 & 192 & 5. 1 & 0 & 1 & 1 & 67.84 & 18.86 \\
\hline 26 & 118 & 6. & 0 & 1 & 1 & 12. 88 & 158.98 \\
\hline 27 & 321 & 6. & 1 & 1 & 1 & 184.00 & 28.04 \\
\hline 28 & 192 & 6. & - & 1 & 1 & 64.04 & 116.67 \\
\hline 29 & 132 & 3.1 & - & 1 & 1 & 27. 72 & 3.98 \\
\hline 31 & 224 & 6: & \(\bigcirc\) & 1 & 1 & 10.81 & 807.81 \\
\hline 31 & 131 & 1.8 & \(\bigcirc\) & 1 & 8 & 0.87 & 82.83 \\
\hline 32 & 112 & 1.1 & 0 & 1 & 1 & 9.84 & 17.88 \\
\hline 33 & 182 & 5.1 & 0 & 1 & 1 & 67.81 & 186.8 \\
\hline 36 & 112 & 2.1 & 1 & 1 & 1 & 18.48 & 30. 31 \\
\hline 35 & 180 & 2.0 & - & 1 & 2 & +6.39 & 03.7 \\
\hline 36 & 183 & 1.0 & 0 & 1 & 1 & 6. 7 & 17.08 \\
\hline 37 & 131 & 1.1 & - & 1 & 1 & 9.82 & 18.04 \\
\hline 31 & 192 & 5.9 & 1 & 1 & 1 & 67. 21 & 81. \({ }^{18}\) \\
\hline 39 & 198 & 61 & - & 1 & 1 & 12.32 & 20.0 \\
\hline 60 & 284 & 1.1 & 1 & 1 & 1 & 18.68 & 28.15 \\
\hline 41 & 1:2 & 1.1 & 0 & 1 & 1 & 9.84 & 88. 88 \\
\hline 42 & 291 & 6.1 & 1 & 1 & 8 & 223.23 & 188.34 \\
\hline 41 & 131 & 20 & ! & 1 & 1 & 9.87 & -. 88 \\
\hline 46 & 160 & 61 & 0 & 1 & 1 & 67.80 & 0.78 \\
\hline 48 & 192
298 & 40 & \(!\) & 1 & 1 & 83.78
88.88 & 60.60 \\
\hline 41 & 224 & 2.0 & 1 & 1 & 2 & 11.94 & 187.18 \\
\hline 46 & 284 & \(6 \cdot 1\) & \(!\) & 1 & 1 & 21. 88 & 2. 81 \\
\hline 49 & 156 & 3.1 & - & 1 & 1 & 87. 38 & 40.44 \\
\hline 50 & 168 & 61 & * & 1 & 1 & 67.84 & 118.38 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline 11 & 192 & 6.1 & 0 & 1 & 1 & 10.4 & 182.81 \\
\hline 52 & 258 & 3. \({ }^{\text {a }}\) & 0 & 1 & , & 88.78 & 60.83 \\
\hline 31 & 884 & 6. & - & 1 & 2 & 244.61 & 884.83 \\
\hline 54 & 186 & 3. & 1 & 1 & 1 & 36. 08 & 19.85 \\
\hline 59 & 161 & 6.6 & 0 & 1 & 1 & 67.8 & 117.88 \\
\hline 58 & 168 & 4.1 & 0 & 1 & 1 & 44. 04 & M. 20 \\
\hline 87 & 132 & 20 & 0 & 1 & 1 & -. 24 & 18.19 \\
\hline 56 & 128 & 2.1 & 0 & 1 & 1 & e. 3 & 13.06 \\
\hline 59 & 129 & 2.1 & 0 & 1 & \(t\) & 48.59 & 78. \({ }^{18}\) \\
\hline 64 & 112 & 1.1 & 0 & 1 & 1 & 9.84 & 17.76 \\
\hline 1 & 160 & 6.1 & 1 & 1 & 1 & 67. 28 & 6F.68 \\
\hline 62 & 192 & 8.1 & 0 & 1 & 1 & 67.80 & 188.04 \\
\hline 63 & 284 & 1.1 & 0 & 1 & 1 & 67.04 & 19.48 \\
\hline 64 & 281 & 4.8 & - & 1 & 1 & 68.0n & 876.89 \\
\hline 65 & 224 & 21 & - & 1 & 2 & 61.71 & 18.48 \\
\hline 63 & 64. & 3.8 & \(\bullet\) & 1 & 2 & 26. 48 & 88.94 \\
\hline 61 & 168 & 40 & \(\bullet\) & 1 & 1 & 44. 81 & 07.80 \\
\hline 66 & 320 & 5.6 & 1 & , & 1 & 128.48 & 187.84 \\
\hline 69 & 132 & 1.1 & 1 & 1 & 1 & 9.84 & 12.81 \\
\hline 76 & 198 & 20 & * & 1 & 1 & 87.44 & 51. 48 \\
\hline 71 & 192 & 3. 1 & * & 1 & 1 & 67.80 & 04.28 \\
\hline 72 & 164 & 40 & - & 1 & 1 & +1.04 & 04.48 \\
\hline 73 & 120 & 1.1 & - & 1 & 1 & 1.98 & 18. 18 \\
\hline 7. & 132 & 2.1 & 0 & 1 & 1 & 18.48 & 29. 98 \\
\hline 78 & 138 & 1.1 & 0 & 1 & 1 & 9.84 & 17.88 \\
\hline 16 & 168 & 6.1 & 1 & 1 & , & 67.80 & 188.61 \\
\hline 71 & 192 & 68 & - & 1 & , & 08.40 & 186. 27 \\
\hline 71 & 168 & 8.1 & - & 1 & 1 & 80.00 & 188.48 \\
\hline 79 & 181 & 6. & \(\bullet\) & 1 & 1 & 67.80 & 69.94 \\
\hline 10 & 168 & 2.1 & - & 1 & 1 & 23.82 & 46. 63 \\
\hline 11 & 192 & 5.1 & - & 1 & 1 & 67.81 & 9.88 \\
\hline 02 & 168 & 5.1 & - & 1 & 2 & 145.60 & 78.17 \\
\hline 13 & 182 & 41 & \(\cdots\) & 1 & 1 & 18.48 & 81.88 \\
\hline 14 & 192 & 8.1 & \(\cdots\) & 1 & 1 & 67. 8 & 04.88 \\
\hline 45 & 180 & 1. 1 & - & 1 & 1 & 18.80 & 19.10 \\
\hline 16 & 320 & 3.1 & 0 & 1 & 1 & 182.08 & 178.03 \\
\hline 17 & 128 & 2.8 & - & 1 & 1 & 17.32 & 88.42 \\
\hline 40 & 220 & 40 & - & 1 & 2 & 163.87 & 897.68 \\
\hline 69 & 122 & 6.1 & - & 1 & 1 & 6e.60 & 188.89 \\
\hline 91 & 132 & 2.1 & - & 1 & 1 & 1.85 & 17.80 \\
\hline 91 & 198 & 4.1 & 0 & 1 & 1 & 84. 81 & 181.98 \\
\hline 92 & 192 & 6. 0 & - & 1 & 1 & 18.80 & 12. 16 \\
\hline 43 & 224 & 6.1 & 0 & 1 & 1 & 24. 88 & 886.84 \\
\hline 94 & 144 & 0.0 & 0 & 1 & 1 & 49.38 & 86. 87 \\
\hline 25 & 188 & 61 & 0 & 1 & 1 & 67.20 & 819.86 \\
\hline 46 & 152 & 5.8 & \(\bullet\) & 1 & 1 & 18.81 & 68.17 \\
\hline 97 & 198 & 4.1 & 0 & 1 & 1 & 88.78 & +8.04 \\
\hline 98 & 281 & 2.1 & 0 & 1 & 1 & 18.82 & 20. 12 \\
\hline 98 & 158 & 21 & 0 & 1 & 1 & 9.80 & 18. 28 \\
\hline 100 & 108 & 4. & 0 & 1 & 1 & 83.78 & 42.80 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline 101 & 280 & 6. & * & 1 & 1 & 98.78 & 178.00 \\
\hline 102 & 298 & 46 & - & 1 & 1 & 71.38 & 120.62 \\
\hline 103 & 14 & 2. & 0 & 1 & 1 & 77.0 & 46.8 \\
\hline 104 & 132 & 1. 0 & - & 1 & 1 & 9.84 & 17.19 \\
\hline 105 & 224 & 6. & 1 & 1 & 1 & 20. 08 & 181.83 \\
\hline 106 & 284 & 8.8 & 0 & 1 & 1 & 76.40 & 18.29 \\
\hline 107 & 181 & 61 & - & 1 & 1 & 67.81 & M.0 \\
\hline 106 & 196 & 4. & - & 1 & 8 & 50. 28 & 19.40 \\
\hline 189 & 160 & 61 & 1 & 1 & 1 & 67. 21 & 805.35 \\
\hline 110 & 168 & 4. & - & 1 & 1 & 40. 81 & 76.81 \\
\hline 111 & 198 & 6.0 & 1 & 1 & 1 & 80.00 & 97. 18 \\
\hline 112 & 160 & 5.1 & 0 & 1 & 1 & 56.00 & 78. \\
\hline 113 & 291 & 1.8 & - & 1 & 1 & 62.16 & 181.80 \\
\hline 114 & 188 & 2.1 & 1 & 1 & 1 & 17.8 & 80.97 \\
\hline 115 & 56 & 1.1 & * & 1 & 8 & 7.78 & 10.8\% \\
\hline 116 & 192 & 5.1 & - & 1 & 1 & 67.84 & 104.7t \\
\hline 117 & 168 & 6.1 & - & 1 & 1 & 67.80 & 18.38 \\
\hline 118 & 168 & 20 & 1 & 1 & 1 & 18. 20 & 11.44 \\
\hline 119 & 198 & 8. & 0 & 1 & 1 & 68.84 & 28.17 \\
\hline 123 & 192 & 5.0 & - & 1 &  & 67.20 & 97. 38 \\
\hline 121 & 224 & c. 1 & - & 1 & 1 & 44.85 & 180.28 \\
\hline 122 & 68 & 1.0 & 1 & 1 & 1 & J. 62 & 8. 82 \\
\hline 123 & 131 & 10 & \(\bullet\) &  & 1 & 9.10 & 18.93 \\
\hline 124 & 161 & 61 & \(\cdots\) & 1 & 1 & 87. 21 & 68.48 \\
\hline 125 & 192 & 6 & - & 1 & 1 & 10.4 & 4. 28 \\
\hline 126 & 180 & 6.1 & 0 & 1 & , & 67. 2 & 180.67 \\
\hline 127 & 139 & 3.1 & 0 & 1 & 1 & 20. 38 & 4.4t \\
\hline 128 & 258 & 3.0 & - & 1 & 1 & 53.78 & 64.68 \\
\hline 129 & 284 & 6.0 & - & , & 1 & 24. 88 & 23. 18 \\
\hline 130 & 192 & 8.8 & - & 1 & 1 & 67.84 & 73.18 \\
\hline 131 & 224 & 6.8 & - & 1 & 1 & 94.88 & 181.86 \\
\hline 132 & 192 & 4.1 & 1 & 1 & 1 & 93.78 & 60.86 \\
\hline 131 & 192 & 6. & ! & 1 & 1 & c8.64 & 188.84 \\
\hline 134 & 180 & 4. 6 & - & 1 & 1 & 64. 01 & 4.92 \\
\hline 135 & 224 & 6.3 & - & 1 & 1 & 94.08 & 142.J8 \\
\hline 136 & 284 & 6.1 & - & 1 & 1 & 14.01 & 881.98 \\
\hline 137 & 284 & 40 & , & 1 & 2 & 183.07 & 87.9 \\
\hline 130 & :28 & 4.8 & - & 1 & 1 & 238.85 & 820.08 \\
\hline 139 & 258 & 6.1 & - & 1 & 1 & 187.82 & 189.68 \\
\hline 148 & 192 & 6.1 & ! & 1 & 1 & E8.40 & 18.74 \\
\hline 141 & 224 & 5.1 & \(\bigcirc\) & 1 & 1 & 71. 18 & 148.81 \\
\hline 268 & 192 & 9. 8 & 1 & 1 & 1 & 67.8 & 73.67 \\
\hline 143 & 224 & 4.6 & 0 & 1 & \% & 288.87 & 188.88 \\
\hline 144 & 192 & 5.1 & 0 & 1 & 1 & 67.80 & 78.80 \\
\hline 145 & 128 & 1.1 & - & 1 & 1 & 1.76 & 18.06 \\
\hline 146 & 180 & 2. 1 & \(\bullet\) & 1 & 1 & 87.48 & 2t. 28 \\
\hline 147 & 192 & 5.8 & \(\bullet\) & 1 & 1 & 67.21 & 91.06 \\
\hline 148 & 168 & 4.1 & - & 1 & 8 & 10. 88 & 62.48 \\
\hline 149 & 168 & 4.0 & 1 & 1 & 1 & 4.4.018 & 68.48 \\
\hline 250 & 168 & 6. 8 & - & 1 & 1 & 67.81 & c8.89 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline 181 & 194 & 4. & 0 & 1 & 1 & A. 88 & \(18 \cdot 8\) \\
\hline 152 & 142 & c) & - & 1 & 1 & ct.10 & 182.80 \\
\hline 153 & 128 & 1. 0 & 0 & 1 & 1 & c. 3 & 14.0 \\
\hline 194 & 192 & 4 & 0 & 1 & 1 & 3.76 & 4.3 \\
\hline 185 & 231 & 2.0 & 0 & 1 & 1 & 18.7 & 04.83 \\
\hline 198 & 30 & 8. & \(\cdots\) & 1 & 1 & 135.00 & 148.58 \\
\hline 197 & 48 & *. & - & 1 & \(t\) & -9.09 & 7. 60 \\
\hline 158 & 3\% & 6. & - & 1 & 1 & 838.0 & 187.39 \\
\hline 159 & 284 & 6. & 0 & 1 & 1 & 84.0 & 809.81 \\
\hline 180 & 24 & 6. & 0 & 1 & 1 & 94. 0 & 181. 10 \\
\hline 181 & 224 & 61 & \(\cdots\) & 8 & 8 & -4. 0 & 182.89 \\
\hline 182 & 284 & 3.1 & 0 & 1 & 1 & 71.4 & 8es.80 \\
\hline 163 & 192 & 4. & 0 & 1 & 1 & \%3.7 & - 4 \\
\hline 184 & 188 & S. & \(\bigcirc\) & 1 & 1 & 86. 9 & A - 3 A \\
\hline 165 & 120 & 2. 0 & 0 & 1 & 1 & 3.4 & 18.70 \\
\hline 186 & 304 & 5. & 0 & 1 & 1 & 134.0 & 190.88 \\
\hline 167 & 19 & 6. & 0 & 1 & 1 & 12. 32 & 188.8 \\
\hline 188 & 284 & 6 & 0 & 1 & 1 & 4.08 & 187.74 \\
\hline 18 & 181 & 4 & 0 & 1 & 1 & 87. 8 & 18.0 \\
\hline 176 & 86 & 2. & - & 1 & 2 & 7.7 & 18.36 \\
\hline 171 & 284 & +. & - & 1 & 2 & 183. 4 & 176.83 \\
\hline 172 & 182 & 6. & 0 & 1 & 1 & - 0 - 6 & 148.4 \\
\hline 173 & 186 & 6. & - & 1 & 1 & 65. 8 & 47.81 \\
\hline 176 & 76 & 1. 0 & 1 & 1 & 2 & 10. 21 & 18.8 \\
\hline 175 & 96 & 2. 0 & 0 & 1 & 2 & 17.47 & 8.09 \\
\hline 176 & 180 & 8.0 & 0 & 1 & 1 & 8\%. \({ }^{1}\) & \(8{ }^{4} 8.8\) \\
\hline 177 & 284 & 20 & 1 & 1 & 2 & 122.30 & 10.31 \\
\hline 170 & 163 & 6. & 0 & 1 & 1 & 67. 4 & 122.88 \\
\hline 179 & 223 & 2.0 & . & 1 & 1 & Et. 8 & 48.88 \\
\hline 188 & 163 & 6. & 0 & 1 & 1 & 6T. 8 & 182. \({ }^{2}\) \\
\hline 141 & 284 & 6.0 & - & 1 & 1 & 4. 8 & 122.89 \\
\hline 282 & 16 & 60 & - & 1 & 1 & C7.E & 12.01 \\
\hline 183 & 284 & 6.0 & 0 & 1 & 1 & 96. \({ }^{40}\) & 18.38 \\
\hline 184 & 228 & 6. 1 & - & 1 & 1 & 94.9 & 174.28 \\
\hline 185 & 121 & 120 & - & 1 & 1 & 8.4 & - 4 \\
\hline 184 & 128 & 2. & 3 & 1 & 1 & 17.2 & 14.38 \\
\hline 187 & 25 & 4. 1 & - & 3 & 1 & 77.4 & 149.43 \\
\hline 889 & 112 & 1. 1 & - & 1 & 1 & 9.83 & 18.80 \\
\hline 189 & 134 & 3.1 & - & 1 & 1 & 34.44 & 48.8 \\
\hline 198 & 224 & 1. 0 & 0 & 1 & 1 & 4. \({ }^{4}\) & 898. 8 \\
\hline 191 & 298 & 1.1 & 0 & 1 & 1 & 68.15 & 800.83 \\
\hline 142 & 192 & 6.1 & - & 1 & 1 & 01.4 & 183.88 \\
\hline 193 & 130 & 6. 1 & - & 1 & 1 & 87.80 & 12.88 \\
\hline 196 & 163 & 4.1 & 0 & 1 & 1 & 46.0 & 88.88 \\
\hline 195 & 24 & 4. 1 & - & 1 & 1 & 62. 7 & 39.82 \\
\hline 196 & 132 & 2. & 0 & 1 & 1 & 14.4 & 1. 3.8 \\
\hline 197 & 412 & 4.0 & \(\bigcirc\) & 8 & 1 & 83.73 & 88.88 \\
\hline 198 & 284 & 5. 0 & 0 & 1 & 8 & 208.10 & 84.48 \\
\hline 199 & 9 & 5. \({ }^{\text {b }}\) & - & 1 & 1 & 87.8 & 80 ¢ 89 \\
\hline 200 & 180 & 40 & - & 1 & 1 & 4. E & 88.00 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline 201 & 192 & 0.1 & 0 & 1 & 1 & 83.76 & 108.09 \\
\hline 282 & 280 & 61 & - & 1 & 1 & 98. 76 & 818.68 \\
\hline 201 & 280 & 8.1 & - & 1 & 8 & 06. \(n\) & n.ti \\
\hline 204 & 160 & 5. 1 & - & 1 & 1 & 96.00 & Pe.ts \\
\hline 298 & 284 & 5.1 & - & 1 & 1 & 75.00 & 108.10 \\
\hline 286 & 160 & 5.1 & - & 1 & 1 & 86.04 & P4.80 \\
\hline 201 & 132 & 21 & , & 1 & 1 & 18.98 & 88.89 \\
\hline 208 & 169 & 6.1 & - & 1 & 1 & 67. 20 & 884.88 \\
\hline 209 & 112 & 2.1 & - & 1 & 1 & 10.40 & 18.08 \\
\hline 210 & 100 & 6.1 & 1 & 1 & 1 & 67.80 & 100.69 \\
\hline 211 & 128 & 2.6 & 0 & 1 & 1 & 17.98 & 81.67 \\
\hline 212 & 192 & 3.1 & 1 & 1 & 1 & 67.80 & 18.81 \\
\hline 213 & 229 & 6. 0 & 1 & 1 & 1 & 95.76 & 97.92 \\
\hline 216 & 224 & 6. 0 & - & 1 & 1 & 93.76 & 177.13 \\
\hline 219 & 161 & 5.1 & - & 1 & 1 & 86.81 & 19.70 \\
\hline 216 & 132 & 2.1 & - & 1 & 1 & 18.00 & 18.10 \\
\hline 217 & 224 & 4. & - & 1 & 1 & 94.06 & 270.89 \\
\hline 218 & 224 & 6.1 & - & 1 & 1 & 94.08 & 808.01 \\
\hline 219 & 224 & S. 0 & - & 1 & 1 & 74.00 & 832.31 \\
\hline 228 & 132 & 2.1 & ! & 1 & 8 & 9.26 & 88.14 \\
\hline 228 & 120 & 20 & - & 8 & 1 & 1.** & 88.85 \\
\hline 228 & 6 & 2.1 & - & 1 & 1 & 3.68 & P.88 \\
\hline 223 & 128 & 2.1 & 1 & 1 & 1 & 17.92 & 83.01 \\
\hline 224 & 224 & 41 & 0 & 1 & 1 & 62.72 & 77.88 \\
\hline 225 & 161 & 41 & ! & 1 & 1 & -4.08 & 04.18 \\
\hline 228 & 108 & 8.1 & 1 & 1 & 1 & 80.06 & 10.31 \\
\hline 227 & 132 & 1.0 & 1 & 1 & 1 & P. 84 & 17.60 \\
\hline 228 & 168 & 40 & - & 1 & 1 & 4t. 08 & 04.08 \\
\hline 229 & 161 & 6.1 & - & 1 & 1 & 67. 80 & 116.90 \\
\hline 230 & 284 & 6.1 & - & 1 & 1 & 94.09 & 174.78 \\
\hline 231 & 226 & 0.1 & - & 1 & 1 & 94.08 & 0.85 \\
\hline 238 & 112 & 1.1 & - & 1 & 1 & 7.en & 18.08 \\
\hline 233 & 160 & 4.1 & ! & 1 & 1 & 44.04 & 82.87 \\
\hline 234 & 198 & 4.1 & - & 1 & 1 & 18.cs & 102.01 \\
\hline 235 & 284 & 4. 0 & - & 1 & \(?\) & 163.87 & 828.09 \\
\hline 236
235 & 192
284 & 3. 8 & \(!\) & 1 & 1 & 67.88 & P6. \({ }^{\text {B }}\) \\
\hline 838 & 182
280 & 6.1 & \% & 1 & 1 & 94.00 & 188.71 \\
\hline 239 & 138 & 2.1 & : & 1 & 1 & 24.86 & 181.48 \\
\hline 240 & 138 & 2.0 & 1 & 1 & 1 & 18.45 & 83.58 \\
\hline 241 & 198 & S. 1 & , & 1 & 1 & 67.80 & 92.4s \\
\hline 242 & 132 & 1.1 & - & 1 & 1 & 87. 78 & 09.61 \\
\hline 203 & 224 & 6. & - & 1 & 1 & 4, 08 & 201.86 \\
\hline 804 & 164 & 40 & , & 1 & 1 & 44.38 & 81.89 \\
\hline 208 & 284 & 41 & - & 1 & 1 & 94.00 & 207. 31 \\
\hline 207 & 120 & 1.6 & , & 1 & 1 & 6. \(0^{4}\) & 10.19 \\
\hline 208 & 226 & 3.1 & - & 1 & 1 & 70.4 & 246.88 \\
\hline 248 & 860 & 61 & - & 1 & 1 & 67.29 & 119.77 \\
\hline 250 & 160 & 6.1 & 1 & 1 & 1 & 67. \(\%\) & 285.30 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline 231 & 138 & 1.1 & 0 & 1 & 1 & 9. 81 & 18.28 \\
\hline 238 & 132 & 2.8 & \(\bullet\) & 1 & 1 & 10.40 & 20.78 \\
\hline 231 & 284 & 4.1 & - & 1 & 2 & 163.17 & 873.78 \\
\hline 236 & 232 & 8.1 & - & 1 & 1 & 18.84 & 109.07 \\
\hline 235 & 229 & 8.1 & - & 1 & 1 & 74.4 & 188.98 \\
\hline 296 & 192 & 6.9 & - & 1 & 1 & -10.ch & 100.98 \\
\hline 238 & 284 & 4.0 & - & 1 & 7 & 163.67 & 819.93 \\
\hline 258 & 224 & 6.1 & - & 1 & 1 & 4. \(\mathrm{CB}^{8}\) & 186.01 \\
\hline 230 & 320 & 6.1 & - & 1 & 1 & 134.08 & 148.01 \\
\hline 260 & 128 & 2.8 & - & 1 & 1 & 17.82 & 83.18 \\
\hline 261 & 224 & 6.1 & - & 1 & 1 & 74. 86 & 194.89 \\
\hline 268 & 120 & 1. 1 & - & 1 & 1 & 6. 4 & 10.88 \\
\hline 263 & 81 & 1.0 & - & 1 & \(t\) & 8.77 & 2.86 \\
\hline 264 & 831 & 1.0 & - & 1 & 1 & 9.10 & 18.89 \\
\hline 268 & 168 & 6.0 & - & 1 & 1 & 67.20 & 109.87 \\
\hline 268 & 232 & 3. 1 & - & 1 & 1 & 11.84 & 181. 56 \\
\hline 267 & 192 & 3.1 & 1 & 1 & 1 & 67.80 & 288.30 \\
\hline 268 & 328 & 3.1 & - & 1 & 1 & 112.08 & 194.02 \\
\hline 269 & 168 & 4.1 & - & 1 & 1 & 44. 88 & 61.71 \\
\hline 270 & 231 & 1.1 & - & 1 & 1 & 16. 82 & 88.44 \\
\hline 271 & 328 & 6. & 0 & 1 & 1 & 130.40 & 883.69 \\
\hline 272 & 160 & 6. & - & 1 & 1 & 67. 20 & 181.36 \\
\hline 273 & 224 & 40 & - & 1 & 1 & 84.80 & 106.80 \\
\hline 274 & 224 & 4.1 & 1 & 1 & 1 & 94. 08 & 118.10 \\
\hline 275 & 192 & 4.1 & - & 1 & 1 & ci.ct & 118.68 \\
\hline 276 & 160 & 3.1 & - & 1 & \(?\) & 97. 58 & 109.18 \\
\hline 27 & 220 & 6.1 & - & 1 & 1 & 94.18 & 100.18 \\
\hline 278 & 224 & 5.1 & 0 & 1 & 1 & 70.00 & 108.69 \\
\hline 279 & 160 & 5.1 & - & 1 & 1 & 86. 80 & 109.89 \\
\hline 200 & 64 & 2.1 & 1 & 1 & 1 & 3.40 & 4.40 \\
\hline 261 & 129 & 60 & - & 1 & 1 & 134.40 & 200.01 \\
\hline 202 & 232 & 1.0 & - & 1 & 1 & 18.80 & 82.00 \\
\hline 263 & 161 & 6.6 & - & 1 & 1 & 67.88 & 00.48 \\
\hline 204 & 120 & 1.0 & - & 1 & 1 & 0. 86 & -. 32 \\
\hline 285 & 251 & 3. 1 & - & 1 & 1 & 09.60 & 143.88 \\
\hline 266 & 284 & 6.1 & 1 & 1 & 1 & 94.08 & 108.38 \\
\hline 291 & 284 & - 0 & - & 1 & 1 & 94. 08 & 98.81 \\
\hline 201 & 381 & 6.1 & 1 & 1 & 1 & 134.40 & 208.18 \\
\hline 209 & 129 & E. 0 & 1 & 1 & 1 & 182.98 & 17.68 \\
\hline 198 & 132 & 1.0 & - & 1 & 1 & 9.80 & 80.84 \\
\hline 291 & 284 & 5. 1 & 1 & 1 & 1 & 74.40 & 108.86 \\
\hline 892 & 168 & 4.1 & 0 & 1 & 1 & 44.88 & 17.91 \\
\hline 293 & 192 & 6. 1 & - & 1 & 1 & 01.64 & 97.10 \\
\hline 894 & 192 & 5.1 & \(\bullet\) & 1 & 1 & 67.80 & 97.85 \\
\hline 295 & 120 & 5.9 & - & 1 & 1 & 182.81 & 188.88 \\
\hline :98 & 224 & 5.1 & - & 1 & 1 & 70.41 & 183.41 \\
\hline 297 & 160 & 8. 1 & ! & 1 & 1 & 86.80 & 60.01 \\
\hline 291 & 129 & 21 & - & 1 & 1 & 0. 8 & 12.89 \\
\hline 299 & 224 & 6.1 & - & 1 & 1 & 90.88 & 168.90 \\
\hline 310 & 164 & 6.6 & - & 1 & 1 & 68.88 & 13.80 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline 381 & 224 & 6.1 & - & 1 & 1 & 04.00 & 182. 81 \\
\hline 362 & 192 & 6.1 & - & 1 & 1 & 13.64 & 187.18 \\
\hline 363 & 120 & 1.1 & - & 1 & 1 & 3.70 & 14.08 \\
\hline 304 & 281 & 1.0 & - & 1 & 1 & 18.\% & 80.18 \\
\hline 315 & 161 & 4.1 & - & 1 & 1 & 44.80 & 28.18 \\
\hline 318 & 132 & 2.1 & - & 1 & 1 & 18.06 & 88.83 \\
\hline 307 & 132 & 2.1 & - & 1 & 1 & 9.80 & 18.69 \\
\hline 318 & 161 & 41 & - & 1 & 1 & 44.84 & 48.61 \\
\hline 319 & 192 & 4. & 1 & 1 & 1 & 01.64 & 109.81 \\
\hline 310 & 128 & 3.0 & 1 & 1 & 1 & 26.88 & 49. \\
\hline 111 & 291 & 2.0 & 1 & 1 & 1 & 11.00 & 08.88 \\
\hline 112 & 164 & 6.1 & - & 1 & 1 & 68.86 & 818.18 \\
\hline 313 & 284 & 10 & 1 & 1 & 1 & 47.04 & 74.88 \\
\hline 314 & 120 & 2.1 & 1 & 1 & 1 & 17.92 & 80.10 \\
\hline 315 & 220 & -6 & - & 1 & 1 & 47.80 & 06.31 \\
\hline 316 & 168 & 6.1 & 1 & 1 & 1 & 67.88 & 100.18 \\
\hline 117 & 97 & 1.0 & 1 & 1 & 2 & 17.68 & 80.48 \\
\hline 119 & 380 & 6.1 & - & 1 & 1 & 134.48 & 840.89 \\
\hline 189 & 198 & 5.1 & 0 & 1 & 1 & 67. 8 & 808.81 \\
\hline 329 & 188 & 3.1 & - & 1 & 1 & 56.00 & 04.01 \\
\hline 321 & 829 & 2.1 & - & 1 & 1 & 9.13 & 86.18 \\
\hline 322 & 160 & 4. 1 & 1 & 1 & 1 & 49.00 & 87.98 \\
\hline 323 & 168 & 1.1 & 1 & 1 & 1 & 33.00 & 06.87 \\
\hline 324 & 128 & 2.1 & - & 1 & 2 & 46.59 & 60.78 \\
\hline 325 & 192 & 6.1 & 1 & 1 & 1 & -1.0 & 161.82 \\
\hline 326 & 161 & 2.1 & 1 & 1 & 1 & 22.40 & 84.86 \\
\hline 327 & 128 & 2.1 & - & 1 & 1 & 17.92 & 21.70 \\
\hline 320 & 132 & 1.1 & - & 1 & 1 & 9.84 & 26.88 \\
\hline 329 & 100 & 3.1 & \(!\) & 1 & 1 & 88.98 & 09.9 \\
\hline 331 & 224 & 8.9 & 0 & 1 & 1 & 76.08 & 28.80 \\
\hline 338 & 160 & 4.1 & - & 1 & 1 & 44. 38 & 79.18 \\
\hline 338 & 192 & 5.1 & ! & 1 & 1 & 67. 81 & 108.48 \\
\hline J3 & 192 & C. 1 & - & 1 & 1 & 00.c. & 148.91 \\
\hline 334 & 192 & 3.1 & - & 1 & 1 & 17.80 & 80.81 \\
\hline 338 & 100 & 6.1 & - & 1 & 1 & 67. 2 & 17.88 \\
\hline 336 & 112 & 1.1 & - & 1 & 1 & 9.24 & 87.64 \\
\hline 337 & 224 & 6.1 & 1 & 1 & 1 & 94. 60 & 179.78 \\
\hline 136 & 160 & S. 1 & - & 1 & 1 & 56.81 & 101.96 \\
\hline 339 & 224 & 3.1 & - & 1 & 1 & 18.04 & 03.08 \\
\hline 340 & 132 & 20 & - & 1 & 1 & 27.72 & 81.08 \\
\hline 341 & 278 & 3.1 & - & 1 & 1 & 19.04 & 08.80 \\
\hline 348 & 161 & 41 & - & 1 & 8 & 44.80 & 58.18 \\
\hline 343 & 192 & 41 & - & 1 & 1 & 53.78 & 70.88 \\
\hline 364 & 161 & s. 0 & - & 1 & 1 & 56.01 & 108.39 \\
\hline 345 & 168 & 6.8 & - & 1 & 1 & 00.00 & 87.18 \\
\hline 346 & 192 & 6.1 & - & 1 & 2 & 0.64 & 140.89 \\
\hline \(34 \%\) & 13: & 2.1 & 1 & 1 & 1 & 10.00 & 83.80 \\
\hline  & 224 & 6. & - & 1 & 1 & 94.08 & 186.81 \\
\hline 349 & 128 & 2.1 & - & 1 & 1 & 87.82 & 10.04 \\
\hline 150 & 198 & 60 & - & 1 & 2 & 88.4 & 08.08 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline 351 & 160 & 8.1 & - & 1 & 1 & 80.18 & 19.91 \\
\hline 358 & \(16:\) & 41 & - & 1 & 1 & 67.80 & 100.08 \\
\hline 383 & 168 & 18 & 0 & 1 & 1 & 81.69 & 85.88 \\
\hline 334 & 228 & 6. & ! & 1 & 1 & 10.6s & 0.0. \\
\hline 335 & 192 & 40 & , & 1 & 1 & 67.80 & 128.89 \\
\hline 356 & 101 & S & , & 1 & 1 & 01. 21 & 109.07 \\
\hline 139 & 218 & 8.8 & ! & 1 & 1 & 67. 81 & 18.st \\
\hline 350 & 168 & 4. & , & 1 & 1 & 10.41 & 8. 12 \\
\hline 339 & 132 & 2.1 & - & 1 & 1 & 19.04 & 84.80 \\
\hline 360 & 138
198 & 2.1 & ! & 1 & 1 & \$8. 80 & 162.80 \\
\hline 361 & 198 & 2.1 & ! & 1 & 1 & 9.24 & 18.86 \\
\hline 362 & 138
224 & 1.1 & ! & 1 & 1 & 4.08 & 110.96 \\
\hline 364 & 198 & 8.1 & 0 & 1 & 1 & 67.80 & 182.18 \\
\hline 365 & 132 & 1.1 & ! & 1 & 1 & 98.64 & 188.70 \\
\hline 366 & 192 & 40 & \% & 8 & 1 & 33.60 & 18.70 \\
\hline 367 & 168 & 3.1 & \% & 1 & 1 & cis.m & 189.19 \\
\hline 368 & 192 & 4 & ' & 1 & 2 & 209.68 & 288.82 \\
\hline 369 & 192 & 4 & ! & \(i\) & 1 & 4.91 & 68.64 \\
\hline 371 & 180 & 2.1 & 1 & 1 & 1 & 10.48 & 82.84 \\
\hline 378 & 132 & 2.1 & 0 & 1 & 1 & 10.48 & 33.18 \\
\hline 373 & 161 & 60 & - & 1 & 1 & 88.8 & 18.8 \\
\hline 376 & 160 & 20 & ! & 1 & 8 & 113.57 & 104.81 \\
\hline 375 & 184 & 6. & ' & 1 & \% & 93.10 & 164.91 \\
\hline 378 & 180 & 4.1 &  & 1 &  & 6. 01 & 14.71 \\
\hline 377 & 64 & 2.8 & : & 1 & 1 & 10.40 & 136.10 \\
\hline 378 & 224 & 4.8 & ! & 1 & 1 & 9.24 & 14.87 \\
\hline 378 & 132
180 & 3.8 & - & 1 & 1 & 33.6 & 48.78 \\
\hline 301 & 120 & 5.1 & 1 & 1 & 1 & 182.18 & 18.18 \\
\hline 362 & 192 & 8.0 & - & \(!\) & ! & 80.80 & 117.0\% \\
\hline 303 & 192 & 6.1 & ! & 1 & 1 & 86.00 & 10.33 \\
\hline 384 & 160 & 5.8 & \% & 1 & 1 & 44.09 & 69.19 \\
\hline 388 & 160 & 4. & - & 1 & i & 70.61 & 112.78 \\
\hline 386 & 224 & 8.8 & ! & 1 & 1 & 94.81 & 109.78 \\
\hline 317 & 224
132 & 1.1 & 0 & 1 & 1 & 9.84 & 81.88 \\
\hline 309 & 132
141 & 4.1 & ! & 1 & 1 & 41.46 & 89.80 \\
\hline 390 & 120 & 2.1 & 0 & 1 & 1 & 17.92 & 20.8 \\
\hline 391 & 192 & \(5:\) & 0 & 1 & 1 & 27.72 & 88.88 \\
\hline 392 & 132 & 20 & ! & 1 & 1 & 9.88 & 15.69 \\
\hline 313 & 133 & 4.8 & 1 & 1 & & 186.48 & 180.06 \\
\hline 395 & 132 & 2.1 & - & 1 & 1 & 9. 20 & 17.18 \\
\hline 396 & 160 & 4.1 & 0 & 1 & & 14.05 & 11.98 \\
\hline 397 & 129 & 120 & : & 1 & 8 & 17.07 & 89.18 \\
\hline 391 & 284 & 5.1 & - & 1 & 1 & 70.48 & 200.80 \\
\hline 408 & 160 & 41 & - & 1 & 2 & 410. 80 & 80.50 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline 418 & 120 & 10 & 0 & 1 & 1 & 1.80 & 10.75 \\
\hline 482 & 128 & 2.1 & 0 & 1 & , & 17.82 & 10.08 \\
\hline 413 & 120 & 2.1 & - & 8 & 8 & 4.89 & 7e.48 \\
\hline 484 & 284 & 6. & 0 & 1 & 1 & 94. 08 & 174.18 \\
\hline 405 & 182 & 2.0 & \(\bullet\) & 1 & 1 & 18.40 & 30.87 \\
\hline 468 & 97 & 2.0 & - & 1 & 1 & 38.81 & 17.88 \\
\hline 407 & 188 & 1.1 & - & 1 & 2 & 17. 38 & 188.18 \\
\hline 408 & 131 & 10 & 0 & 1 & 1 & 0. 17 & 12.88 \\
\hline 489 & 142 & 61 & 0 & 1 & 1 & 11.84 & 148.87 \\
\hline 410 & 161 & 5. 1 & - & 1 & 1 & 84. 00 & 28.31 \\
\hline 411 & 182 & 6.6 & 1 & 1 & , & 10.60 & 827.86 \\
\hline 412 & 141 & 2.1 & 1 & 1 & 1 & 20.4 & 48.10 \\
\hline 413 & 181 & 40 & 0 & 1 & 1 & 44.04 & 76.18 \\
\hline 414 & 58 & 1.1 & - & 1 & 2 & 7.78 & 7.88 \\
\hline 415 & 120 & 1.1 & 0 & 1 & 1 & 0.18 & -9.46 \\
\hline 426 & 160 & 2.1 & - & 1 & 1 & 22.40 & 87.21 \\
\hline 617 & 131 & 1.1 & 0 & 1 & 1 & 9. 18 & 9. 98 \\
\hline 414 & 130 & 20 & - & 1 & 1 & 1. 84 & 9.91 \\
\hline 419 & 168 & 8.8 & 1 & 1 & 1 & 56.85 & 92.08 \\
\hline 429 & 132 & 2.8 & - & 1 & 1 & -. 24 & 9.04 \\
\hline 421 & 284 & 6.1 & 0 & 1 & 1 & 24. 81 & 873.94 \\
\hline 422 & 180 & 5. 1 & 0 & 1 & 1 & 86. 80 & 108.85 \\
\hline 423 & 228 & 5. 1 & - & 1 & 1 & 79.30 & 12.78 \\
\hline 424 & 168 & 5.0 & - & 1 & 1 & 86. 18 & 18. 97 \\
\hline 425 & 182 & 8.3 & 0 & 1 & 1 & 67.81 & 184.88 \\
\hline 426 & 182 & 6.1 & 0 & 1 & 1 & 10.64 & 182.80 \\
\hline 427 & 251 & 40 & 0 & 1 & 1 & 71.48 & 108.69 \\
\hline 426 & 182 & 6. 1 & - & 1 & 1 & Ce.64 & 158.05 \\
\hline 429 & 224 & 6.1 & 1 & 1 & 1 & 44. \({ }^{18}\) & 168.88 \\
\hline 430 & 180 & 2. \({ }^{1}\) & 1 & 1 & 1 & 17.92 & 84.7s \\
\hline 431 & 160 & 1.1 & ! & 1 & 1 & 18.60 & 89.89 \\
\hline 432 & 160 & 1.0 & 1 & 1 & 1 & 88. 18 & 81.98 \\
\hline 433 & 131 & 2.1 & - & 1 & 1 & 10.42 & 88.22 \\
\hline 434 & 180 & 6. 1 & - & 1 & 1 & 67.24 & 128.08 \\
\hline 435 & 182 & 4. 1 & - & 1 & 1 & 53.78 & 46. 3 \\
\hline 436 & 192 & 6.1 & - & 1 & 1 & 18.40 & 08.70 \\
\hline 437 & 168 & 2.1 & - & 1 & 1 & 22.43 & 88.20 \\
\hline 436 & 182 & 1.1 & - & 1 & 1 & 9. 84 & 27.16 \\
\hline 439 &  & 401 & 1 & 1 & 1 & 46.88 & 69.18 \\
\hline 440 & 192 & 6.1 & 0 & 1 & 1 & 40.40 & 187.82 \\
\hline 461 & 169 & 6.1 & - & 1 & 1 & 67. 28 & 08. 20 \\
\hline 462 & 161 & 40 & - & 1 & 1 & 4.4.31 & 6P.Es \\
\hline 443 & 184 & 40 & - & 1 & 2 & 78.71 & 180.89 \\
\hline 64. & 284 & 9.9 & 0 & 1 & 1 & P8.48 & 08.77 \\
\hline 405 & 308 & 40 & 0 & 1 & 1 & 201.48 & 781.78 \\
\hline 446 & 188 & 8.8 & - & 1 & 1 & 86.98 & 97.0s \\
\hline 467 & 131 & 2.1 & 0 & 1 & 1 & 18.34 & 20.48 \\
\hline 448 & 180 & 40 & 0 & 1 & 1 & 46. 81 & 88.38 \\
\hline 469 & 161 & 5.1 & 0 & 1 & 1 & 86.08 & 189.48 \\
\hline 450 & 192 & 6.1 & - & 1 & 1 & 10.44 & 127.46 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline 451 & 161 & 8.1 & 1 & 1 & 1 & 56. 18 & \[
\begin{aligned}
& 181.88 \\
& 181.88
\end{aligned}
\] \\
\hline 482 & 284 & 4. & 0 & 1 & 1 & 94. 88 & \[
102.88
\] \\
\hline 435 & 146 & 1.0 & - & 1 & 1 & 18. 18 & 188.08 \\
\hline 486 & 192 & 6.1 & 1 & 1 & 1 & 18.00 & 188. \({ }^{18}\) \\
\hline 485 & 184 & 5.5 & \(\bullet\) & 8 & 1 & 58.40 & 184.81 \\
\hline 486 & 192 & 8.1 & - & 1 & 1 & 67.8 & 10.76 \\
\hline 457 & 132 & 1.1 & \(\bullet\) & 1 & 1 & 8.84 & 81.76 \\
\hline 480 & 192 & \%. 8 & 0 & 1 & 8 & 67.81 & 6e.ts \\
\hline 659 & 168 & 1. & 0 & 1 & 1 & 88. 4 & 34.88 \\
\hline 681 & 232 & 40 & - & 1 & 1 & 4.7 & -8. \\
\hline 461 & 192 & 40 & 0 & 1 & 1 & 18. 7 & 4.8 \\
\hline 462 & 180 & 1.1 & 1 & 1 & 1 & 18.0 & 4.78 \\
\hline 463 & 232 & 2.1 & 1 & 1 & 1 & 28.03 & 61.72 \\
\hline 464 & 181 & 4.0 & , & 1 & 1 & 19.1 & 80.7 \\
\hline 68s & 384 & 6.1 & 3 & 1 & 1 & 193.14 & 80.7 \\
\hline 466 & 129 & 1.1 & - & 1 & 1 & 9.18 & 17.48 \\
\hline 467 & 104 & 41 & 0 & 8 & 1 & 88.818 & 120 \\
\hline 488 & 228 & 6. & 0 & 8 & 8 & 18.70 & 88.8 \\
\hline 669 & 180 & 3.1 & E & 8 & 1 & 8J. 00 & 68.76 \\
\hline 671 & 128 & 6.9 & - & 1 & , & 134.48 & 4.48 \\
\hline 471 & 180 & 41 & - & 1 & 8 & 46. 08 & 81.87 \\
\hline 472 & 131 & 2. & \(\cdots\) & 1 & 1 & 7.6 & 818 \\
\hline 473 & 320 & 5.6 & \(\bullet\) & 1 & 1 & 228.08 & 828.08 \\
\hline 474 & 284 & 4.1 & 1 & 1 & 1 & 94. 88 & 18.8 \\
\hline 475 & 192 & 6.1 & 0 & 1 & 1 & 18.4 & 187. 58 \\
\hline 476 & 139 & 2. 0 & 0 & 1 & 1 & 9.7 & 818.8 \\
\hline 477 & 832 & 1.0 & 1 & 1 & 1 & 9.8 & 18.81 \\
\hline 478 & 284 & 1.1 & 0 & 1 & 8 & 67. 16 & 10.18 \\
\hline 479 & 168 & 2.6 & 1 & & ? & 17.8 & 188.88 \\
\hline 418 & 132 & 40 & 1 & 1 & 8 & 4818 & 88.8 \\
\hline 418 & 148 & 1.6 & 1 & 1 & 1 & 10.28 & 88.18 \\
\hline 462 & 160 & 4.0 & \(t\) & 1 & 1 & 16.80 & 47.68 \\
\hline 413 & 188 & 3.1 & - & 1 & 1 & 33.6 & 818 \\
\hline +14 & 224 & 4.1 & * & 1 & 1 & 62.r & 78.18 \\
\hline 43 & 160 & 6.6 & \(\leqslant\) & 8 & 1 & 67.8 & 82.88 \\
\hline \(4{ }^{4}\) & 132 & 3.0 & - & , & 1 & 27. 78 & 38.18 \\
\hline 487 & 138 & 1. 1 & , & 1 & 1 & 9.18 & 18.8 \\
\hline 408 & 132 & 1.0 & , & 1 & 1 & 9.84 & 88.18 \\
\hline 409 & 314 & 6.1 & ) & 1 & 1 & 191.84 & \\
\hline 498 & 180 & 6.1 & - & 1 & 1 & 67. 88 & 182.31 \\
\hline 411 & 94 & 1.1 & 0 & 1 & 2 & 17.17 & 88.84 \\
\hline 492 & 166 & 4.0 & , & 1 & 1 & 48.81 & 58.8 \\
\hline 473 & 284 & 2.8 & 0 & 1 & 1 & 12. 8 & \(45 \cdot 6\) \\
\hline 484 & 192 & 6.1 & & 1 & 1 & 31.64 & \%5. \\
\hline 498 & 131 & 2. & 1 & 1 & 1 & 9.18 & 18.10 \\
\hline 494 & 139 & 1.1 & 1 & 1 & 1 & - 5 & 19.1 \\
\hline 49 & 120 & 6.6 & - & 8 & 1 & 13100 & 843.8 \\
\hline 484 & 224 & 4.1 & - & 1 & 8 & 12. 78 & 178. 8 \\
\hline 499 & 120 & 6. & \(\bullet\) & 1 & 8 & 137.78 & 878.8 \\
\hline 540 & 384 & 6. & J & 1 & 1 & 878.34 & 184.6 \\
\hline
\end{tabular}
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[^0]:    - A process or job is the smallest unit of mork that can be presented to the computing systen by the user. It 1s defined through the Job Control Language (JCL).

[^1]:    - Walt time 18 defined as the time during whion the syeter is not utilizing fully its prooessing resources.
    - CPU bound jobs make heavy use of the CPU and little use of I/O devices; I/O bound jobs are the exact opposite.

[^2]:    - The control period 18 the point in time where soheduling decisions are made for the next operating interval. It is a point in time in the current operating interval.

[^3]:    - Drop, Kllli premature termination of a job due to an operator Drop or K111 oomend (Soope oporating system).
    - Reruni termination of a job due to an operator Rerun command (Soope operating systen). (See Appendix for further detalis)

[^4]:    - Pay-will 18 tho maximum price the owner of the prooess 18 willing or able to pay to share storage.

[^5]:    - System seconds are accounting undts whion comblne a central memory factor, CP time and channels usages, according to a rormula prederined by the contor.

[^6]:    - term used to describe situations where the exeoution of a job overlaps T .
    * a crisis-process is process caught in overlap orieie.

[^7]:    - Prematuro termination of a job due to an oporator Drop. Rerun or Kill command. (see Appendix)
    - Control point area contains information such as the job name, processing time acoumulated, related control statements, etc. ..... (Soope Operating Systeri see Appendix)

[^8]:    ooding of the zero-one problem in algebralo format (varlables table only) for input to the MPOS paokage.

