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## ABSTRACT

This thesis presents a heuristic approach to the scheduling of police officers. Schedules produced are cyclic and rotatable, and officers are assigned to work eight-hour shifts, with work stretches greater than two days and not exceeding six days. The days off are in two-day stretches. A manpower allocation problem is solved first, and then a heuristic algorithm is applied to the results in order to produce feasible schedules. The algorithm has three steps. The first step searches for schedules that meet the primary condition of having, on average, two days off in a seven day schedule. In the second step the schedules that satisfy the daily requirements are identified. The third step is an enumeration of the feasible schedules and preferences are assigned to those schedules. The problem has been successfully solved on a personal computer as well as on a workstation. Implementation of the feasible schedules produced is currently being considered by the Bethlehem Police Department.

## CHAPTER 1

## INTRODUCTION

### 1.1 BACKGROUND

This thesis presents a heuristic approach to the scheduling of police officers. The current schedule is causing a lot of aggravation to the police officers. The schedule is described as $7-2-7-2-6-4$. This is read as: seven two seven two six four. The numbers are alternating work days and days off. This means that the officers are working seven days straight, taking two days off, working seven days, taking two days off, working six days and taking four days off. Then, the pattern is repeated.

Two consecutive days off are identified as a pair of off days, while consecutive work days are identified as a work stretch. In addition to the long work stretches of seven days in a row, the second day off pair is split so that one day off is received sometime during the second seven-day stretch. When a pair of days off is split, the off days are called split days off. The split days off are highly undesirable. A work stretch of seven days is draining the officers physically and emotionally. For a nomenclature review see appendix $A$.

The officers rotate through shifts in the following order: from night to evening to day shifts (N-E-D) in a certain number of days called a cycle. Complaints by the officers
include lack of quality time spent with their families, lack of weekends off, decreased attention. span when they rotate shifts, and a low esprit de corps. The dissatisfaction of the officers is evident by such indicators as an increased number of sick leaves.

Research about the physical and psychological side-effect of rotating 'backwards' (D to $N$ to $E$ to $D . .$. ) through shifts as opposed to rotating forwards (D to $E$ to $N$ to $D$...), as well as about long work stretches and single days off give credence to the officers' complaints [Sullivan]. For example, quality sleep is reduced resulting "in irritability, poor judgment and sometimes even to clinical depression. The physical effects of bad schedules include stomach and intestinal disorders as well as reduced reaction time, which could eventually be fatal.

Dr. Czeisler, an Associate Professor of Medicine at Harvard Medical School and Director of the non-profit center for Design of Industrial Schedules, includes among the side effects of bad schedules alcohol and drug abuse, constant sleep deprivation, which causes memory impairment, and performance deficits [FOCUS].

In addition, the federal government has passed legislation requiring that certain guidelines be followed to ensure safety at the workplace [U.S. Dept. of Labor]. It is considered
unsafe to have tired officers patrolling the streets; hence, a better schedule is needed.

The general problem of scheduling people for 24 -hour operations exists in industry and the service sector. The problem has been researched in the academic community, and solutions have been proposed which use either a heuristic or an exact mathematical approach. Examples of scheduling problems deal with the scheduling of airport controllers [Nanda and Browne], nurses at hospitals [Rosenbloom and Goertzen], telephone operators [Segal], mail and parcel handling companies [Nanda and Browne], police and fire departments [Nanda and Browne], and casino security operators [Panton].

Several interviews with police officers and their union leaders have been conducted. During a period of three years, the problem has been defined in multiple ways. During this time period, several approaches have been addressed independently at Lehigh University by undergraduates and professors alike. Their approaches produced results that solved a different formulation of the problem under consideration. Specifically, the problem was attacked as a four platoon scheduling task.

Three platoons would man the three shifts every day, one platoon per shift, while the fourth platoon would have the day off. A platoon is a group of officers that reports to a specific supervisor. Because of the constraints posed by the officers such as two days off in a row and no more than six day work stretches, only a few alternative schedules were computed and they were rejected by the police Union and Management alike. The four platoon scheduling problem was abandoned and the scheduling of three platoons will be addressed here.

### 1.2 ISSUES

The toughest part of solving any problem is first defining it. Police officers were dissatisfied with their schedules, but they did not know how to define the major constraints of the problem. Instead, the author was flooded with various requests and demands about what a schedule should look like and what it should be able to do. Many combinations of these requests made the problem solution infeasible (See the chapter Approach Taken and Computational Investigations). A sorting out stage was required in order to identify the major constraints and to relax others.

An attempt was made to assign weights or factors to the schedules in the optimization function so as to indicate preferences of one feasible schedule over another. This task
proved to be a very tedious undertaking. There are a great many opinions as to what makes a good schedule. For example, a schedule could be acceptable if it applies to a Day shift but unacceptable if it applies to a Night shift. Instead of combining all the preferences into one single number, schedules produced are sorted in various ways based on one preference at a time.

The hourly constraints, shown in Table 1 , were used to identify the daily staffing requirements, that is, how many people to assign to the various shifts. Calculating these requirements is similar to an allocation problem as is the problem of assigning schedules, even though the former is a much simpler problem to solve than the latter.

It is a general practice to solve difficult problems by breaking them down into smaller manageable pieces. [Panton] for example, constructed several sequences of days on and days off, and then proceeded to combine these sequences/modules into a feasible master schedule which is a schedule for all the employees. The problem at hand was split into two phases.

The first phase allocates daily minimum staffing requirements, and the second phase builds schedules for the officers. The second phase was also split into smaller modules, each one computing a certain part of the problem.

| time | Mon | Tue | Wed | Thu | Fri | Sat | Sun |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 07:00 | 13 | 13 | 13 | 13 | 13 | 13 | 13 |
| 08:00 | 13 | 13 | 13 | 13 | 13 | 13 | 13 |
| 09:00 | 13 | 13 | 13 | 13 | 13 | 13 | 13 |
| 10:00 | 13 | 13 | 13 | 13 | 13 | 13 | 13 |
| 11:00 | 17 | 17 | 17 | 17 | 17 | 13 | 13 |
| 12:00 | 17 | 17 | 17 | 17 | 17 | 13 | 13 |
| 13:00 | 17 | 17 | 17 | 17 | 17 | 13 | 13 |
| 14:00 | 17 | 17 | 17 | 17 | 17 | 13 | 13 |
| 15:00 | 19 | 19 | 19 | 19 | 21 | 17 | 17 |
| 16:00 | 19 | 19 | 19 | 19 | 21 | 17 | 17 |
| 17:00 | 19 | 19 | 19 | 19 | 21 | 17 | 17 |
| 18:00 | 19 | 19 | 19 | 19 | 21 | 17 | 17 |
| 19:00 | 19 | 19 | 19 | 19 | 21 | 21 | 21 |
| 20:00 | 19 | 19 | 19 | 19 | 21 | 21 | 21 |
| 21:00 | 19 | 19 | 19 | 19 | 21 | 21 | 21 |
| 22:00 | 19 | 19 | 19 | 19 | 21 | 21 | 21 |
| 23:00 | 19 | 19 | 19 | 19 | 21 | 21 | 21 |
| 24:00 | 19 | 19 | 19 | 19 | 21 | 21 | 21 |
| 01:00 | 19 | 19 | 19 | 19 | 21 | 21 | 21 |
| 02:00 | 19 | 19 | 19 | 19 | 21 | 21 | 21 |
| 03:00 | 13 | 13 | 13 | 13 | 13 | 13 | 13 |
| 04:00 | 13 | 13 | 13 | 13 | 13 | 13 | 13 |
| 05:00 | 13 | 13 | 13 | 13 | 13 | 13 | 13 |
| 06:00 | 13 | 13 | 13 | 13 | 13 | 13 | 13 |

Table 1

Hourly Requirements by day of the week and hour of the day

A scheme for cyclic and rotating schedules had to be devised, and the shift length had to stay at eight hours per day. A cyclic schedule is a sequence of days on and days off that repeats itself every certain number of days. A rotating schedule is a schedule that allows the officers to work on different shifts. Schedules can be separated into two sets: those that include all the cyclic schedules, and those that include only the noncyclic schedules. Because noncyclic schedules provide more flexibility in designing feasible schedules (there is an inherent limitation on the number of schedules that are cyclic and satisfy all the constraints) some researchers (e.g., [Burns and Carter]) as well as some police departments (e.g., in New York City) have constructed noncyclic, non rotatable feasible schedules. [Nanda and Browne] have constructed schedules that are fixed, with the shift length increased from eight to ten hours. This approach was discussed but will not be further explored because of union and management objections.

The schedules produced should use the available number of officers. The hiring of temporary staff (temporary law enforcement agents) was out of the question for obvious reasons. In addition, five days, on average, should be worked in a seven day schedule. Any days off should be in continuous two-day blocks and a schedule that would include frequent weekends off was also one of the goals.

A computer program was required by the police scheduling department so that various schedules and various alternatives could be tried out before a particular schedule was implemented. Thus, the speed of the computations in a PC environment was a major factor in searching for a solution algorithm.

Solving the second phase of the problem (the second phase will be illustrated later in this chapter), would yield an ILP with more than 300,000 variables. This size is well beyond the capacity of any software package available today. Constraint collapsing and aggregation routines [Kendall and Zionts] could potentially reduce the problem to a single constraint resource allocation problem. This study, instead, presents a heuristic approach to the scheduling of police officers.

### 1.3 PROBLEM DESCRIPTION

There are 84 officers to be scheduled. The officers are split into three platoons, each platoon having 28 officers. The three platoons are to be scheduled so that officers are available seven days per week, 24 hours per day, three shifts per day, according to specific hourly requirements. Each shift length should be eight hours. The schedules should be cyclic which means that a certain sequence of working and non-working days repeats itself every certain number of days. The officers should rotate through shifts, for example, if officer $A$ is
working Day shift this week, he/she should work on the Evening shift next week. The maximum work stretch should not exceed six days, and it should be greater than or equal to two days.

A mathematical formulation of the problem and its constraints as an integer linear program (ILP) follows.

### 1.4 MATHEMATICAL FORMULATION

The problem is split into two phases. Phase one computes the lower bound on the number of people required for the three main shifts and any optional swing shifts, as well as the start times for the swing shifts. Swing shifts are shifts that overlap the three main shifts (the Day, Evening, and Night shifts) and are eight hours long (see Figure 1). They are used to compensate for peak demand periods. The name of a swing shift, for example Day Swing, is assigned because it overlaps most of the Day shift. Ties are broken arbitrarily. Officers that man a given swing shift are evenly distributed/assigned from the main shifts that the swing shift overlaps.

The main shifts have fixed starting and ending times. The Day shift begins at 7:00 AM and ends at 3:00 PM. The Evening shift starts at 3:00 PM and terminates at 11:00 PM, while the Night shift commences at 11:00 PM and finishes at 7:00 AM. Phase two builds feasible schedules based on the results from phase one.


Figure 1
Illustration of the main shifts and the swing shifts for a 24-hour operation

The staffing requirement constraints were eventually relaxed. This occurred after realizing that the start times of the swing shifts and the number of officers required to work during those swing shift were easily identified by hand, and the Police Department decided that the available officers would be scheduled internally. The computation of the swing shifts will be described in Chapter Three because of the relevance to the scheduling problem.

The results obtained from solving the first phase ILP, are fed into the second phase ILP. The second phase ILP produces schedules for individual officers, at least in theory. The resulting ILP for the second phase is too large for any of the commercial packages available (LINDO, SAS) to solve (see the chapter on Literature Review for possible techniques to solve this ILP). The ILP formulation is included to show a mathematical formulation of the problem.

## Phase 1

## 8 <br> Assumptions:

- The police force to be scheduled consists of 84 patrol people.
- The force is divided into three platoons of equal size (28 people per platoon) for management purposes.
- Each platoon will be assigned to work during one of the three main shifts and, if needed, for any corresponding
swing shifts. There will be a maximum of three swing shifts, one per main shift.
- The swing shifts may start at any time that allows at least one hour overlap with the corresponding main shift.

Formulation:
let
$x_{m}=$ the number of officers assigned to main shift $m ; m=D$, E, $N$ (Day, Evening, Night)
$x_{i j} \quad=$ the number of officers assigned to swing shift $i$ which begins at hour $j ; i=D^{\prime}, E^{\prime}, N^{\prime} ; j=1,2, \ldots, 24$ if $i=D^{\prime}$ then $24 \leq j \leq 14$ which define set $T_{i}$ for $i=D^{\prime}$ if $i=E^{\prime}$ then $8 \leq j \leq 22$ which define set $T_{i}$ for $i=E^{\prime}$ if $i=N^{\prime}$ then $16 \leq j \leq 24,1 \leq j \leq 6$ which define set $T_{i}$ for $i=N^{\prime}$
$a_{i j}=1$ if hour $t$ is part of the work period defined by swing shift $i$ that begins at time $j$
$=0$ otherwise
$b_{m, 1}=1$ if hour $t$ is part of the work period defined by main shift m
$=0$ otherwise
$r_{\text {, }}=$ the number of officers required during hour $t$; (Since the demand varies between days (see Table 1), not only within days, a separate problem must be solved for the days where the demand is different).
$P=$ the number of people per platoon (28)
$y_{i j}=1$, if swing shift $i$ which starts at time $j$ is assigned to any police officers
※o, otherwise

- objective function:

$$
\begin{equation*}
\min \sum_{m} x_{m}+\sum_{i} \sum_{j \in T_{i}} x_{i j} \tag{1}
\end{equation*}
$$

subject to:

- meet hourly demand

$$
\begin{equation*}
\sum_{m} b_{m, 1} X_{m}+\sum_{i} \sum_{j \in Y_{i}} a_{i j j} X_{i j} \geq r, \quad t=1,2, \ldots, 24 \tag{2}
\end{equation*}
$$

- do not exceed the platoon size

$$
\begin{equation*}
x_{m}+\sum_{j \in T,} x_{i j} \leq P \quad(m, i)=\left(D, D^{\prime}\right),\left(E, E^{\prime}\right),\left(N, N^{\prime}\right) \tag{3}
\end{equation*}
$$

- the swing shift should not exceed the platoon size

$$
\begin{equation*}
x_{i j} \leq P \cdot y_{i j} \quad y_{l j}=0,1 \quad \forall i, \forall j \in T \tag{4}
\end{equation*}
$$

- assign at most one swing shift per main shift

$$
\begin{equation*}
\sum_{i \in T_{i}} Y_{i j} \leq 1 \quad i=D^{\prime}, E^{\prime}, N^{\prime} \tag{5}
\end{equation*}
$$

Phase 2:
let
$x_{m}^{d}=$ the minimum number of officers required in main shift $m$ for day $d$ of the week, where $m=D, E, N$ and $d=1,2$, ..., 7; (1=Monday, 2=Tuesday, etc.; the values are from phase 1)
$x_{k}^{\prime}=$ the minimum number of officers required in swing shift $k$ for day $d$ of the week, where $k=D^{\prime}, E^{\prime}, N^{\prime}$ and $d=1,2$, ... 7; The values are from phase 1.
$z_{i f i f}=\quad 1$, if officer $i$ is working day $t$ of tour $j$ $=0$, if officer $i$ is off on day $t$ of tour $j$
$Y_{i f j}=1$, if day $t$ is the first day of an off-period for officer $i$ on tour $j$
$=0$, otherwise
$L=$ the number of days between shift rotations
$T=$ the length of the scheduling cycle ( $T=3 n L$ where $a$ multiplier of three is used so that each person rotates through all three main shifts; $n$ is any integer so that $T$ is a multiple of seven, i.e. modulo $(T, 7)=0$ )
$S(j, t)=$ assigned shift on day $t$ of tour $j$
$w=$ the set of subscripts representing weekend days during the scheduling cycle

- the objective function seeks to minimize the number of officers on duty and number of days off

$$
\begin{equation*}
\min \sum_{i} \sum_{j}\left[\sum_{l \in w} z_{i j}+\sum_{i} Y_{i j j}\right] \tag{6}
\end{equation*}
$$

subject to:

- work at most six out of the last seven days (note: $T+1, T+2$, $\ldots, T+6$ are made equal to $1,2, \ldots, 6$ forming a "wrap-around" schedule)

$$
\begin{equation*}
\sum_{r-1-0}^{1} z_{i j j} \leq 6 \quad \tau=7,8, \ldots, T+6 \quad \forall i, \forall j \tag{7}
\end{equation*}
$$

- work an average work week of 5 days

$$
\begin{equation*}
\sum_{i=1}^{T} Z_{i t j}=\frac{5}{7} T \quad \forall i, \forall j \tag{8}
\end{equation*}
$$

- determine the beginning of an off period for each officer (note: let $T+1$ be changed to 1 )

$$
\begin{equation*}
z_{i, t-1, j}-z_{i l j} \leq Y_{i l j} \quad \forall i, \forall j, t=2,, 3, \ldots, T+1 \tag{9}
\end{equation*}
$$

- if an officer is working on the last day of a night shift rotation, the next day is the first day of an off period (note: $j$ and $t$ such that $S(j, t)=N$ or $N^{\prime}$ and $t=n L$ where $n=1,2, \ldots, T / L)$

$$
\begin{equation*}
Y_{i j}-Y_{i, 4,1, j} \leq 0 \quad \forall i \tag{10}
\end{equation*}
$$

- each officer on duty will work one shift per day

$$
\begin{equation*}
\sum_{j} z_{i j} \leq 1 \quad \forall i, \forall j \tag{11}
\end{equation*}
$$

- meet the minimum number of officers for the main shifts

$$
\begin{equation*}
\sum_{i=1}^{3 P} z_{i j} \geq x_{m}^{d} \quad d=1,2, \ldots, 7 \quad m=D, E, N \tag{12}
\end{equation*}
$$

- meet the minimum number of officers for the swing shifts

$$
\begin{equation*}
\sum_{i=1}^{3 p} z_{i j} \geq x_{k}^{d} \quad k=D^{\prime}, E^{\prime}, N^{\prime} \quad d=1,2, \ldots, 7 \tag{13}
\end{equation*}
$$

- days off should be in two-day stretches

$$
\begin{equation*}
\sum_{i=\tau}^{\tau+2} y_{i j j} \leq 1 \quad \tau=1,2, \ldots, T \tag{1.4}
\end{equation*}
$$

and $\tau=T+1$ and $T+2$ become $\tau=1$ and 2 , respectively.

## CHAPTER 2

## LITERATURE REVIEW

The book by [Nanda, and Browne] has an extensive annotated bibliography on the subject of employee scheduling. Comprehensive overviews of the available solution methodologies have been written by [Bechtold, Brusco, and Showalter], [Burns], and [Burns and Koop].
[Bechtold, Brusco, and Showalter] identify the solution methodologies as LP based or construction. In addition, they classify the labor scheduling research into three categories: days off, where work and non-work days are computed based on a tour that is less than a week long; shift, where the start and end times of shifts and of meal/rest breaks are computed; and tour, which is a combination of the previous two categories. The conclusion was that most of the small problems are solved using optimization techniques, while large problems are most likely to be solved using a heuristic, a practice followed in this thesis.

A formulation of the scheduling problem as an ILP appears in [Bechtold, Brusco, and Showalter] which is a typical formulation of the allocation problem. Bechtold's et al. formulation follows:

$$
\operatorname{minimize} Z=\sum_{j=1}^{n} x_{j}
$$

subject to

$$
\sum_{j=1}^{n} a_{i j} x_{j} \geq r_{1} \quad t=1,2, \ldots, m
$$

$$
x_{j} \geq 0 \text { and integer, } j=1,2, \ldots, n
$$

where
$x_{i}=$ the number of employees assigned to tour schedule $j$
$r_{1}=$ the number of employees required to work in time period $t$
$\mathrm{n}=$ the number of tour schedules to be considered $m=$ the number of time periods scheduled over the planning horizon
$a_{1 j}=1$, if the time period $t$ is a work period in tour schedule j $=0$, otherwise

Several heuristics exist in the literature for ways to solve ILP problems related to scheduling. [Morris and Showalter] propose a heuristic to solve such an ILP formulation. The integer constraint is relaxed; the relaxed LP is solved; and,
a heuristic is used on the answer. This method would potentially identify "near optimal solutions".
[Tien and Kamiyama] suggest that the ILP used for identifying the manpower requirements could be decomposed into smaller ILP's or transformed into a network flow problem. Transforming the ILP into a pure network flow problem cannot be done for the problem at hand because of the constraint on the work stretch (a work stretch should be no more than six-days long). They decompose the problem into five subproblems, which are used to:

1. determine the temporal staffing requirements
2. determine the total manpower requirements
3. determine any recreation blocks
4. determine a recreation and work schedule
5. determine a shift schedule

The authors concluded that the manpower allocation (subproblem 1) should "be considered separately from the manpower scheduling problem" (subproblems 2-5) [Tien et al., p.280, par. 3]. This has been independently identified by this author.

In this thesis, the second subproblem presented above is the first phase of the problem at hand, while the fourth and the
fifth subproblems are integrated into the second phase. The first and the third subproblems are not applicable. Integrating the subproblems is a common practice, as noted in [Tien et al.].

Most of the literature suggests that the scheduling problem be split into modules. [Tien et al.] suggested that the problem be split into two separate problems. [Panton] and [Burns and Koop] suggest that the master schedule be constructed from various modules (sequences of days on and days off).
[Burns and Koop] use sets of modules, called "mini-schedules", which are combined to form a master schedule. The methodology attacks both the shift-changing and the manpower allocation problems. The authors recognized that "in almost all scheduling situations, an even distribution [of weekend days off] is preferred to a skewed one." Their method is to calculate a maximum number of weekends off and then to assign the weekends off evenly throughout the scheduling period. They then proceed to allocate the remaining days off so that the constraints of the problem are satisfied. The even distribution of weekends off was one of the factors used to sort the schedules produced by the algorithm to be presented.
[Panton] suggests that the master cyclic schedule should be constructed from a library of modules. These modules are built
using either an Integer Program or a network flow solution. The number of weeks in the master schedule is equal to the number of employees. An assumption is that the daily number of people required is given. Single days off are allowed, something that this author will try to avoid. The modules can be used independently or put together based on shift-changing constraints; i.e., at least one day off between shift changes should be allocated. The feasibility of a zero-one solution to the ILP is not guaranteed.
[Lowerre] and [Brownell and Lowerre] identify different scheduling-problem formulations based on various constraints. The various combinations of constraints are identified as "policies". Different formulas are used to calculate the lower bounds on the work force for an assortment of policies. The bounds used are quite loose. A typical bound is $2 n$, where $n$ is the maximum daily requirement. In both papers, work stretches in excess of six days are allowed.

Other authors have also calculated formulas for lower bounds on the work force size. [Burns] and [Burns and Carter] are of the opinion that three lower bounds are sufficient to identify the minimum size of the work force. The formulas are replicated here. A modified version of the first formula so that more weekends off can be allocate, and the original second and third formulas were used to determine the
feasibility of the problem at hand (see the chapter on Computational Investigations).

Let:
$A=$ the number of weeks in $B$ weeks that $a$ weekend off is desired
$\mathrm{n}=$ the maximum demand on any weekend day: $\mathrm{n}=\max \left(\mathrm{n}_{\mathrm{sat}}, \mathrm{n}_{\mathrm{sun}}\right)$
$\mathrm{W}=$ size of work force

1. Weekend constraint: The average number of employees available each weekend must be sufficient to meet the maximum demand on any day.

$$
W \geq\left\lceil\frac{B \cdot n}{B-A}\right\rceil
$$

where $\lceil x\rceil$ is the smallest integer $\geq x$.

The idea behind the formulation of the first constraint is that when $n$ people have to work during a weekend, $W-n$ can have the weekend off and this is averaged out for $A$ weekends off in B weeks.
2. Total demand constraint: The total number of employees per week must be sufficient to meet the total weekly demand.

$$
W \geq\left\lceil\frac{1}{5} \sum_{i=1}^{7} n_{i}\right\rceil
$$

3. Maximum daily demand constraint: The number of employees must be sufficient to meet the maximum demand on any day.

$$
W \geq \max _{i}\left\{n_{i}\right\}, i=1,2, \ldots, 7
$$

where $i=1$ stands for Monday, 2 for Tuesday, etc.
[Brusco and Jacobs] use a simulated annealing algorithm to solve the cyclic scheduling problem. The heuristic approach is justified because the cyclic staff-scheduling problem presented, which included break periods, had been proven to be NP complete. They formulated the problem to include a cost factor associated with scheduling an employee for a certain schedule. A similar formulation was attempted, but it could not be used, because the structure of the problem at hand could not incorporate a cost factor. A cost could be used if, for example, part time employees could be hired (they cannot), or if the night shift was more expensive to staff than the day shift (they have the same cost).
[Rosenbloom and Goertzen] present an algorithm for scheduling nurses at a hospital. The algorithm consists of three stages.

In stage one, all the possible schedules are generated. The number of possible schedules is rather small because only those schedules that can be part of a cyclic schedule are considered, and their calculation is only carried out once. The calculation of the possible schedules will be lengthy (because it is a combinatorial problem), but the idea of needing to carry out any lengthy computations only once seems quite attractive.

In stage two, an integer program is formulated. The reusability of the ILP's solution was noted as a positive aspect of the algorithm. "This means that as long as the labor constraints and the minimum daily coverage remain fixed, the entire scheduling problem needs to be solved only once". This author wanted to avoid the use of an ilp because of the inherent problems of ILP's, such as no guarantee for feasibility, lengthy computation times, and an explosion of the size of the ILP once more constraints are added or the scheduling period is increased to three or four weeks.

Finally, in the third stage, the results of the ilp are transformed into work patterns for each of the nurses. The methodology behind [Rosenbloom and Goertzen]'s algorithm was the starting point for the algorithm to be presented in the next chapter.

## CHAPTER 3

## APPROACH TAKEN

### 3.1 ISSUES ADDRESSED

The Bethlehem Police scheduling problem was split into two phases. The first phase is the manpower allocation phase where the daily requirement of shifts and people are computed. This requires calculating how many swing shifts will be needed and their starting times, as well as how many people will be assigned to the main and swing shifts. In the second phase the results of the first phase are used to compute rotating cyclic schedules.

Initially the problem was attacked as an Integer Linear Program. This method proved to be acceptable for the first phase, while for the second phase it was not. The first phase was a relatively small ILP with 93 variables. The second phase ILP had a number of variables equal to 84,672 with a scheduling cycle of, say, 28 days and a number of possible tours equal to 18 . The size of an ASCII file containing all the constraints was about 32 million bytes long (32 Meg). It was quite obvious that a heuristic was needed. Several approaches were investigated and will be described later in this chapter.

While trying to identify a solution to the problem, the existing number of people had to be utilized. It will be shown that because of the combination of constraints, this requirement could not be satisfied (see the chapter on Computational Investigations).

Split days off had to be avoided. Days off in two-day stretches were used. Again, because of the constraints of the problem (maximum six-day work stretches and days off in twoday blocks), a solution that satisfied all the constraints was hard, if not impossible, to find. Certain assumptions needed to be made, such as the possibilities of hiring more people or of revising the demand during weekend-days.

A cost based optimization function was nearly impossible to assign, and its effectiveness was challenged. It is believed that because of the variation in preferences among employees regarding what constitutes a good schedule, to search for a cost function would be futile. Due to this, a transportation problem formulation was also scrapped from further research since that would require a cost based function.

The algorithm to be presented has its own limitations with respect to the types of problems it can handle, as will be shown later in this chapter.

### 3.2 ALGORITHMIC APPROACH

The first phase of the problem was discussed above, as well as in the introduction. The results of the first phase ILP, the minimum number of people required for the various shifts, as well as the starting times for the swing shifts are shown in Table 2. Three different ILP's were solved for the periods Monday-Thursday, Friday, and Saturday-Sunday, because the daily requirements varied over these sets of days. The main shifts are indicated with the first letter of the shift, and the swing shifts with the letter primed. The heuristic method for the second phase follows.

The results of the ILP indicate a maximum daily requirement of officers. The requirement for swing shifts is now relaxed, and instead there are only three main shifts to be concerned with. It is clear from the results of the first phase that the swing shifts could be manned evenly from the other two shifts; thus, the swing shifts were not used for the second phase. Instead, they could easily be computed after the schedules are created.

The minimum daily platoon size required per day is the maximum platoon size required on any given day. It will be shown in the next chapter that overstaffing (assigning more shifts than the minimum shift-hours required, shown in table 2) is not as bad as it seems, and it could be beneficial to police Scheduling.

| $07: 00-15: 00$ | D | 13 | 13 | 13 | 13 | 13 | 13 | 13 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| N/A | $D^{\prime}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $15: 00-23: 00$ | E | 15 | 15 | 15 | 15 | 17 | 17 | 17 |
| $11: 00-19: 00$ | $E^{\prime}$ | 4 | 4 | 4 | 4 | 0 | 0 | 0 |
| $23: 00-07: 00$ | $N^{\prime 2}$ | 15 | 15 | 15 | 15 | 17 | 17 | 17 |
| $19: 00-03: 00$ | $N^{\prime}$ | 4 | 4 | 4 | 4 | 4 | 4 | 4 |

TABLE 2
Results of the first phase ILP

The algorithm in phase two has three steps. The first step searches for any schedules that meet the major constraint of having two days off in a seven day schedule, on average. The second step identifies which of these schedules satisfy the daily requirements, and the third step enumerates the feasible schedules in various ways based on preferences. Schedules produced are cyclic and rotatable, and officers are assigned to work eight-hour shifts. Work stretches are greater than two days and do not exceed six days. The days off are in two-day stretches.
[Burns and Carter] have three constraints on the minimum daily manpower required that have to be satisfied in order to find a feasible solution to the scheduling problem. Their constraints indicate the maximum work force required for a given number of weekends off. The modified version of the first constraint and its computation, as well as the calculations for the other two constraints, can be found in the next chapter. The computation of the constraints indicate that a schedule could be found and the algorithm can proceed.

Let $M$ be the maximum demand over any given day and $W$ the size of the available work force. W-M people could then take off the day of the maximum requirement, as it was shown also in [Burns and Carter]. Expanding on this, the ratio $M / W$ is computed, i.e. the ratio of required vs available staff (the

RA ratio). A fraction that is a common multiple of the RA ratio is computed. This second ratio (the ra ratio) should be as close to the $R A$ ratio as possible, and it will be illustrated below.

To compute the ra ratio, the following assumptions are made: 1. The numerator ( $N$ ) of this fraction should be greater than zero.

$$
N \geq 0 ; N=\text { integer }
$$

2. The denominator (D) should be greater than one and an exact divisor of $W$, but three times $D$ should be less than or equal to $w$, i.e.

$$
D>1 ; 3 \cdot D \leq W ; n \cdot D=W ; n=\text { integer }
$$

3. The denominator should be a small number, up to and including seven.

$$
D \leq 7
$$

4. The ra fraction becomes:

$$
r a=\frac{N}{D}
$$

```
where N \leq M ; D \leq W ; x < y
```

D lines are drawn, each line corresponding to the schedule of one person (see Figure 2). This set of lines will be called a mini-schedule as per [Burns and Koop]. Because D is required to be an exact divisor of the platoon size, multiples of this schedule will be used to account for all the people in the platoon.

The first line, officer 1 , will be the schedule for officer 1 , the second for officer 2 , and so on. At the end of the line the officers rotate cyclically and they start working on their new line/schedule. Cyclically means that officer 1 , after the last day of his/her line, becomes officer 2 , officer 2 becomes officer 3 and officer 3 becomes officer 1 (see Figure 2).

Each line of the mini-schedule will consist of $T$ columns. Each column is a day of the week, and the first column is a Monday. $T$ has to be a multiple of seven and as noted by various authors ([Panton], [Lowerre], [Brownell and Lowerre], [FOCUS] and [Burns and Koop]) longer than or equal to two weeks.

The requirement that the ra ratio $N / D$ be close to the RA ratio $M / W$ is such that while $N$ people will be required to work, $D-N$ will take the day off, and thi's will minimize overstaffing.


FIGURE 2
Empty mini-schedule for one week per line and a three week rotation

The requirement that $D$ be less than or equal to seven is because for larger multiples the execution time of the algorithm (several days) was unacceptable. The Police Department required execution times of a day or less.

Each mini-schedule will be used for one shift. There will be no shift change within a mini-schedule. There will potentially be many mini-schedules and thus a number of schedules to choose from. A schedule with an off period at the end of the last line should be selected. That way, after the last line is completed, that officer will move to a different shift, while remaining in the same mini-schedule or moving to a different one.

Next, all possible ways of assigning days off in $T$ days is computed. Only a few of these combinations are candidates for feasible schedules. This is effectively the same as finding all the possible combinations of:

$$
\binom{T}{2 \cdot \operatorname{modulo}(T, 7)}
$$

Modulo(T, 7) is the number of weeks in $T$ and it is multiplied by 2 to identify the days off. On average, two days out of seven are days off.

Out of all the possible combinations only a few exist which satisfy the following constraints discussed earlier:

1. No person is to work more than 6 days straight (maximum work stretch equal to 6).
2. The minimum work stretch is two days.
3. Split days off are not allowed.

In order to compute all the combinations, a lexicographic algorithm was used [Nijenhuis and wilf]. The algorithm is described next for $n$ items ( $a_{i}, i=1, \ldots, k$ ) taken $k$ at a time. For example, if there are three numbers $(1,4,5 ; n=3)$ to choose two numbers at a time $(k=2)$, then the chosen numbers are stored in al and a2 as follows (the values of ai are changed upon each iteration of the algorithm):
a1 a2
iteration 1: 1 4
iteration 2: 1 5
iteration 3: 45

1. \{first time through\} $m \leftarrow 0, h \leftarrow k$; goto (4);
2. \{later entries\} If $m \geq n-h$, goto (3); $h \leftarrow 0$;
3. $h \leftarrow h+1 ; m \leftarrow a_{k+1-h} ;$
4. For $j=1, h ;\left\{a_{k+1}+m+j\right\}$; If $a_{1}=n-k+1$, final exit; EXIT

Initially, the combinations of all the off-days available were computed. The number of iterations for this computation was cut drastically once it was recognized that only modulo(T,7) blocks needed to be arranged, which is the number of weeks per line, since the days off come in two-day blocks (constraint number 3 above). These combinations are saved in a file (comb.out) for further consideration. The algorithm is as follows (comments are enclosed in "/\#" and "\#/"):

1. Open a file called comb.sch so as to save the schedules produced;

1a. The first combination produced is chosen and it is stored in the first line (Figure 3);

1b. Instead of trying to identify feasible schedules to place in the lines after the first line, the sequence of zeros and ones in the first line is replicated into all the lines of the mini-schedule (line one will be denoted by mini-schedule(1), line two by minischedule(2), etc.; see Figure 4). This will eliminate the need for having as many files as the number of lines open at any time.
2. CALL SUMIT(mini-schedule);
3. DO index $=1, T-1$; DO index $=1, \mathrm{~T}-1$; DO index ${ }_{\mathrm{T} .3}=1, \mathrm{~T}-1$;


FIGURE 3
Step 1a of the algorithm

| Mon Tue Wed Thu Fri |  |  |  |  |  |  | Sat Sur |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| minj-schedule $(1) \Rightarrow$ | 1 | 1 | 1 | 0 | 0 | 1 | 1 |
| mini-schedule $(2) \Rightarrow$ | 1 | 1 | 1 | 0 | 0 | 1 | 1 |
| mini-schedule $(3) \Rightarrow$ | 1 | 1 | 1 | 0 | 0 | 1 | 1 |

FIGURE 4
Step 1 b of the algorithm

```
    DO index }\mp@subsup{\textrm{T}}{2}{}=1,\textrm{T}-1\mathrm{ ;
    DO index T-1 = 1,T-1;
            CALL ROTATE(mini-schedule(T));
            CALL SUMIT(mini-schedule);
        END DO
        CALL ROTATE(mini-schedule(T));
        CALL ROTATE(mini-schedule(T-1));
        CALL SUMIT(mini-schedule);
            END DO;
            CALL ROTATE(mini-schedule(T-1));
            CALL ROTATE(mini-schedule(T-2));
            CALL SUMIT(mini-schedule);
                    END DO;
```

            CALL ROTATE(mini-schedule(3));
            CALL ROTATE(mini-schedule(2));
            CALL SUMIT(mini-schedule);
            END DO;
            If the combination read in step (1a) is the last one:
            STOP; ELSE, read the next combination and goto
            (1b);
    The following are the subroutines used above:
/\# this subroutine shifts a line of the mini-schedule one digit to the left (see Figure 5) \#/
temp $\leftarrow$ mini-schedule $(i, 1) ; / \#($ the second index indicates the column of line $i$ of the mini-schedule)\#/
mini-schedule $(i, j) \leftarrow \operatorname{mini}-s c h e d u l e(i, j+1)$ for $j=1,2, \ldots$, T-1;
mini-schedule $(i, T) \leftarrow$ temp;
RETURN

SUBROUTINE SUMIT(mini-schedule)
/\# this subroutine sums one column at a time from the minischedule, until all the columns have been accounted for \#/ DO col=1,T;

$$
\sum_{m, n=1}^{\prime \prime} \operatorname{mini}-s c h e d u l e(\text { row }, \text { col })
$$

if( $\Sigma \leq N-1$ ) RETURN; END DO;
CALL PRINTIT(mini-schedule);
RETURN

SUBROUTINE PRINTIT(mini-schedule)
/\# this subroutine prints the mini-schedule one line at a time into the file called comb.sch \#/

RETURN


FIGURE 5
Schematic of the Rotate Subroutine

After the algorithm has been executed the resulting schedules in the file comb.sch are selectively copied into different files based on various classification schemes. The schemes could be:

1. Identify all the schedules that have the most weekend days off.
2. Identify all the schedules that have longer than two days off stretches. This could occur when a person is moving from a line in the mini-schedule which ended in an off-day period to a line that begins with an off-day period.
3. Identify all the schedules where the work period between two weekends-off is minimized.

A sample of the mini-schedules produced by applying this algorithm to an ra ratio of $2 / 3$ is included in Table 3 on the next page. A numerical example using the algorithm follows:

```
00111 10 01111 11 00111 11 10011 11
1 1 0 0 1 1 1 1 1 1 0 0 ~ 1 1 ~ 1 1 1 1 0 ~ 0 1 ~ 1 1 1 0 0 ~ 1 1 , ~
11110 01 11111 00 11111 10 01111 00
01111 1001111 10 01111 10 01111 10
11110 01 1111001 1111001 1111001
10011 11 10011 11 10011 11 10011 11
10011 11 00111 10 01111 11 00111 11
01111 00 11110 01 11111 00 11111 10
11100 11 11001 11 11100 11 11110 01
11001 11 11001 11 11001 11 11001 11
01111 10 011111 10 01111 10 01111 10
11110 01 11110 01 11110 01 11110 01
11100 11 11100 11 11100 11 11110 01
10011 11 00111 11 00111 11 00111 11
01111 00 11111 00 11111 00 11111 10
11110 01 11100 11 11100 11 11110 01
11001 11 10011 11 10011 11 11001 11
011111 10 01111 00 11111 00 111111 10
```

TABLE 3
Sample schedules produced

### 3.3 NUMERICAL ILLUSTRATION

A mini-schedule with three lines and one week per line will be used as an example. The ra ratio will be $2 / 3$. The constraint of having days off in two-day blocks is used. The maximum work stretch will be six days.

The lexicographic algorithm was used to produce the following schedules:
step 1:
0011111
1001111

1100111

1110011

1111001

1111100

It might seem redundant to have all the schedules shown above, since when the first one is rotated, the other ones are produced. But, the first line of the mini-schedules is not rotated. This practice reduces the computation time of the algorithm since only feasible schedules are used in the first line of the mini-schedule (there is no time spent checking for the feasibility of the first line).

The first line is replicated into the other two lines. The mini-schedule becomes:
step 2:
0011111

The sum of the first column is less than the numerator of the ra ratio ( $\mathrm{N}=2$ ) so this is an infeasible schedule. The third line is rotated one bit to the left, and the mini-schedule becomes:
step 3:
0011111
0011111
0111110

The first column is summed and since it is less than the numerator ( $N=2$ ) the third line is rotated again. The third line is rotated a total of seven times, and every time the sum of the first column is less than 2 . Now the second row is rotated one bit to the left, and the mini-schedule becomes: step 4: 0011111

0111110
0011111

Again, the third line is rotated a total of seven times, without finding a feasible schedule. The second line is rotated again, and the mini-schedule becomes:
step 5:
0011111
1111100
0011111
page 45

The first line and the second line form a schedule that has a work stretch of ten days. All the rotations of the third line, as well as rotations of the second line, will produce no feasible schedule. The mini-schedule upon terminating the search for a schedule with initial sequence 0011111 is the mini-schedule of step 2 above. The next line is read, and the mini-schedule becomes:

1001111
1001111
1001111

The sum of the first column indicates that this might be a potentially feasible schedule. The second column is summed, and since it is less than two, this mini-schedule is no longer a candidate solution. The third line is rotated seven times, and all rotations produce infeasible mini-schedules. The algorithm repeats itself (rotate the second line twice) until the mini-schedule becomes:

0111110
1001111

The third line is rotated four times, and the schedule becomes:

The columns are summed and this could be a feasible schedule. The schedule is then searched for work stretches greater than six days, and since the search is negative, this is a feasible schedule.

The algorithm terminates once all the lines in step 1 are tested for feasible mini-schedules.

The problem has been decomposed into two modules called phases. The first phase is an ILP, and the second phase is a heuristic. An empirical study of each phase is reported in this chapter.

## Phase 1

The ILP, which was presented in the introduction, is formulated so as to produce start times for three main shifts and three swing shifts, as well as to compute the number of people for each shift. The Day, Evening and Night shifts had fixed start times, that is, 7:00, 15:00, and 23:00 o'clock, respectively. The swing shifts were allowed to start any time that would cause at least one hour of overlap with the respective main shift. For example, the Day swing shift was allowed to begin anytime from midnight (24:00) until 14:00 o'clock which translates into 15 possible start times. Similarly, the two other swing shifts had 15 different start times too.

The first phase was solved using LINDO. Had it been necessary to avoid using a commercial package, a simple branch and bound algorithm could have been used (see [Press et al.]). The hourly demand, as seen in Table 1 in Chapter 1 , indicates that

Monday through Thursday the demand pattern is the same. Friday has a different demand, and Saturday and sunday have the same demand. Thus, the ILP was solved three times with different parameters each time. Solving the ILP took less than 30 seconds on a RISC/ 6000 workstation. The results of the three ILP's appear in Table 4.

The first column of Table 4 has the possible starting times for the shifts. The first row of the table has the seven days of the week. The numbers inside the table identify how many employees should be scheduled to start an eight-hour shift at the time indicated by the first column of the row where each number lies.

In studying the results of the three ILP's, it was noted that the start times of the swing shifts correspond to the start times for the swing shifts the police department currently uses. Also, the results indicate the minimum number of people required per day, by summing every column that corresponds to a day of the week.

The minimum number of people required for every day appears in Table 5. Note that the maximum requirement in Table 5 (55 officers) is not the upper limit on the work force size. Officers have to take days off; and hence, the size of the work force has to be larger than 55.

|  | mon | tue | wed | thus | fri | sat | sun |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 7:00 | 13 | 13 | 13 | 13 | 13 | 13 | 13 |
| 8:00 |  |  |  |  |  |  |  |
| 9:00 |  |  |  |  |  |  |  |
| 10:00 |  |  |  |  |  |  |  |
| 11:00 | 4 | 4 | 4 | 4 | 4 |  |  |
| 12:00 |  |  |  |  |  |  |  |
| 13:00 |  |  |  |  |  |  |  |
| 14:00 |  |  |  |  |  |  |  |
| 15:00 | 15 | 15 | 15 | 15 | 17 | 17 | 17 |
| 16:00 |  |  |  |  |  |  |  |
| 17:00 |  |  |  |  |  |  |  |
| 18:00 |  |  |  |  |  |  |  |
| 19:00 | 4 | 4 | 4 | 4 | 4 | 4 | 4 |
| 20:00 |  |  |  |  |  |  |  |
| 21:00 |  |  |  |  |  |  |  |
| 22:00 | t |  |  |  |  |  |  |
| 23:00 | 15 | 15 | 15 | 15 | 17 | 17 | 17 |
| 24:00 |  |  |  |  |  |  |  |
| 1:00 |  |  |  |  |  |  |  |
| 2:00 |  |  |  |  |  |  |  |
| 3:00 |  |  |  |  |  |  |  |
| 4:00 |  |  |  |  |  |  |  |
| 5:00 |  |  |  |  |  |  |  |
| 6:00 |  |  |  |  |  |  |  |


|  | Mon | Tue | Wed | Thu | Fri | Sat | Sun |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| staffing |  |  |  |  |  |  |  |
| minimum |  |  |  |  |  |  |  |
| requirement |  |  |  |  |  |  |  |$\quad 51$

## Table 5

Minimum staffing requirements per day based on the results from phase 1

## Phase 2

The total number of work-hours required is the sum of the daily requirements times the shift length of eight hours, and it is 2888 work-hours.

The first constraint presented by [Burns and Carter] and explained in the Literature Review chapter is as follows:

$$
W \geq\left\lceil\frac{B \cdot n}{B-A}\right\rceil
$$

By using a work force of $W=84, B=4$ weeks, and $n=55$ people, a feasible schedule would have a maximum number of weekends off

$$
A=\lceil 1.38\rceil=1
$$

When the constraint is modified so that the weekend is defined as any of the Friday-Saturday, Saturday-Sunday, or SundayMonday blocks, $B$ becomes the number of weekend days (one weekend = two weekend days) as opposed to weeks. Thus, the result of $A=1$ means that one weekend-off can be guaranteed in two weeks (note that this guarantee does not hold if the various constraints on work stretches and days off are too tight). So, the assumption will be that one weekend in two weeks will be off, on average. Using $B=4$ and $A=1$, the minimum work force is $W \geq 73$, which is within the size of the current work force.

The second constraint is

$$
W \geq\left\lceil\frac{1}{5} \sum_{i=1}^{7} n_{i}\right\rceil
$$

which computes to $W \geq 51$, which is sufficient given the current size of the work force.

The third constraint specifies that the size of the work force has to be greater the maximum daily demand, i.e.:

$$
W \geq \max _{i}\left\{n_{i}\right\}, i=1,2, \ldots, 7
$$

Hence, $W \geq 55$, which is also sufficient for a work force of 84 officers. This number is used to calculate the RA ratio.

This ratio becomes 55/84. The numbers that divide 84 evenly are $1,2,3,4,6,7,12,14,21,28,42,84$. Of these numbers only the numbers 2, 4, 7 and 14 divide the platoon size evenly and will be used as denominators. The following ratios, with numerators ranging from 1 to 14, are computed:

$$
\begin{aligned}
& (55 / 84=0.65476) \\
& 3 / 4=0.75 \\
& 5 / 7=0.71429 \\
& 6 / 7=0.85714
\end{aligned}
$$

$10 / 14=0.71429$
$11 / 14=0.78571$
$12 / 14=0.85714$
$13 / 14=0.92857$

Of these ratios $5 / 7$ seems to be the closest to $55 / 84$. But, using this ratio and a line length of four weeks would result in rotation that would take place every $4 \times 7=28$ weeks. This means that the schedule will become more or less fixed. It will require a rotation through shifts once every six or seven months, and the Police Department did not welcome the idea of such long rotations.
on the other hand, the greater the cycle, the longer the computation time on the computer. When a seven-line schedule with one week per line was attempted, the completion time (real time) was a few hours on a RISC/6000 work station. When 23 lines (one week per line) were used, it took more than a week to complete, and it did not identify any feasible schedules.

Also, trying a different number of weeks per line indicated that a long rotation is not likely to provide a feasible schedule if a shorter rotation fails to do so. For example, one of the ra ratios attempted was 6/7. The algorithm was repeated four times. Each time the mini-schedules had lines of
one, two, three and four weeks respectively. No feasible schedules were produced for this ra ratio.

The ratio $3 / 4$ with four weeks per line was used which would have a rotation every 16 weeks, but because of the constraints of the problem, no solution was found.

There are a few things that can be done to correct this infeasibility. One way is to modify the daily demand. When the demand for the weekend days is observed it is evident that a minimum of 19 people is required for the $E$ and $E^{\prime}$ shifts as well as for the $D$ and $D^{\prime}$ shifts. This will create an RA ratio per shift of $19 / 28 ; 19$ is a prime number; thus, a schedule would be required where the rotation between shifts is $28 \times 7=$ 196 weeks which is unacceptable, given the long time the algorithm needs to execute.

If the ratio is modified to $20 / 28$, this translates into $5 / 7$ which is the same ratio as above. If the daily requirement for people is reduced by two people on the second swing shift of Friday, Saturday and Sunday, then the ratio becomes $2 / 3$ for which a schedule can be found, as is shown in table 6 on the next page.

Note: Table 6 contains five different schedules. Each schedule is for three officers. Each officer will be give a line of a

0111110
1111001
10011,11

1111001
1100111
0111110
$1111001^{\text { }}$
1100111
0111110

1111001
1001111
0111110

1100111
0111110
1111001

TABLE 6
Sample schedules produced for an ra ratio equal to $2 / 3$ with one week per line (rotation is three weeks)
given schedule to work. For example, the last schedule means that officer 1 will work, starting from the first line, the schedule 11001110111110 1111001, officer 2 will work the schedule 011111011110011100111 , and the third officer will work the schedule 111100111001110111110 . All three officers start work on a Monday, and at the end of their schedule (three weeks) they repeat it.

Note that the results in Table 6 indicate that split days off are a necessity. No schedules were produced for the ra ratio=2/3 with one-week line without a split-day off pair.

To summarize, in order to use the $2 / 3$ ratio there is a need to reduce the work force required over Friday and the weekend days. Alternatively, six more people should be hired to increase the platoon size to 30 . That would bring the RA ratio to $19 / 30$. Another possibility would be to round the numerator to the composite number 20/30, which comes back to the $2 / 3$ ratio.

Another option would be to relax the constraint of having days off in two-day stretches. Implicitly this constraint was relaxed as it was seen in Table 6. Split days off were created upon rotation of the lines. If this constraint is directly relaxed, then more schedule lines will be available when searching for a feasible schedule.

The following ra ratios were tested for a schedule after relaxing the constraint of days off in two-day blocks: 5/6, 3/4, 19/23, 2/3, 9/11, and 4/5. These ratios test for understaffed and overstaffed situations. An explanation for the use of the ra ratios follows:

- The $5 / 6$ ratio would require the platoon size to decrease from 28 to 24.

The $3 / 4$ ratio would require the platoon to decrease to 24 officers and would reduce the maximum daily requirement per shift to 18 officers from 19.

The $19 / 23$ ratio is used for a hypothetical platoon of size 23.

The $2 / 3$ ratio is used for either a daily shift requirement of 18 people and 27 officers in a platoon, or 20 people and 30 officers in a platoon.

The $9 / 11$ ratio was used for a platoon size of 22 and a maximum daily requirement per shift of 18 officers.

The $4 / 5$ ratio is used for a platoon of 25 patrol people and a maximum shift requirement of 20 officers.

The algorithm was tested for lines being one and two weeks long for the above ratios. Another constraint is added to reduce the number of schedules since when the two day block constraint is relaxed, the number of lines built and accepted will be approximately

$$
\binom{T}{W}
$$

where $w$ is the number of days off that can be assigned in $T$ days. This is a very large number for lines larger than a couple of weeks. The constraint is that the maximum work stretch between split days off would be less than or equal to four days. A potential sequence for a two-week-line is 11011101111001 while the sequence 11011111011100 is not acceptable.

The results from the above runs were negative. Results were produced only for the $2 / 3$ ra ratio. By observing the infeasible schedules it seemed obvious that work stretches of seven days had to be used. Also, the use of all the feasible sequences of days on and days off might produce a feasible solution.

Another attempt to find feasible schedules was to create the lines file without the previous constraint. It was carried out for one- and two-week lines. The algorithm was repeated for the previously mentioned schedules. Again, feasible schedules were found only for the $2 / 3$ ratio.

Since small rotation periods and small ra ratios seem to not yield good results, the $5 / 7$ ratio (mentioned above) with lines ranging from one to four weeks was attempted. It took the algorithm less than an hour to complete the one- and two-week lines, while it took several days of number crunching for the three- and four-week lines. Feasible schedules were produced. Sample schedules are shown in Table 7 on the next page with Saturday and Sunday highlighted for four week lines.

The computation times (real time) on the RISC/6000 work stations for the various ra ratios ranged from a couple of minutes for ra ratios using one- or two-week lines and a denominator less than or equal to 7 , to several days for larger ratios and three- or four-week lines.

To summarize the results: Several ra ratios were attempted. The numerators ranged from 2 to 19 and the denominators ranged from 3 to 23. Feasible schedules were produced for the following ra ratios: 2/3, 3/5, 5/7.

Yet another option seems to be to increase the number of people in the $E$ and $N$ shifts and to reduce the number of people in the $D$ shift. This would be acceptable had the problem not required rotating shifts.


```
    00111 11 10011 11 00111 11 10011 11
    11001 11 11100 11 11001 11 11100 11
    11110
    11111 10 01111 00 11111}10001111100
    11110
    11001 11 10011 11 11001 11 10011 11
    00111 10 01111 11 00111 10 01111 11
    001111110011 11 00111 11 1001111
    11001 11 11100 11 11001 11 11100 11
```



```
    11111}101001111 00 11111 10 011111 00 
    11110}01111100 11 11110 01 11100 11,
    11001 11 10011 11 11001 11 10011 11
```



```
    00111 11 10011 11 00111 11 10011 11
    11001 11 11100 11 11001 11 11100 11
```




```
11110
11001 11 10011 11 11001 11 10011111
    TABLE }

Due to the problems presented above with the structure of the daily requirements and the structure of the platoons, the police force is considering non-rotating shifts. Had nonrotating shifts been used, the size of the platoons would stay the same while the \(R A\) ratios for the \(D, E\), and \(N\) shifts would become \(14 / 28,20 / 28\) and \(20 / 28\) respectively. The total number of required work-hours is the sum of all the entries in Table 3 , i.e. 2808 hours. The total number of workhours required, as presented by the solution of the first phase (Table 2) and calculated similarly, is 2888 hours which is a (2888-2808)/2808 = 2.9\% excess of work-hours. By using the ratio \(2 / 3\) and increasing the platoon size by two people, the overstaffing in work-hours becomes
\[
\frac{(60 \text { people }) \times\left(8 \frac{\text { hours }}{\text { day }}\right) \times\left(7 \frac{\text { days }}{\text { week }}\right)-2808 \frac{\text { people } \cdot \text { hours }}{\text { week }}}{2808 \frac{\text { people } \cdot h o u r s}{\text { week }}}=19.7 \%
\]

This number might seem high. But considering that officers need to be on court duty, are required to write reports, need a break for lunch, etc., it makes sense to have these excess work-hours. Having these extra hours is essential so that chores can be completed without reducing the number of patrols. One hour for a lunch break is \(12.5 \%\) of an eight-hour shift; \(19.7 \%\) of the same shift is almost 95 minutes which
means the additional 35 minutes can be used for non-patrol activities.

Also, vacation times have not been considered. Since the overstaffing seems to be more evident during the D shift, people will be able to take extra days off during that shift without affecting the daily patrol requirements.

When the \(2 / 3\) schedules were computed, they were sorted based on the size of the maximum work stretch, the maximum number of two-days off blocks, the time between weekends off, and the most even distribution of weekends off.

Three sample master schedules for the ra ratios \(2 / 3,3 / 5\), and 5/7, with one week per line, for different police force sizes, are illustrated in Appendix B.

\section*{CHAPTER 5}

\section*{CONCLUSIONS AND RECOMMENDATIONS}

In this thesis the problem of manpower allocation and scheduling of people for a 24-hour, 3-shift, 7-days per week operation was attacked. The scheduling of the Bethlehem Police Department was used as an example.

A modular approach was taken in order to solve the scheduling problem which introduced the notion of "mini-schedules". A similar approach was taken in the references: [Panton], [Burns and Koop], [Tien et al.].

A key point behind the construction of the mini-schedules is that while the first line of the schedule consists of a particular sequence of days on and days off, the remaining Iines contain the same sequence but shifted. This is less time consuming in searching for a feasible schedule and more flexible than if the possible sequences were stored in separate files for each of the lines. This way, schedules that might have been rejected because by themselves they might be infeasible, now are accepted because they are examined as part of a sequence (the rotation through the lines).

The problem was split into two phases. The first phase used an ILP formulation to solve for the manpower allocation problem.

It identified the daily staffing of the shifts, the number of swing shifts required, and the starting times for the swing shifts.

The second phase used a heuristic to schedule the available officers. The heuristic seems to work well when the ratio of required over available staff can be approximated with a ratio where the denominator is less than or equal to five. This means that the execution time for the algorithm ranged from a couple of minutes to several hours for "small" ra ratios (2/3 to \(6 / 7\) with one- or two- week lines). On the other hand, the algorithm took several days to execute for "large" ra ratios (6/7 to \(19 / 23\) with three- and four-week lines). This is to be expected because of the combinatorial nature of the problem.
[Rosenbloom et al.] noted that an attractive feature of their algorithm is that it only needed to be carried out once. This was an appealing conclusion which was adapted for this algorithm. The size of the police force is not likely to change drastically within a short period of time. So, the scheduling personnel might try out RA ratios without being stressed for timely results.

Formulas given in the literature were modified for the current problem and used to prove its feasibility [Burns] and [Burns and Carter]. The idea behind the modification was that when
the weekend is defined as any of the pairs Friday-Saturday, Saturday-Sunday, and Sunday-Monday, the number of weekends off in a given schedule is doubled.

This algorithm may suggest improvements such as more or less staff, fixed shifts, and the necessity of relaxing certain constraints.

The solution, for a work force of 84 officers, produced a \(19.7 \%\) excess of work-hours which translates into one hour and 35 minutes that an officer can be absent for a lunch break, etc., without violating staffing requirements.

The algorithm is quite easy to understand and quick to execute for certain configurations of the problem. It can be modified for any number of constraints. It produces mini-schedules that can be combined or replicated for the whole staff, and it can be readily computerized.

The starting times of the main shifts should be reconsidered. By simply plotting the daily demand (see Figure 6), it is evident that a Night shift (or a Day shift) which begins at 3:00 o'clock would produce a more even covering of the daily requirements, thus reducing the number of swing shifts required.

\(\square\) Monday-Thursday Kat Friday Saturday-Sunday

Figure 6
Daily manpower requirements

Further research is suggested to make the algorithm adapt to RA ratios where the numerator is a prime number and to make the algorithm faster for ra denominator values greater than seven. This could be achieved by using a method that limits the iterations of the do-loops if duplicate schedules are produced.

Another suggestion for further research is to create a scheme where the feasibility of the problem can be predicted, before attempting to solve for large ra ratios, based on the constraints of the given problem. This will be helpful when testing for large ra ratios.
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\section*{APPENDIX A}

NOMENCLATURE
cycle: The length, in days, of the cyclic schedule.
cyclic schedule: A sequence of days on and days off that repeats every certain number of days.

Days off: The days a person is not assigned to work. A zero will indicate days off.

Days on: The days a person is assigned to work. Days on will be indicated with the number one.

Fixed schedule: A schedule where people do not rotate through shifts.

Main shift: Either one of the Day (D), Evening (E) or Night \((N)\) shifts. Main shifts have most of the people working. Modulo aristhmetic: The remainder of the division of two numbers. If the divisor is greater than the dividend, the modulo is the positive difference of the two numbers.

RA ratio: The ratio of the required over the available people that can work on a given day.
ra ratio: A common multiple of the \(R A\) ratio, with different characteristics at different times..

Rotatable schedule: A schedule where at each complete rotation a person is assigned to a different shift.

Shift: A period of the day, that has a certain starting and ending time, during which a person is to work. The length of a typical shift is eight hours.

Split days off: A block of off-days that is non-continuous, such as two single days off separated by a work stretch. The schedule 1110110 has split days off.

Swing shift: A shift that does not have the same start time as either of the three main shifts but has the same length as the main shifts. It is used to compensate for peak period demands. The swing shifts are denoted by the letter of the main shift they overlap with a prime ( \(D^{\prime}, E^{\prime}, N^{\prime}\) ). A maximum of only three swing shifts will be used.

Tour: A certain sequence of either main or swing shifts, or a combination of both. For example, \(L\) days on \(D^{\prime}, L\) days on \(E\), and \(L\) days on \(N^{\prime}\) would be a particular tour.

Week: A seven day period which consists of the days Monday, Tuesday, Wednesday, Thursday, Friday, Saturday, and Sunday, in this order.

Weekend: Any of the following two-days off stretches: FridaySaturday, Saturday-Sunday, and Sunday-Monday.

Work stretch: A number of days on with no days-off in it. For example, the pattern 111110011111000 is a cyclic schedule, read "5-2-5-3", with a cycle of 15 days and a work stretch of five days.

\section*{APPENDIX B} SAMPLE MASTER SCHEDULES

Sample master schedules are produced for the ra ratios \(2 / 3,3 / 5\), and \(5 / 7\). The size of the police force is 81,75 , and 63 respectively. The minischedules used, have the days on identified with a "1", and the days off with a "0". In the master schedule, instead of "l" for days on, lower case letters of the three main shifts are used. A "d" means that an officer will work Day shift on a particular day; an "e", Evening shift; and, an "n!", Night shift. Swing shifts will be calculated internally by the Police Department.

The columns of the master schedules are days of the week, and they are identified with the first letter of the day. All the mini-schedules used have one week per line.

The master schedules are split over several pages. In order to read the schedules, the pages that make up a schedule have to be placed next to each other.

\section*{Master Schedule 2/3}

This schedule is for 81 officers. There are 27 officers per shift. The mini-schedule used is:
\[
0111101
\]

1101011
1011110
to construct a master schedule consisting of nine individual lines of shift assignments and days off patterns (Tables 8 and 9). The following assignments can be made:

Officers 1 through 9 will work according to line 1
```

Officers 10 through 18 will work according to line 2
Officers 19 through 27 will work according to line 3
Officers 28 through 36 will work according to line 4
Officers }37\mathrm{ through 45 will work according to line 5
Officers 46 through }54\mathrm{ will work according to line 6
Officers 55 through 63 will work according to line 7
Officers }64\mathrm{ through }72\mathrm{ will work according to line 8
Officers }73\mathrm{ through 81 will work according to line 9

```


Table 8
```

MTWTF SS MTWTF SS MTWTF SS
Onnnn On nnOn0 nn nonnn no
nnOn0 nn nonnn no Odddd od
nOnnn nO Odddd Od ddOdO dd
Odddd Od ddOdO dd dOddd d0
ddOdO dd dOddd dO Deeee De
dOddd dO Oeeee Oe eeOeO ee
Deeee Oe ee0e0 ee e0eee e0
eede0 ee edeee e0 Onnnn On
eDeee e0 Onnnn On nn0n0 nn

```

\section*{Master Schedule 3/5}

This schedule is for 75 officers. There are 25 officers per shift. The ra ratio is \(3 / 5\). The mini-schedule used is:

0011111
1001111
1100111
0111110
1111100
to construct a master schedule consisting of 15 individual lines of shift assignments and days off patterns (Tables 10,11 , and 12). The following assignments can be made:
\begin{tabular}{|c|c|c|}
\hline Officers & that work according & o line 2: 6-10 \\
\hline Officers & that work according & line 3: 11-15 \\
\hline Officers & that work according & line 4: 16-20 \\
\hline Officers & that work according & line 5: \(21-25\) \\
\hline Officers & that work according & o line 6: \(26-30\) \\
\hline Officers & that work according & o line 7: 31-35 \\
\hline Officers & that work according & o line 8: 36-40 \\
\hline Officers & that work according & line 9: 41-45 \\
\hline Officers & that work according & - line 10: 46-50 \\
\hline Officers & that work according & - line 11: 51-55 \\
\hline Officers & that work according & - line 12: 56-60 \\
\hline Officers & that work according & o line 13: 61-65 \\
\hline Officers & that work according & o line 14: 66-70 \\
\hline Officers & that work according & - line 15: 71-75 \\
\hline
\end{tabular}


Table 10
Master Schedule for an ratio equal to \(3 / 5\) (continues on the next page)


Table 11
Master Schedule for an ra ratio equal to \(3 / 5\) (continues on the next page)
```

MTWTF SS MTWTF SS MTWTF SS
nnoon nn Onmnn n0 nnnmn 00
Onnnn no nnnnn 00 00ddd dd
nnnnn 00 00ddd dd d00dd dd
Ooddd dd doodd dd ddOOd dd
dOOdd dd ddoOd dd Odddd do
ddOOd dd Odddd do ddddd 00
Odddd dO ddddd 00 00eee ee
ddddd 00 00eee ee e00ee ee
ODeee ee e00ee ee ee00e ee
e00ee ee eeODe ee 0eeee e0
eeOOe ee Deeee e0 eeeee 00
Oeeee e0 eeeee 00 00nnn nn
eeeee 00 00nnn nn n00nn nn
OOnnn nn nOOnn nn nnOOn nn
noonn nn nnoon nn Onnmn no

```

\section*{Master Schedule 5/7}

This schedule is for 63 people. The ra ratio is 5/7. Each shift has 21 officers. The mini-schedule used is:

0011111
1001111
1100111
1110011
0111110
1111001
1111100
to construct a master schedule consisting of individual lines of shift assignments and days off patterns (Tables 13 - 16). The following assignments can be made:

Line 1 will be assigned to officers 1 - 3
Line 2 will be assigned to officers 4-6
Line 3 will be assigned to officers 7-9
Line 4 will be assigned to officers 10-12
Line 5 will be assigned to officers 13-15
Line 6 will be assigned to officers 16 - 18
Line 7 will be assigned to officers 19-21
Line 8 will be assigned to officers 22-24
Line 9 will be assigned to officers 25-27
Line 10 will be assigned to officers \(28-30\)
Line 11 will be assigned to officers \(31-33\)
Line 12 will be assigned to officers \(34-36\)
Line 13 will be assigned to officers \(37-39\)
Line 14 will be assigned to officers 40-42
Line 15 will be assigned to officers 43-45
Line 16 will be assigned to officers 46-48
Line 17 will be assigned to officers 49-51

Line 18 will be assigned to officers \(52-54\)
Line 19 will be assigned to officers 55-57
Line 20 will be assigned to officers 58-60
Line 21 will be assigned to officers 61-63


line 15 : OOnnn nn noonn nn nn00n nn nnnOo nn Onnnn no nnnno on
line 16 : noonn nn nnoon nn nnn00 nn Onnnn no nnnno on nnnnn 00
line 17 : mn00n nn nnn00 nn Onnnn no nnnno on nnnnn 00 00ddd dd
line
line
line
line

Table 13
```

MTWTF SS : MTWTF SS MTWTF SS MTWTF SS MTWTF SS MTWTF SS
ddddd 00 : ODeee ee e00ee ee ee00e ee eee00 ee 0eeee e0
ODeee ee ( e00ee ee eeODe ee eee00 ee Deeee e0 eeee0 De
e00ee ee | ee00e ee eee00 ee 0eeee e0 eeee0 De eeeee 00
ee00e ee eee00 ee 0eeee e0 eeee0 0e eeeee 00 00nnn nn
eee00 ee Oeeee e0 eeee0 0e eeeee 00 00nnn nn n00nn nn
0eeee e0 leeee0 De eeeee 00 00nnn nn noonn nn nnoon nn
eeee0 0e, eeeee 00 00nnn nn n00nn nn nn00n nn nnn00 nn

```
eeeee \(00:\) OOnnn nn noonn nn nn00n nn nnn00 nn Onnnn no 00 nnn nn : n00nn nn nn00n nn nnn00 nn Onnnn no nnano on n00nn nn | nnoon nn nnn00 nn Onnmn no nnnno on nnnnn 00 nnoon nn itnnoo mn Onnmn no nnnno on nnnnn 00 ooddd dd nnnoo nn | Onnnn no nnnno on nnnnn 00 OOddd dd doodd dd Onnnn no innnno On nnnnn 00 OOddd dd doodd dd ddood dd nnnno on
nnnnn \(00:\) OOddd dd doodd dd ddOOd dd ddd00 dd Odddd do 00ddd dd : d00dd dd dd00d dd ddd00 dd Odddd do ddddo 0d doodd dd : ddood dd ddd00 dd Odddd do ddddo od ddddd 00 ddOOd dd \(:\) ddd00 dd Odddd d0 dddd0 Od ddddd 00 00eee ee dddoo dd : Odddd do ddddo Od ddddd 00 00eee ee e00ee ee Odddd do 1 ddddo od daddd 00 00eee ee e00ee ee ee00e ee dddd0 0 d 1 ddddd 00 00eee ee e00ee ee ee00e ee eee00 ee

Table 14
Master Schedule for an ra ratio equal to 5/7
(continued on the next page)
page 86

\begin{abstract}
MTWTF SS MTWTF SS \(\mid\) MTWTF SS MTWTF SS MTWTF SS MTWTF SS
 eeeee \(0000 \mathrm{nnn} \mathrm{nn} \mid\) noonn \(n n \operatorname{nn00n} \mathrm{nn}\) nnn00 nn Onnnn no 00 nnn nn n00nn nn | nnOOn nn nnn00 nn Onnnn no nnnno on nOOnn nn nn00n nn i nanoo nn Onnnn no nnnno on nnnan 00 nn00n nn nnn00 nn | Onnnn no nnnno On nnnnn 00 OOddd dd nnn00 nn Onnnn no | nnnn0 on nnnnn 00 OOddd dd doodd dd Onnnn no nnnno On \(\mid\) nnnnn 00 00ddd dd doodd dd ddood dd
\end{abstract}
nnnno On nnnnn 00 OOddd dd doodd dd ddOOd dd ddd00 dd nnnnn 00 00ddd dd \(\mid\) doodd dd ddood dd ddd00 dd Odddd do OOddd dd dOOdd dd \(\mid\) ddOOd dd dddOO dd Odddd dO ddddO Od dOOdd dd ddood dd : dddOO dd Odddd do ddddo Od ddddd 00 ddood dd dddoo dd \(\mid\) Odddd d0 ddddo 0 d dddd 00 00eee ee ddd00 dd 0dddd do \(\mid\) dddd0 0d ddddd 00 O0eee ee e00ee ee odddd do daddo od i ddddd 00 00eee ee elole ee eelo ee
```

ddddo 0d ddddd 00 : 00eee ee e00ee ee ee00e ee eee00 ee
ddddd 00 00eee ee | e00ee ee ee00e ee eee00 ee 0eeee e0
00eee ee eODce ee I eeODe ee eeeOD ee Oeeee e0 eeee0 De
e00ee ee ee00e ee | eec00 ee 0eeee e0 eeee0 0e eecee 00
ee00e ee eee00 ee ( Deeee e0 eeee0 0e eeeee 00 00nnn nn
eee00 ee 0eece e0 i eece0 0e eeeee 00 00nnn nn noonn nn
0eeee e0 eeeeo 0e, eeeee 00 00nnn nn n00nn nn nn00n nn

```

Table 15
Master Schedule for an ra ratio equal to \(5 / 7\) (continued on the next page)
page 87
```

MTWTF SS MTWTF SS MTWTF SS
Onmmn no nnmno 0n nnnnn 00
nnnn0 On nnnnn 00 00ddd dd
nnnnn 00 00ddd dd d00dd dd
00ddd dd dOOdd dd ddOOd dd
dOOdd dd ddOOd dd dddOO dd
ddOOd dd dddOO dd Odddd dO
dddOO dd Odddd dO ddddO Od
Odddd dO ddddO Od ddddd 00
ddddO Od ddddd 00 00eee ee
ddddd 00 00eee ee e0Dee ee
ODeee ee e00ee ee ee00e ee
e00ee ee ee00e ee eee00 ee
eeODe ee eee00 ee 0eeee e0
eee00 ee Deeee e0 eeee0 0e
Oeeee e0 eeee0 0e eeeee 00
eeee0 0e eeeee 00 00nnn nn
eeeee 00 00nnn nn n00nn nn
OOnnn nn n00nn nn nnOOn nn
n00nn nn nn00n nn nnn00 nn
nnO0n nn nnn00 nn 0nnnn n0
nnn00 nn Onnnn n0 nnmn0 On

```

Table 16
Master Schedule for an ratio equal to 5/7 (last page)
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