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Abstract

We have investigated collisions of NaK molecules in the first excited state [2(A)1Σ+],

with Ar and He collision partners using laser-induced fluorescence spectroscopy

(LIF) and polarization-labeling (PL) spectroscopy in a two-step excitation scheme.

Additionally, we have investigated collisions of NaCs molecules in the first excited

state [2(A)1Σ+] with Ar and He perturbers using the LIF technique. We use a

pump-probe, two step excitation process. The pump laser prepares the molecule in

a particular ro-vibrational (v, J) level in the A state. The probe laser frequency is

scanned over transitions to the 31Π in NaK or to the 53Π in NaCs. In addition to

observing strong direct lines, we also see weak collisional satellite lines that arise

from collisions in the intermediate state that take the molecule from the prepared

level (v, J) to level (v, J + ∆J). The ratios of the intensity of the collisional line

to the intensity of the direct line in LIF and PL yield information about population

and orientation transfer. Our results show a propensity for ∆J=even collisions of

NaK with Ar and an even stronger propensity for collisions with He. Collisions of

NaCs with Ar do not show any such ∆J=even propensity. Preliminary investiga-

tions of collisions of NaCs with He seem to indicate a slight ∆J=even propensity. In

addition, we observe that rotationally inelastic collisions of excited NaK molecules

with potassium atoms destroy almost all of the orientation, while collisions with

argon destroy about one third to two thirds and collisions with helium destroy only

about zero to one third of the initial orientation.

1



Chapter 1

Introduction

1.1 Overview

Alkali atoms and molecules have proven to be ideal systems for testing some of

the most fundamental ideas of quantum mechanics. Alkali atoms are effectively one

electron systems to first approximation. Diatomic alkali molecules are, therefore,

two electron systems to first approximation, and they serve to test our understanding

of molecules. Experimental results serve as benchmarks for theorists who develop

models to describe the molecular physics.

In this regard, we build upon earlier experimental studies that have investi-

gated the electronic structure of the diatomic molecules NaK and NaCs. A working

knowledge of the electronic structure of these molecules allows us to investigate

atom-molecule collisions, which are the subject of this dissertation. In our work,

we utilize the optical-optical double resonance experimental technique to study col-

lisions by means of laser-induced fluorescence (LIF) and polarization labeling (PL)

spectroscopy. As part of this work, we use these techniques to study collisions of

alkali molecules with atomic perturbers.

In this work, I discuss the effects of collisional processes between the molecules

2



sodium-potassium (NaK) or sodium-cesium (NaCs) and atoms such as helium or ar-

gon (inert gas atoms differing in size and polarizability) or alkalis. We use a two-step

excitation scheme. We first prepare the diatomic alkali molecule in a specific quan-

tum mechanical energy state using a pump laser, and then we probe the molecule

after it has (possibly) undergone an inelastic collision. In this chapter, I first discuss

the relevant previous work on electronic states of NaK and NaCs (Sec. 1.2). In Sec.

1.3, I discuss previous studies of molecule-atom collisions that provide important

background for the current work. Finally, in Sec. 1.4, I discuss motivation for the

current research.

1.2 Optical-Optical Double Resonance

The primary experimental technique used in this work, called optical-optical

double resonance (OODR), is a two-step excitation method. A narrow-bandwidth,

highly stable laser (the pump laser) is used to prepare the molecule of interest in

a particular rotational and vibrational (ro-vibrational1) level of a higher electronic

state (the intermediate state) by tuning the laser to the transition resonance fre-

quency. A second (probe) laser is used to excite the molecule to another higher

electronic state (the upper state) by scanning the frequency of the laser to induce

transitions to certain ro-vibrational levels of the upper electronic state (see Sec.

5.3.1). Typically in these experiments, each excitation associated with a transition

is monitored by observing the downward fluorescence (laser-induced fluorescence

spectroscopy). This method allows the ro-vibrational levels of high lying electronic

states to be measured and catalogued. An early use of the OODR method was

carried out by Woerdman [1] to study high lying 1Σ+
g electronic states of the Na2

molecule using two-step Doppler-free excitations.

Due to the dipole selection rule that the spin character cannot change during

an electronic transition and the fact that the ground states of all alkali molecules

1Rotational combined with vibrational is contracted to ro-vibrational in the jargon of the field.
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are spin singlet, it is not generally possible to excite higher triplet states with this

method. However, Li and Field [2] developed a modified form of OODR, called

perturbation facilitated optical-optical double resonance (PFOODR) which took

advantage of localized coupling between specific singlet and triplet levels of the

1(A)1Σ+
u and 1(b)3Πu states of the Na2 molecule. In the PFOODR method the

molecule is first excited from the singlet ground state to a particular level of the

intermediate state which has mixed singlet-triplet spin character. The molecule is

then further excited to a higher triplet state. In this way, the PFOODR technique

allows access to high-lying triplet electronic states of the diatomic alkali molecules

from the singlet ground state.

The OODR technique has been applied to both homonuclear and heteronuclear

diatomic alkali molecules. Specifically for NaK, our group has used the OODR tech-

nique to map out the 31Π [3], 33Π [4], 13∆ [5, 6], 43Π [7], and 43Σ+ [8] electronic

states. We have also started mapping higher electronic states of the NaCs molecule.

NaCs is noteworthy due to its large permanent electric dipole moment and due to

the fact that the spin-orbit interactions are very large, making it an interesting con-

trast to NaK for collision experiments. Ashman et al. [9] in our lab mapped out

the high lying 53Π0 electronic state. This state is used as the upper state for the

collisional studies in the current work using the PFOODR method.

The methods of OODR and PFOODR are important for our collisional stud-

ies because we use these spectroscopic techniques to selectively prepare and probe

the NaK or NaCs molecule, respectively, to study the collisional processes. We also

make use of previous work to map the ground and intermediate electronic states. Of

particular interest for the current work are data that have been gathered on many

rotational and vibrational levels of the electronic ground state [1(X)1Σ+] and first

excited singlet [2(A)1Σ+] state of NaK by Russier-Antoine et al. [10] and Ross et al.

[11] using Fourier transform spectroscopy. These authors used their data to produce

accurate potential energy curves and determine spectroscopic constants, which can,

in turn, be used to predict rotational and vibrational level energies of these elec-

tronic states. For NaCs, we are again interested in the ro-vibrational level energies
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of the ground state and the 2(A)1Σ+state. The levels of the ground electronic state

(X1Σ+) of NaCs were mapped out by Docenko et al. [12] using Fourier transform

spectroscopy. Zaharova et al. [13] mapped the 2(A)1Σ+state of NaCs and, due

to the large coupling between levels of the 2(A)1Σ+and b3ΠΩ states, carried out a

depertubation analysis of the levels of these electronic states.

We use the OODR technique to determine collisional population transfer and

the associated rate coefficients by observing fluorescence using LIF spectroscopy.

However, we also observe collisions using PL spectroscopy to determine information

about collisional orientation transfer (both are discussed in more detail in Chapter

3). Utilizing the OODR technique with polarization spectroscopy is yet another way

to study upper electronic states of diatomic alkali molecules. In NaK, this technique

has been used to study various electronic states [14, 15, 16, 17, 18]. In these studies

of high-lying electronic states, it is advantageous to utilize the collisional lines for

mapping the ro-vibrational levels of the states. This approach allows one to assign

far more transitions than can be done using direct pump and probe OODR lines

alone.

1.3 Collisional Studies

Studies of ro-vibrationally inelastic collision studies have been carried out by

many research groups in the molecular physics community. In these collision stud-

ies, propensities for certain types of transitions have sometimes been observed. For

example, Ottinger et al. [19] studied collisions of the Li2 1(B)1Πu with argon atoms

and observed a propensity for either ∆J > 0 or ∆J < 0 depending on the initial

Λ doubling component excited. Pritchard and coworkers [20, 21, 22] observed a

propensity for collisions that obeyed ∆J = −4∆v in studies of ro-vibrationally in-

elastic collisions of Li2 [1(A)1Σ+
u ] with xenon, argon, and neon. This propensity was

attributed to an approximate energy resonance (i.e., the vibrational energy gap was

approximately equal to the gap between rotational levels separated by four units).
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In addition to observing general propensities associated with certain types of

collisions, we can also determine collisional rate coefficients for specific channels.

In most cases, these rate coefficients have been determined by observing the fluo-

rescence from molecules in the directly populated level and comparing that to the

fluorescence from the adjacent collisionally populated rotational or vibrational lev-

els. Bergmann and Demtröder [23] examined ro-vibrational collision cross-sections

of excited Na2 molecules in the 1(B)1Πu state with helium as the collisional partner.

In the collisional studies of Pritchard and coworkers [20, 21, 22], rate coefficients for

the rotationally and vibrationally inelastic collisions of Li2 with various atomic per-

turbers were determined. These studies were expanded by Gao and Stewart [24]

and Gao et al. [25] to determine vibrationally inelastic collision rate coefficients in

the 1(A)1Σ+
u state of Li2 with neon atom perturbers.

Polarization spectroscopy provides further insight into inelastic collisions. Early

observations of inelastic collisions using polarization spectroscopy were made by

Teets et al. [26]. Much of the motivation for our current work stems from the

study performed by Salami et al. [27] investigating the Rb2 molecule. This study

highlighted the fact that rotationally inelastic collisions can preserve some fraction

of the angular momentum orientation (see Sec. 5.4). Salami et al. [27] observed

collisions resulting in changes of the rotational quantum number by |∆J | ≤ 58 using

the polarization labeling technique in a V-type pump-probe scheme as shown in Fig.

1.1.

Both experimentalists and theorists have worked to understand collisions in-

volving diatomic molecules. The experimental results serve as a benchmark for

the theoretical calculations, and likewise, the calculations serve as a guide for ex-

perimentalists. McCaffery [28] gave a kinematic interpretation to the Li2 1(A)1Σ+
u

vibrationally inelastic collisions. The ab initio calculations performed by Alexander

and Werner [29] for J-changing collisions of Li2 1(A)1Σ+
u molecules with neon per-

turbers agree well with the experimental results of Scott et al. [20].

In recent work carried out at Lehigh University, Wolfe et al. [30] observed a
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(Collision)
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1(X)1Σ+

Figure 1.1: A schematic diagram of a V-type excitation scheme used in polarization
spectroscopy. The lower ro-vibrational level is “tagged” by the mechanical
chopper placed in the beam path of the pump beam. The chopped pump
laser beam modulates the population in the lower level and a lock-in amplifier
filters out any signal not at the chopper frequency. In this example, collisions
occur in the lower state where either v or J may change. The fraction of
the population in a collisional level created by collisional transfer is also
modulated, and hence, can be detected using the lock-in amplifier.

propensity for ∆J = even collisions of NaK 2(A)1Σ+molecules with argon atoms.

Wolfe and coworkers also determined collision rate coefficients for rotationally in-

elastic collisions of NaK in the 2(A)1Σ+state with argon and potassium for ∆J =

±1,±2,±3,±4. The experiments of Wolfe et al. used the techniques of laser-induced
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fluorescence spectroscopy and polarization labeling spectroscopy to make quantita-

tive measurements of the transfer of population and orientation during inelastic

collisions of NaK molecules with alkali atom and argon atom pertubers.

1.4 Overview of Research

These previous works have provided us with the framework for investigating

rotationally and vibrationally inelastic collisions using the OODR technique and in-

corporating Fourier transform spectroscopic data. We do this with two contrasting

heteronuclear alkali diatomic molecules, NaK and NaCs, both prepared in an ex-

cited state. The combination of fluorescence and polarization spectroscopy are used

together to determine population and orientation transfer during inelastic collisions.

In this work, I studied the inelastic collisions of NaK and NaCs molecules with

atomic perturbers. Our first goal was to explore, compare and contrast the effects of

different inert gas perturbers in collisions with NaK molecules. To do this, we used

the same initial ro-vibrational level of NaK [2(A)1Σ+(v = 16, J = 30)] as used by

Wolfe et al. We incorporated the data of Wolfe et al. with our new data to compare

the effects of argon versus helium. A major motivation for this comparative study

was the fact that Malenda and Hickman [31] had begun theoretical investigations of

rotationally inelastic NaK-He collisions. Due to limitations on computer resources,

they chose to study collisions with He perturbers because the electronic structure

of He is much simpler than that of Ar.

In addition, the calculations were carried out for lower rotational levels, J ≤ 20

and for v = 0 of the NaK 2(A)1Σ+state, whereas the Wolfe et al. experimental

studies were carried out for v = 16, J = 30. As a result of their calculations, Mal-

enda and Hickman found a significant dependence of the rate coefficients on initial

J level. These calculations encouraged us to look at the effects of experimentally

varying the initial rotational level of the 2(A)1Σ+state as well as the initial vibra-

tional level, so that our current results can be directly compared to the most recent
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theoretical work. In addition, we have collaborated with Drs. Amanda Ross and

Patrick Crozet of Université Lyon 1 to use a different experimental setup (FTS see

Sec. 4.5.3) as a test of our previous measurement techniques and to address addi-

tional initial rotational and vibrational levels. Specifically, this work provides much

of our data on NaK 2(A)1Σ+(v = 0) collisions as well as new data on v-changing

collisions.

Finally, we have also studied collisions involving the NaCs molecule. We have

collected fluorescence data using both argon and helium as the perturber to study

population transfer. NaCs is much heavier than NaK and the two atoms making

up the NaCs molecule are more dissimilar. Therefore, we carried out these NaCs

studies to explore whether the ∆J = even propensity would still be observed in this

molecule.
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Chapter 2

Background: Molecular Physics

2.1 Overview

In this chapter, I provide a brief summary of the quantum mechanical treat-

ment of a diatomic molecule, beginning with the non-relativistic, time-independent

Schrödinger equation. The discussion will lead to general expressions for the elec-

tronic, vibrational, and rotational energies and an understanding of angular mo-

mentum coupling in a diatomic molecule. In Sec. 2.2, I first discuss the separation

of the full molecular Schrödinger equation into electronic and nuclear parts. I then

introduce the Born-Oppenheimer approximation that provides an important sim-

plification, allowing a straight forward solution for the motion of the electrons and

nuclei within a diatomic molecule. In Sec. 2.3, I discuss different aspects of the

nuclear motion including vibration and rotation (Sec. 2.3.1). Terms beyond the

first-order approximations are laid out in Sec. 2.3.2, and the Dunham expansion is

presented.

Section 2.4 provides a discussion of how the various angular momentum vectors

associated with electron and nuclear motion can couple in the diatomic molecule.

The different coupling schemes important for this work are described by three Hund’s

cases: (a) is presented in Sec. 2.4.1, (b) in Sec. 2.4.2, and (c) in Sec. 2.4.3. The

chapter will conclude with a discussion on electronic transitions and selection rules
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in Sec. 2.5.

2.2 The Born-Oppenheimer Approximation

Even though diatomic molecules are the simplest type of molecule, their quantum

mechanical description is much more complicated than that of atoms. Specifically,

there are two nuclei located in different places, which breaks the spherical sym-

metry, and there are many more interactions that need to be taken into account.

Following Bransden and Joachain [32], we begin by considering the time-independent

Schrödinger equation for the entire molecule. Within the Hamiltonian, we incorpo-

rate the various terms due to the electron kinetic energy, nuclear kinetic energy, and

the Coulomb interaction potential energy terms of the system,

ĤΨ = EΨ, (2.1)

which can be expanded to read[
T̂el + T̂nuc + V

]
Ψ(R; r1, r2, ...ri) = EΨ(R; r1, r2, ...ri). (2.2)

The wavefunction, Ψ, is written as a function of the positions of the nuclei and the

electrons with respect to the center of mass. As shown in Fig. 2.1, RA and RB

describe the locations of nuclei A and B with respect to the center-of-mass and we

can define an internuclear separation vector R = RB − RA. The positions of the

electrons are also given in reference to the center of mass, r1, r2, ...ri .

After transforming to the center of mass frame of reference, the nuclear kinetic

energy term of the Hamiltonian is

T̂nuc = − ~
2µ
∇2
R . (2.3)

This term describes the motion of the two nuclei about the center of mass and µ is

the reduced mass of the nuclei
(

M1M2

M1+M2

)
. The total kinetic energy of the electrons,

each of mass me, in the system must also be included in the Hamiltonian,

T̂el =
N∑
i=1

(
− ~

2me

∇2
ri

)
. (2.4)
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Figure 2.1: The coordinate system for a diatomic molecule.

Because the electrons and nuclei are charged particles, the potential energy, V ,

includes numerous Coulomb interactions. There is the Coulomb repulsion between

the two positively charged nuclei,

Vnuc−nuc =
ZAZBe

2

4πε0R
, (2.5)

where ZA and ZB are the atomic numbers of the two atoms and e is the fundamental

electric charge. Likewise, the Coulomb electron-electron repulsion terms are given

by

Vel−el =
N∑

i,j=1;i>j

e2

4πε0|ri − rj|
. (2.6)

The restriction i > j in the summation assures that we don’t double count any of

the electron-electron interactions. Lastly, there is the attractive Coulomb interaction

between each electron and each nucleus,

Vnuc−el = −
N∑
i=1

ZAe
2

4πε0|ri −RA|
−

N∑
i=1

ZBe
2

4πε0|ri −RB|
. (2.7)
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Solving the time-independent Schrödinger equation with all of these kinetic and

potential energy terms is generally quite complicated. However, due to the fact that

the mass of an electron is small compared to that of a nucleus, the electrons move

much faster than the nuclei. Hence, the electrons tend to rapidly readjust to any

change of nuclear positions. This fact can be exploited by solving the electronic part

of the Schrödinger equation with the nuclear positions fixed in place at a certain

internuclear separation, R:[
T̂el + V (R; r1, r2, ...ri)

]
Φq(R; r1, r2, ...ri) = Eq(R)Φq(R; r1, r2, ...ri) . (2.8)

In general, quantum chemistry computer codes are used to solve this equation for

a large number of fixed internuclear separations. The various energy eigenvalues

Eq(R) represent the possible electronic states of the molecule. When plotted as a

function of R, these electronic eigenvalues are called “electronic potential curves” for

reasons that will become clear below. A plot of theoretical potential curves compiled

from Ref. [33] is shown in Fig. 2.2 for the molecule NaK. Similar calculations have

also been carried out for the NaCs molecule [34]. Both of these sets of calculations

are important for the present work.
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Figure 2.2: A set of NaK theoretical electronic potential curves from Magnier et al. [33].
The curves are colored by the spin multiplicity (2S+1) and Λ components
describing the electronic state (see Sec. 2.4.1 for a discussion of electronic
state labeling).
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The total wavefunction of the molecule can be written as an expansion in terms of

electronic wavefunctions, which form a complete set of functions over the electronic

coordinates:

Ψ(R; r1, r2, ...ri) =
∑
q

Fq(R)Φq(R; r1, r2, ...ri). (2.9)

The Φq(R; r1, r2, ...ri) functions are orthonormal and, therefore, obey the relation∫
d3r1d

3r2...d
3riΦ

?
s(R; r1, r2, ...ri)Φq(R; r1, r2, ...ri) = δqs . (2.10)

Using the expansion (2.9) in Eq. (2.2) gives[
T̂el + T̂nuc + V − E

]∑
q

Fq(R)Φq(R; r1, r2, ...ri) = 0 . (2.11)

We can then use[
T̂el + V

]∑
q

Fq(R)Φq(R; r1, r2, ...ri) =
∑
q

EqFq(R)Φq(R; r1, r2, ...ri) , (2.12)

multiply Eq. (2.11), on the left by Φ∗s(R; r1, r2, ...ri) and integrate over electron

coordinates to yield∫
Φ∗s(R; r1, r2, ...ri)T̂nuc

∑
q

Fq(R)Φq(R; r1, r2, ...ri)d
3r1d

3r2...d
3ri (2.13)

= [E − Es(R)] Fs(R) .

However, because both Fq(R) and the electronic wavefunctions depend on R, the

nuclear kinetic energy term is fairly complicated. If we use the identity

∇2(fg) = f∇2g + 2∇f · ∇g + g∇2f , (2.14)

we find

T̂nuc
∑
q

FqΦq = − ~
2µ
∇2
R

(∑
q

FqΦq

)

= − ~2

2µ

∑
q

[
Fq∇2

RΦq + 2∇RFq · ∇RΦq + Φq∇2
RFq

]
. (2.15)
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At this point, in order to proceed, it is customary to invoke the Born-Oppenheimer

approximation, which assumes that the electronic wavefunction only depends weakly

on the internuclear separation. This is due to the fact that electrons are small and

fast compared to the size and speed of the nuclei. With the Born-Oppenheimer

approximation we assume,

|∇RFq| >> |∇RΦq| . (2.16)

This approach allows us to neglect the first two terms on the right hand side of Eq.

(2.15). In the case where the effects of these neglected terms must be considered,

they are usually addressed using perturbation theory.

With the Born-Oppenheimer approximation, the term on the left hand side of

Eq. (2.13) becomes∑
q

∫
d3r1d

3r2...d
3riΦ

?
s

[
− ~2

2µ
∇2
RFq

]
Φq = − ~2

2µ
∇2
RFs , (2.17)

and the Schrödinger equation reduces to

− ~2

2µ
∇2
RFs(R) + [Es(R)− E] Fs(R) = 0 . (2.18)

In the next section (Sec. 2.3), I will describe a further separation of Fq(R) into

angular and radial terms. After doing so, we will see that Es(R) plays the role of a

potential energy term in a one-dimensional nuclear Schrödinger equation.

2.3 Motion of the Nuclei

2.3.1 Vibration and Rotation

The diatomic molecule not only has various electronic states, but there are ad-

ditional degrees of freedom in the motion of the molecule; it can vibrate and rotate.
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For each stable bound electronic potential energy state, there are many possible

vibrational and rotational levels that a molecule can populate.

As mentioned in the previous section (Sec. 2.2), we can use the method of

separation of variables to write the total nuclear wavefunction as a product of a

radial (vibrational) wavefunction and an angular (rotational) wavefunction,

Fq(R) =
1

R
χv(R)ψr(θ, φ) . (2.19)

The subscripts v and r denote the vibration and rotation wavefunctions, respectively.

We can expand the nuclear kinetic energy operator of Eq. (2.18) using spherical

coordinates as follows,

∇2
R

[
χv(R)

R
ψr(θ, φ)

]
=
ψr(θ, φ)

R

d2χv(R)

dR2

+
χv(R)

R3

[
1

sin θ

∂

∂θ

(
sin θ

∂ψr(θ, φ)

∂θ

)
+

1

sin2 θ

∂2ψr(θ, φ)

∂φ2

]
.

(2.20)

We consider the diatomic molecule to be a rigid rotor, i.e., that the two nuclei have

a fixed separation and rotate about the center of mass, such that ψr = ψ(θ, φ)

only. Because of the rigid rotor approximation, the angular function, ψr, obeys the

eigenvalue equation,[
1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1

sin2 θ

∂2

∂φ2

]
ψr(θ, φ) = −J(J + 1)ψr(θ, φ) . (2.21)

For a quantum mechanical rigid rotor, the Schrödinger equation can be solved ex-

actly for the rotational level energies, Er. The eigenfunction solutions are spherical

harmonics and the rotational energies are given by

Er =
~2

2I
J(J + 1) = BeJ(J + 1) , (2.22)

where I = µR2 is the moment of inertia of the rigid rotor, Be is the rotational

constant, and J is the rotational quantum number (J = 0, 1, 2...).
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Substituting Eqs. (2.20) and (2.21) into Eq. (2.18), we find that χv(R) obeys

the one-dimensional equation,

− ~2

2µ

d2χv(R)

dR2
+

[
Es(R) +

~2J(J + 1)

2µR2
− E

]
χv(R) = 0 . (2.23)

This result has the form of a one-dimensional Schrödinger equation, with an ef-

fective potential, Es(R) + ~2J(J+1)
2µR2 . The first term, Es(R), is the “rotationless po-

tential” and J is the rotational angular momentum quantum number. Use of the

Born-Oppenheimer approximation effectively uncouples the nuclear and electronic

motion. Once the electronic wavefunctions have been calculated for numerous points

along the internuclear separation by solving the electronic Schrödinger Eq. (2.8), the

nuclear motion can be determined by numerical solution of the nuclear Schrödinger

equation with the electronic energies acting as the potential energy function.

Near its minimum, a bound electronic potential energy curve can be expanded

in a Taylor series about the equilibrium separation R0:

V (R) = V (R0) + (R−R0)
dV (R)

dR

∣∣∣∣
R=R0

+
1

2
(R−R0)2d

2V (R)

dR2

∣∣∣∣
R=R0

+ ... . (2.24)

The first derivative term is zero because it is evaluated at the minimum of the

potential well, and V (R0) is just a constant energy offset. Ignoring terms beyond

the second derivative,

V (R) ≈ V (R0) +
1

2
k(R−R0)2 (2.25)

where k = d2V (R)
dR2

∣∣
R=R0

is the value of the effective spring constant of the molecule.

Equation (2.25) is the potential energy of a harmonic oscillator, and therefore, to

lowest order, the vibrational energy levels are given by,

Ev = V (R0) + ~ω
(
v +

1

2

)
, (2.26)

where each vibrational level energy is characterized by a quantum number, v =

0, 1, 2..., and the frequency of oscillation is ω =
√

k
µ
.
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2.3.2 Higher-Order Effects of Vibration and Rotation

The rigid rotor and harmonic oscillator are good first approximations, but they

doesn’t fully describe the true motion of the nuclei. An improvement on the rigid

rotor approximation is to assume that the nuclei are connected by a massless spring.

This approach allows the molecule to “stretch” as it gains rotational energy. For

higher energies above the minimum, the potential looks more and more anharmonic.

Additional terms beyond the quadratic term in the Taylor expansion, Eq. (2.24), are

needed to accurately predict level energies. The Morse potential (shown in Fig. 2.3)

is a better approximation to a real potential than the harmonic oscillator potential

and is given by [35],

V (R) = D
[
1− e−a(R−R0)

]2
. (2.27)

The value of D represents the well depth, D = Es(∞) − Es(R0). The value of

a is dependent on the molecule. The Morse potential provides us with a start

to describing the anharmonicity of an electronic state potential. A comparison of

the Morse potential and the harmonic oscillator is shown in Fig. 2.3. Vibrational

energies of the Morse potential are given by

Gv = ωe(v +
1

2
)− ωexe(v +

1

2
)2 (2.28)

where ωexe is the anharmonicity constant. The constants a and D in Eq. (2.27) are

related to ωe and ωexe by

D =
ω2
e

4ωexe
(2.29)

and

a =

√
2π2cµ

hD
ωe . (2.30)

Most bound states can be fairly well approximated by a Morse potential, however

additional terms may be needed to reproduce level energies to spectroscopic accu-

racy. Therefore, vibrational level energies of the true anharmonic potential can more

accurately be described by an expansion that includes higher order terms [35],

Gv = ωe(v +
1

2
)− ωexe(v +

1

2
)2 + ωeye(v +

1

2
)3 + ... , (2.31)
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where ωexe and ωeye are anharmonicity constants such that

ωe >> ωexe >> ωeye . (2.32)

0 0.5 1 1.5 2 2.5 3

E
(R

)

R (Angstroms)

Morse

H.O.

R0

Figure 2.3: A comparison of models of a molecular potential; the first approximation of
a quantum mechanical harmonic oscillator versus a Morse potential. The
harmonic oscillator is only a good representation near the bottom of the
well.

In addition, as the molecule rotates faster, it stretches due to the centrifugal

force. Thus a correction term must be added to the rotational energy of the molecule,

Er = BeJ(J + 1)−De [J(J + 1)]2 . (2.33)

This new term represents centrifugal distortion, and De is called the centrifugal dis-

tortion constant. The inclusion of this term causes a decrease in the spacing of the
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rotational level energies of the molecule as J increases.

Up to this point, rotational and vibrational motion has been dealt with sep-

arately. A more realistic model is the vibrating rotor where the rotational and

vibrational motions are coupled. As the molecule rotates, the internuclear sepa-

ration changes due to the molecular vibration. This causes the moment of inertia

to change, affecting the Be value of the molecule. The rotational constant is now

dependent on the vibrational state:

Bv = Be − α
(
v +

1

2

)
+ γe1

(
v +

1

2

)2

+ γe2

(
v +

1

2

)3

+ ... . (2.34)

The leading correction term is usually taken to be negative because the mean inter-

nuclear separation 〈Rv〉 tends to increase with v. In a similar way, the vibrational

motion also affects the centrifugal distortion, resulting in a vibration dependent

centrifugal distortion constant, Dv:

Dv = De + βe1

(
v +

1

2

)
+ βe2

(
v +

1

2

)2

+ βe3

(
v +

1

2

)3

+ ... . (2.35)

The values of the parameters in Eqs. (2.34) and (2.35) are determined spectro-

scopically, and more terms can be included to reproduce level energies to within

spectroscopic accuracy.

The total energy of a ro-vibrational level in an electronic state can now be found

as a sum of electronic, vibrational, and rotational energies:

E(v, J) = Eel + Ev + Er . (2.36)

Here, the terms are written from left to right in order of the largest to smallest

energy contribution. Equation (2.36) can be rewritten using Eqs. (2.31), (2.34),

and (2.35) as

E(v, J) = Te +Gv +BvJ(J + 1)−Dv [J(J + 1)]2 , (2.37)

where Te = Eel is the value of the minimum of the electronic potential energy.

Equation (2.37) can be succinctly written in a form of a double series expansion
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developed by Dunham [36]:

E(v, J) =
∑
k,l

Yk,l(v +
1

2
)k
[
J(J + 1)− Ω2

]l
. (2.38)

The term involving Ω2 is explained in Sec. 2.4 and accounts for the electronic

(Yk,l) k/l 0 1 2
0 Te Be −De

1 ωe −αe −βe1
2 −ωexe γe1 −βe2
3 ωeye γe2 −βe3

Table 2.1: The spectroscopic constants that pertain to the Dunham coefficients Yk,l [36].
These correspondences are approximate and their accuracy depends on the
value of the quantum number Ω.

contribution to the total angular momentum. This issue will be addressed as part

of a discussion of the Hund’s coupling cases. Each value of k and l in the Dunham

expansion corresponds to a term from Eq. (2.37) and the relationships between

the Dunham and spectroscopic coefficients are given in Table 2.1. As stated pre-

viously, the anharmonic (Morse) potential does not always accurately reproduce

ro-vibrational level energies and it is often the case that many terms ( ∼ 50) are

used in the Dunham expansion fit in order to reproduce the ro-vibrational level

energies to spectroscopic accuracy. However, when so many terms are retained in

the Dunham expansion, the physical interpretation of individual terms becomes lost.

2.4 Hund’s Cases

Hund’s coupling cases were derived as the result of investigations of how the

various angular momentum vectors can couple within the molecule [35]. Excluding

nuclear spin, the total angular momentum of the system is denoted by the vector
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J, the corresponding quantum number is J . The total angular momentum has con-

tributions from the motion of the electrons and the nuclei. Electron orbital angular

momentum and spin angular momentum are described by L and S, respectively.

Nuclei exhibit rotational angular momentum, N. Each angular momentum vector

couples with every other angular momentum vector due to magnetic interactions.

These different coupling schemes arise depending on the relative strengths of the

various interactions. The most common Hund’s cases, (a), (b), and (c), will be

discussed here. Other cases, (d) and (e), also exist. This discussion will follow that

of Refs. [32], [35], and [37] which provide additional information about the Hund’s

cases.

2.4.1 Hund’s Case (a)

J N

ΣΛ

L

S

Λ + Σ = Ω

Case a)

Figure 2.4: Vector diagram for Hund’s case (a) using the notation in [35]. Each ellipse
demonstrates the precession of the corresponding vector.
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In Hund’s case (a), the main feature is that the electron orbital angular mo-

mentum and the electron spin both couple strongly to the internuclear axis and

relatively weakly to the nuclear angular momentum. This case typically applies to

molecules in levels characterized by small internuclear separations and low rotational

quantum numbers. A vector diagram, shown in Fig. 2.4, illustrates the coupling of

the angular momenta in case (a). The total electron orbital angular momentum, L,

precesses rapidly about the internuclear axis, so only its component along the inter-

nuclear axis, Λ, survives on average. Likewise, the total electron spin also precesses

rapidly about the internuclear axis, due to its coupling to the surviving component

Λ of L caused by the spin-orbit interaction. The surviving component of S about the

internuclear axis is called Σ. The spin and orbital angular momentum projections

combine to give the value Ω = |Λ + Σ| which can range from |Λ−S| to Λ +S. Each

of these projections, Λ, Σ, and Ω has a well defined value and is considered a good

quantum number in case (a). The combination of the electron angular momentum,

Ω, with the nuclear rotation, N, gives the total angular momentum, J.

Ro-vibrational levels of electronic states in Hund’s case (a) are labeled using

the notation n2S+1ΛΩ(v, J). The value of n corresponds to the ordering in energy,

from lowest to highest, of electronic states of the same symmetry. For example, the

upper state of NaK used in this work is the 31Π1 state, meaning it is the third lowest

lying 1Π1 electronic state. Traditionally, these molecular states have been labeled

with letters instead of numbers, and this older notation will be used in conjunction

with the numbering scheme in this work. For historical reasons, the ground state

is often labeled as the X state. The superscript 2S + 1 gives the spin multiplicity.

In the neutral diatomic alkali molecules, the spin multiplicity must be either one

(S = 0) or three (S = 1) due to the two valence electrons, each of spin 1
2
, that

can pair in a parallel or anti-parallel fashion. The corresponding states are referred

to as “singlet” and “triplet” states, respectively. The Λ value, which refers to the

component of orbital angular momentum along the nuclear axis, is labeled according

to the scheme listed in Table 2.2. Each state is further divided into the various Ω

components and are labeled by a subscript. Finally, the v and J quantum numbers

are the vibrational and rotational quantum numbers discussed above. Additionally,
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the Σ electronic states are designated by a plus or minus superscript (Σ+ and Σ−

states). The plus or minus denotes whether the wavefunction changes sign or not,

respectively, when electron coordinates are reflected in a plane containing the two

nuclei. For example, the electronic ground state 1(X)1Σ+ wavefunction is unchanged

under this reflection operation.

Λ State
0 Σ
1 Π
2 ∆
3 Φ

Table 2.2: Labels for molecular states with certain Λ values. The molecular labeling
scheme is analogous to the atomic labeling scheme: S, P, D, F..., correspond-
ing to L = 0, 1, 2, 3....

2.4.2 Hund’s Case (b)

In Hund’s case (b), the spin of the electrons is either not coupled to the inter-

nuclear axis or is only very weakly coupled. As a result, Σ and Ω are no longer

valid quantum numbers. As shown in Fig. 2.5, the electronic orbital angular mo-

mentum still couples strongly to the internuclear axis resulting in the projection,

Λ, being a good quantum number. However, when Λ = 0 and S 6= 0, the spin

vector is not coupled to the internuclear axis (no spin-orbit interaction) and in the

case of light molecules with Λ 6= 0, the spin vector may only very weakly couple

to the internuclear axis (very weak spin-orbit coupling). Instead, the electron or-

bital angular momentum component Λ couples with the nuclear rotational angular

momentum to form a new vector, K. The spin vector then adds to K, resulting in

the total angular momentum, J = S + K. Thus, S and K precess about each other

(or alternatively about their resultant J). The value of the quantum number J can

range from |K − S| to (K + S) and is a half integer or integer value depending on

the total spin. Case (b) molecules are labeled similarly to case (a), however, true
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J

N

Λ

L

S

Case b)

K

Figure 2.5: Vector diagram for Hund’s case (b) using the notation in [35]. Each ellipse
demonstrates the precession of the corresponding vector.

case (b) molecules have no well-defined Ω value. As Ω is not a valid quantum num-

ber, the term in brackets in the Dunham expansion (2.38) becomes [K(K + 1)− Λ2].

2.4.3 Hund’s Case (c)

In Hund’s case (c), the spin-orbit (L-S) coupling is very large. Unlike the situa-

tion in case (a), L and S couple more strongly to each other than to the internuclear

axis. In this case, the Σ and Λ values are no longer valid quantum numbers. This

type of spin-orbit interaction typically occurs in heavy molecules such as NaCs. As

shown in Fig. 2.6, the orbital angular momentum vector and the spin angular mo-

mentum vector couple to form the vector Ja. Ja couples to the internuclear axis with

a constant component Ω. Therefore, Ω is still a good quantum number in case (c).

As in case (a), the total angular momentum vector J results from the combination

of the nuclear rotation N and Ω.
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J

N

Ω

L

S

Case c)

Ja

Figure 2.6: Vector diagram for Hund’s case (c) using the notation in [35]. Each ellipse
demonstrates the precession of the corresponding vector.

It is common when referring to electronic states of alkali diatomic molecules to

use the Hund’s case (a) notation even in situations where case (c) is a better approx-

imation. This approach allows comparison to the better known light molecules and

therefore doesn’t always provide an accurate description of the molecular states. It

is also true that Hund’s cases are ideal situations, and the real molecular state might

actually be an intermediate case. For NaCs, it is more accurate to use a Hund’s

case (c) notation because it is a heavy molecule with large spin-orbit coupling. The

labeling used in this situation is n(Ω(+/−)). Again, the n value denotes the ordering

of electronic states and Ω is the quantum number associated with the projection of

Ja onto the internuclear axis. The plus-minus symmetry of the wavefunction upon

reflection about a plane containing the nuclei is also included. For example, we label

the upper state in our collisional study of NaCs as the 11(0+) electronic state. We

also colloquially refer to this state as the 53Π0 electronic state. A more detailed

discussion about this state can be found in Ref. [9]. Interactions of the 11(0+)
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electronic state with the 12(0+) electronic state (also labeled 71Σ+) are described

in Ref. [38].

2.5 Electronic Transitions

A molecule in the presence of an electromagnetic wave has a probability of ab-

sorbing a photon and making a transition to a higher electronic state. Such a

transition occurs only when the energy of the photon matches the energy difference

between specific ro-vibrational levels of the upper and lower electronic states; i.e.,

where ν = (∆E)/h. Likewise, the excited molecule can also emit a photon and

simultaneously make a transition from a particular ro-vibrational levels of an upper

electronic state to a level of a lower electronic state. Following Refs. [35], [37], and

[39], the Einstein coefficients of spontaneous emission and absorption are

Anm =
8π2ν3

nm

3ε0c3~
|µnm|2

2Jn + 1
(2.39)

and

Bρ
mn =

1

6ε0~2

|µnm|2

2Jm + 1
g(ν − νnm) (2.40)

where g(ν − νnm) is the normalized lineshape function (
∫
g(ν − νnm)dν = 1), ν is

the photon frequency, and νnm is the line center frequency corresponding to the

transition energy. The absorption rate is given by Bρ
mnρ(ν), where ρ(ν) is the

radiation energy density at frequency ν (energy/m3) in the incident (collimated)

beam. For our work, we are more interested in absorption of photons from a laser,

and so we write the B coefficient in terms of I(ν), which is the incident intensity at

frequency ν (energy/s-m2):

BI
mnI(ν) = Bρ

mnρ(ν) . (2.41)

And as I(ν) = cρ(ν),

BI
mn =

Bρ
mn

c
=

1

6ε0~2c

|µnm|2

(2Jm + 1)
g(ν − νnm). (2.42)
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In these expressions, µnm is the transition electric dipole matrix element defined

by

µnm =

∫ ∫
Ψ∗nµ̂Ψmdτeldτnuc (2.43)

where µ̂ is the electric dipole operator of the molecule:

µ̂ = ZAeRA + ZBeRB − e
∑
i

ri . (2.44)

Here the first two terms are the contributions to the dipole moment from the two

nuclei weighted by the vector location of each nucleus (measured from the the cen-

ter of mass to the nucleus). The last term is the contribution due to the various

electrons. If n = m, Eq. (2.43) gives the permanent dipole moment of the molecule

in state n, which is only non-zero for heteronuclear molecules.

The electric dipole operator can be separated into the nuclear and electronic

parts,

µ̂ = µ̂nuc + µ̂el , (2.45)

with µ̂nuc = ZAeRA + ZBeRB and µ̂el = −e
∑
i

ri. When the molecule makes a

transition from one electronic state to a different electronic state, the contribution

from µ̂nuc is zero because the electron wavefunctions are orthogonal. After inserting

Eqs. (2.45) and (2.43) into Eq. (2.39) one obtains [35, 37, 39],

Anm =
8π2ν3

nmSJn,Jm
3ε0c3~(2Jn + 1)

∣∣∣∣ ∫ χv∗n χ
v
mdR

∫
φel∗n µ̂elφelmdτel

∣∣∣∣2 , (2.46)

where we have separated the total wavefunction into products of the electronic

and nuclear wavefunctions as in Eq. (2.9). We have further factored the nuclear

wavefunction into radial and angular functions according to Eq. (2.19). The inte-

gration of the nuclear angular coordinates eliminates the rotational wavefunctions

and results in Hönl-London factors, SJn,Jm . The Hönl-London factors represent the

rotational line strength, and are dependent on the rotational quantum numbers in

the transition [39]. Specifically, they also lead to selection rules on J , Λ, and Ω for

electronic transitions.
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Once the angular factors have been integrated out, only the electronic and vibra-

tion terms remain. Assuming that the transition electric dipole moment function

(
∫
φel∗n µ̂elφelmdτel ≡ µelnm(R)) depends only weakly on R, it can be removed from the

integral over R to yield

Anm =
8π2ν3

nmSJn,Jm
3ε0c3~(2Jn + 1)

∣∣µelnm(R)
∣∣2∣∣∣∣ ∫ χv∗n χ

v
mdR

∣∣∣∣2 , (2.47)

where µelnm(R) is the value of µelnm(R) averaged over the vibrational wavefunctions.

The vibrational wavefunction overlap integral squared, appearing on the right hand

side of Eq. (2.47), is called the Franck-Condon factor.

The intensity of an emission line (energy emitted per second per m3)involving

upper state n and lower state m, depends on the Franck-Condon factor and is given

by

Iem = hνnmAnmnn =
16π3

3ε0c3
nnν

4
nm

SJn,Jm
2Jn + 1

∣∣µelnm(R)
∣∣2∣∣∣∣ ∫ χv∗n χ

v
mdR

∣∣∣∣2 . (2.48)

Similarly, the intensity of an absorption line is given by

Iabs(ν) = I0(ν)∆xhνnmnmB
I
mn (2.49)

=
2πI0(ν)∆xνnmnmg(ν − νnm)

6cε0~
SJn,Jm

2Jm + 1

∣∣µelnm(R)
∣∣2∣∣∣∣ ∫ χv∗n χ

v
mdR

∣∣∣∣2 .
The terms nn and nm are the number densities of molecules (m−3) in the initial states

of the transition (n and m, respectively, for emission and absorption), I0(ν) is the

incident light intensity at frequency ν and ∆x is the width of the absorbing medium.

From the analysis of electronic transition probabilities, one can also derive var-

ious selection rules. Selection rules for electronic transitions arise from considering

the Hönl-London factors and the matrix elements of the transition electric dipole
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moment operator. The selection rules for transitions in Hund’s case (a) are:

∆Λ = 0,±1 (2.50a)

∆S = 0 (2.50b)

∆Σ = 0 (2.50c)

∆Ω = 0,±1 (2.50d)

∆J = 0,±1 (2.50e)

where ∆J = 0 is forbidden for a Σ ↔ Σ or Ω = 0 ↔ Ω = 0 transition. The

selection rules on Σ and Ω, Eqs. (2.50c) and (2.50d), are not valid for Hund’s case

(b) where Σ and Ω are not defined. The first three selection rules, (2.50a), (2.50b),

and (2.50c) are not valid in Hund’s case (c). Further discussion on the selection rules

can be found in Refs. [35] and [37]. There is no selection rule on ∆v in electronic

transitions. However, as electronic transition intensities depend on the square of the

vibrational wavefunction overlap integral, some transitions are stronger than others.
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Chapter 3

Empirical Model of Collisional

Transfer of Population and

Orientation

3.1 Overview

In this chapter, I discuss the theoretical basis of our collision experiment. Begin-

ning in Sec. 3.2, I discuss the population transfer resulting from an inelastic collision

that changes the rotational quantum number J . This section on population transfer

addresses a steady-state, two-level rate equation model we use to analyze our spec-

tral data.

In order to understand orientation transfer collisions, I begin in Sec. 3.3 with

the theory behind the technique of polarization spectroscopy (experimental details

are described in Sec. 5.4). Also in Sec. 3.3, I describe the effects of the heat pipe

oven windows and alkali vapor on the polarization of a propagating probe laser

beam, and the polarization spectroscopy line shapes. Finally, in Sec. 3.4 I address

the transfer of orientation again using a steady-state, two-level rate equation model,

and compare our definition of orientation to the definition used in a previous NaK

collision study by Wolfe et al. [30].
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3.2 Collisional Transfer of Population

As discussed in more detail in Sec. 5.3, we excite NaK or NaCs molecules from the

ground state, 1(X)1Σ+, to a particular ro-vibrational level of an intermediate state,

2(A)1Σ+, using a continuous wave (cw) laser. During the lifetime of the molecule

in the intermediate state, it can undergo an inelastic collision with another atom or

molecule in the heat pipe oven that changes the rotational level, vibrational level, or

both of the initial molecule. A second cw laser is used as a probe to determine what

happened. In our system, the dominant collision partners are the buffer gas atoms

and either potassium atoms in the NaK heat pipe or cesium atoms in the NaCs

heat pipe. Fluorescence data give information about population transfer during a

collision, or specifically what fraction of the molecules in the directly populated ro-

vibrational level (level 1′ below) move into a neighboring ro-vibrational level (level

2′ below) due to the collision. To describe the relevant processes, we write a rate

equation describing a simple two-state model of rotationally inelastic collisions (see

Fig. 3.1),

ṅ2′ = 0 = k∆J
bufnbufn1′ + k∆J

alknalkn1′ − kQbufnbufn2′ − kQalknalkn2′ − Γn2′ . (3.1)

The factors k∆J
buf and k∆J

alk are the collisional rate coefficients describing collisions

with buffer gas atoms and alkali atoms, respectively, that move population into

level 2′ from level 1′. The remaining terms involving kQbuf , k
Q
alk, and Γ describe the

population that leaves state 2′ by quenching collisions with buffer gas and alkali

perturbers and by radiative decay to all other energy states, respectively. The value

of Γ is determined from the 1(X)1Σ+ and 2(A)1Σ+ potentials of Russier-Antoine et

al. [10] and Ross et al. [11], respectively, and the transition dipole moment function

of Magnier et al. [33] using the computer code LEVEL 8.0 by R.J. LeRoy [40]. The

various n values in Eq. (3.1) refer to the number densities of buffer gas atoms, alkali

perturbers, and molecules in either the directly populated level 1′ or collisionally

populated level 2′. This simple model assumes a single collision regime (where level

2′ is not significantly populated from some level 3′, which is itself populated colli-

sionally from level 1′). We also assume that the pumping rate of the probe beam is

small compared to the radiative decay rate, and can therefore be neglected.
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Collisional Line
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(scanned)
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nx
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Figure 3.1: Schematic diagram showing collisional and radiative population transfer
mechanisms included in the rate equation model of Eq. (3.1). The molecule
is first excited from the ground state (G.S.) to the intermediate state (I.S.)
using the pump laser of fixed frequency. Collisions take population from the
directly populated level (1′) to the collisionally populated level (2′). A probe
laser is used to scan over transitions involving the directly populated and
collisionally populated levels to excite the molecule to specific ro-vibrationals
level in the upper state (U.S.). The subscript X represents the perturber,
either buffer gas or alkali.

When Eq. (3.1) is rearranged, we obtain the ratio of density in the collisionally

populated level 2′ to the density in the directly populated level 1′,

n2′

n1′
=

k∆J
bufnbuf + k∆J

alknalk

Γ + kQbufnbuf + kQalknalk
. (3.2)
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It is useful to divide through the numerator and denominator by Γ,

n2′

n1′
=

k∆J
buf

Γ
nbuf +

k∆J
alk

Γ
nalk

1 +
kQbuf

Γ
nbuf +

kQalk
Γ
nalk

. (3.3)

We fit our data obtained with different combinations of buffer gas and alkali den-

sities, to a function of this general form, in order to determine rate coefficients

for J-changing collisions of interest and for quenching collisions. This process will

be discussed in more detail in Chapter 6. Experimentally, the population transfer

information is determined by comparing recorded fluorescence intensities for “colli-

sional satellite lines” and “directly populated lines” following excitation to levels of

a higher electronic state using the probe laser.

In general, the measured probe laser-induced fluorescence intensity is given by

IF = nupperΓu→lhνu→lεu→l
dΩ

4π
au→lV , (3.4)

where nupper is the density of molecules in the upper level excited by the probe

laser, typically a level of the 31Π electronic state for NaK or the 53Π electronic

state for NaCs in our collision experiments. The term, Γu→l, is the radiative rate

for the observed fluorescence transition or transitions; ro-vibrational transitions of

31Π → 1(X)1Σ+ in NaK or 53Π → 1(a)3Σ+ in NaCs. νu→l is the weighted aver-

age fluorescence transition frequency, εu→l is the relative detector efficiency for the

observed fluorescence, dΩ is the solid angle subtended by the detector, au→l is an

anisotropy factor depending on the polarization of the fluorescence, and V is the de-

tection volume. We assume that nupper ∝ ni′Γu→i′Iprobe where i′ = 1′ or 2′ is the level

of interest and Γu→i′ and Iprobe are the transition rate for the probe transition and

the probe laser intensity, respectively. In addition, we assume that radiative rates

are the same for neighboring P lines (or R lines) of the same electronic transition and

vibrational band, but J levels that differ by only one or a few units. Similarly, we

assume that εu→l, νu→l, and au→l are approximately equal for neighboring rotational

transitions. Thus we find that the ratio of the probe laser induced collisional line

fluorescence intensity to the probe laser induced direct line fluorescence intensity,
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as recorded in the lab, is given by

RF ≡
IFcol
IFdir

=
ncol(2′)
ndir(1′)

. (3.5)

Combining Eq. (3.5) with Eq. (3.3), where the collisionally populated level is n2′ and

the directly populated level is n1′ , we obtain the relationship between the fluores-

cence line intensities and the collisional and radiative transfer rates,

RF =
IFcol
IFdir
≈ ncol
ndir

=

k∆J
buf

Γ
nbuf +

k∆J
alk

Γ
nalk

1 +
kQbuf

Γ
nbuf +

kQalk
Γ
nalk

. (3.6)

Data are gathered for various J changing collisions, buffer gas densities, and alkali

metal vapor densities. Methods of obtaining the buffer gas and alkali perturber

densities from our experimental set up are described in Sec. 5.2.

3.3 Polarization Spectroscopy

The orientation transfer study involves a different method called polarization

labeling (PL) spectroscopy, often referred to in this work as simply polarization

spectroscopy. The polarization spectroscopy experimental technique is addressed in

greater detail in Sec. 5.4. Polarization spectroscopy utilizes a circularly polarized

(pump) laser beam as a first step in the excitation scheme to create a non-uniform

population among the the NaK MJ sublevels of the intermediate state. This is done

utilizing the selection rule that ∆MJ = ±1 for a circularly polarized beam, with the

sign depending on whether the beam is right or left circularly polarized (“+” for

left and “–” for right). Whether the beam is left or right circularly polarized is not

important for our experiment, as long as it creates a net orientation in the interme-

diate state; i.e., 〈M ′
J〉 6= 0. A counter-propagating, linearly polarized (probe) beam

is overlapped with the circularly polarized beam to induce a second excitation when

in resonance with a transition frequency. One can think of the linearly polarized

probe beam as having equal contributions of left and right circular polarization.

Due to the preferential MJ population distribution created by the pump laser (as
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demonstrated in an example in Fig. 3.2), when the probe beam is in resonance with

a transition sharing a level with the pump transition, the left and right circular

polarization components of the probe are unequally absorbed and/or experience a

different index of refraction. When the two components are (figuratively) recom-

bined at the exit window, the probe beam has acquired a slight elliptical polarization

and some fraction of its intensity passes through a polarizer crossed with respect to

the original linear probe beam polarization. We use a PMT to detect this light that

passes through the polarizer. When the probe frequency is not on such a resonance,

the probe beam maintains its linear polarization and is therefore blocked by the

crossed analyzer, so that no signal is detected.

MJʹʹ

MJʹ

MJ

0

+1

0

0

+1

+1

-1

-1

-1

-2

-2

+3+2-3

+2

J = 3

J ʹ = 2

J ʹʹ = 1

Figure 3.2: Schematic diagram showing how an orientation is prepared in the interme-
diate state using a circularly polarized pump beam (here we assume very
low values of J for the purposes of illustration). The value of MJ is the
projection of J onto the quantization axis and can take integer values from
−J to +J . We take the quantization axis to be the direction of the probe
beam propagation. Notice the population in the lower state that is being
excited by the pump laser is being driven toward higher M ′J values in the
intermediate state.
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When we look at the lineshape produced from this type of spectroscopy, we must

consider the elements that affect the beam polarization along the probe beam path.

In this section, we follow the derivation of the polarization spectroscopy lineshape

presented by Demtröder [41], with some minor corrections addressed by Wolfe et al.

[30].

First, we consider a laser beam propagating in the +z direction and linearly

polarized in the +x direction with an electric field of the form

E(z = 0) = E0x̂e
−iωt . (3.7)

The electric field can be written in a form containing equal contributions of left and

right circular polarization,

E(z = 0) =
E0

2

[
(x̂ + iŷ)e−iωt + (x̂− iŷ)e−iωt

]
. (3.8)

So far, we have simply written an expression for the electric field of the EM wave at

a fixed position (z = 0) in space. As the beam travels, it interacts with the windows

of the heat pipe and with the vapor inside. The windows and the vapor each have

different effects on the right and left circular components of the probe electric field.

The complex indices of refraction for the left (+) and right (–) circular polarization

components due to the windows (w) and vapor (v), are written as

nw = Re[n±w ] + iIm[n±w ] (3.9)

and

nv = Re[n±v ] + iIm[n±v ] . (3.10)

The real part of each index of refraction is responsible for the dispersion properties,

whereas the imaginary part is responsible for the absorption properties. Both parts

are dependent on the direction of circular polarization. When the beam propagates

through the heat pipe, it passes through two windows, each of width d, and a total

length L of vapor. Therefore, we can write the following expression, incorporating
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the effects of the windows and vapor, for the probe laser beam electric field as it

emerges from the far end of the heat pipe,

E =
E0

2

{
(x̂ + iŷ) exp

[
i

(
2dω

c
Re[n+

w ] +
Lω

c
Re[n+

v ]− ωt
)]

× exp

[
−
(

2dω

c
Im[n+

w ] +
Lω

c
Im[n+

v ]

)]
+ (x̂− iŷ) exp

[
i

(
2dω

c
Re[n−w ] +

Lω

c
Re[n−v ]− ωt

)]
× exp

[
−
(

2dω

c
Im[n−w ] +

Lω

c
Im[n−v ]

)]}
. (3.11)

To simplify Eq. (3.11), we define new parameters describing the effects due to the

real and imaginary parts of the index of refraction from the windows and vapor,

respectively:

b± =
2dω

c
Re[n±w ] (3.12a)

β± =
2dω

c
Im[n±w ] (3.12b)

n± =
Lω

c
Re[n±v ] (3.12c)

α± =
Lω

c
Im[n±v ]. (3.12d)

The values of b± and β± represent the window dispersion and the window absorption,

respectively. The vapor contributions for dispersion and absorption are n± and α±,

respectively. Again, when considering either the windows or the vapor, it is assumed

that the effects of dispersion and absorption might be different for left and right

circularly polarized light. Redefining these terms in this way allows us to write

Eq. (3.11) in a more compact form,

E =
E0

2
{(x̂ + iŷ) ei(b

++n+−ωt)e−(β++α+) + (x̂− iŷ) ei(b
−+n−−ωt)e−(β−+α−)} . (3.13)

After the probe beam interacts with the windows and the oriented NaK molecules

of the alkali vapor within the heat pipe, it is sent through an analyzer nearly crossed
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with the original vertical polarization of the probe beam. Assuming there is a small

uncrossing angle, θ, we can write the transmitted electric field through the analyzer,

Et = E · ŷ′ = −Ex sin θ + Ey cos θ . (3.14)

The axis of the polarizer, ŷ′, is rotated at a small angle (θ) from the perfectly crossed

axis, ŷ. Based on Eq. (3.14), it is convenient to decompose the electric field at the

analyzer into x̂ and ŷ components and we also define the parameters

b =
b+ + b−

2
, ∆b =

b+ − b−

2
,

β =
β+ + β−

2
, ∆β =

β+ − β−

2
,

n =
n+ + n−

2
, ∆n =

n+ − n−

2
,

α =
α+ + α−

2
, ∆α =

α+ − α−

2
, (3.15)

such that

b+ = b+ ∆b, b− = b−∆b,

β+ = β + ∆β, β− = β −∆β,

n+ = n+ ∆n, n− = n−∆n,

α+ = α + ∆α, α− = α−∆α. (3.16)

Substituting into the x̂ and ŷ components of the electric field given in Eq. (3.13),

we obtain

Ex =
E0

2
ei(b+n−ωt)e−(β+α){ei(∆b+∆n)e−(∆β+∆α) + e−i(∆b+∆n)e(∆β+∆α)}, (3.17a)

Ey =
E0

2
iei(b+n−ωt)e−(β+α){ei(∆b+∆n)e−(∆β+∆α) − e−i(∆b+∆n)e(∆β+∆α)}. (3.17b)

If we use Eqs. (3.17a) and (3.17b) in Eq. (3.14) we obtain

Et =
E0

2
ei(b+n−ωt)e−(β+α){− sin θei(∆b+∆n)e−(∆β+∆α) − sin θe−i(∆b+∆n)e(∆β+∆α)

+ i cos θei(∆b+∆n)e−(∆β+∆α) − i cos θe−i(∆b+∆n)e(∆β+∆α)} . (3.18)
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We can simplify Eq. (3.18) using the Euler equation, e±iθ = cos θ ± i sin θ,

Et =
E0

2
ei(b+n−ωt)e−(β+α){iei(∆b+∆n+θ)e−(∆β+∆α) − ie−i(∆b+∆n+θ)e(∆β+∆α)} . (3.19)

To obtain the intensity of the transmitted light through the polarizer, we utilize

I = cε0|E|2:

It =
cε0E

2
0

4
e−2(β+α){e−2(∆β+∆α) + e2(∆β+∆α) − e2i(∆b+∆n+θ) − e−2i(∆b+∆n+θ)}

=
I0

2
e−2(β+α){cosh [2(∆β + ∆α)]− cos [2(∆n+ θ′)]} . (3.20)

In this last expression, the beam intensity incident on the heat pipe entrance window

is I0 = cε0E
2
0 and we have defined θ′ = θ+∆b. The presence of this later combination

in the result means that the effects of the window birefringence can be canceled out

by changing the angle of the analyzer (i.e., using a slight uncrossing angle θ = −∆b).

Use of the trigonometric identities,

cos(A±B) = cosA cosB ∓ sinA sinB (3.21)

cosh(A±B) = coshA coshB ± sinhA sinhB , (3.22)

allows us to rewrite the the above equation for the intensity as

It =
I0

2
e−2(β+α){cosh(2∆β) cosh(2∆α) + sinh(2∆β) sinh(2∆α)

− cos(2∆n) cos(2θ′) + sin(2∆n) sin(2θ′)} . (3.23)

Assuming that the effects of the windows and vapor are small, and that the un-

crossing angle of the analyzer is small, the trigonometric functions can be expanded

through second order,

sinx ≈ x,

cosx ≈ 1− x2

2
,

sinhx ≈ x,

coshx ≈ 1 +
x2

2
.

41



Using these expansions and substituting back into Eq. (3.23), we obtain,

It =
I0

2
e−2(β+α){1 + 2(∆β)2 + 2(∆α)2 + 4(∆β)2(∆α)2

+ 4∆β∆α− 1 + 2(∆n)2 + 2(θ′)2 − 4(∆n)2(θ′)2 + 4∆nθ′} , (3.24)

where the fourth and ninth terms in the expansion are fourth order in small quan-

tities and must therefore be neglected for consistency.

Thus far in the derivation of the transmitted polarization signal, we have not

considered the effects of various line broadening mechanisms. The bandwidth of

the cw pump laser is sufficiently narrow that only a single velocity group of the

thermal ground state velocity distribution is excited to the intermediate level. Thus

the velocity distribution in the intermediate level is extremely narrow, and Doppler

broadening effects on the probe laser transition are completely negligible. Pressure

broadening and natural broadening can each be described by a Lorentzian lineshape,

and the convolution of the two Lorentzians is itself a Lorentzian. Thus, the vapor

dependent absorption term in Eq. (3.24) can be described well by a Lorentzian

profile (due to the homogeneous line broadening mechanisms) about the line center

transition frequency,

∆α(ω) =
∆α0

1 + x2
. (3.25)

Similarly, it can be shown using the Kramers-Kronig relation that the real part of

the index can be represented by a dispersion profile,

∆n(ω) =
∆α0x

1 + x2
. (3.26)

Here, the subscript naught denotes a quantity evaluated at line center, x = ω0−ω
1
2

Γ
is

the dimensionless frequency detuning, and Γ is the homogeneous linewidth (FWHM).

Substituting these expansions back into Eq. (3.24) and dropping the terms that are

more than second order in small quantities, yields an expression containing the line
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shape information,

It =I0e
−2(β+α)

{
(∆β)2 + (θ′)2 + 2∆β

∆α0

1 + x2

+ 2θ′
∆α0x

1 + x2
+

(
∆α0

1 + x2

)2

+

(
∆α0x

1 + x2

)2}
. (3.27)

The last two terms of Eq.(3.27) can be combined,(
∆α0

1 + x2

)2

+

(
∆α0x

1 + x2

)2

=
∆α2

0

1 + x2
. (3.28)

Until now we have assumed that the polarization spectroscopy experiment uti-

lizes perfect polarizers. A final term needs to be added to the result due to the

non-zero polarizer extinction. The term ξ, represents the fraction of light transmit-

ted through the analyzer if it is perfectly crossed with the polarizer (θ = 0) and

the heat pipe (vapor and windows) is removed from the experiment. Including this

small term, which accounts for the imperfection of the polarizers, and again only

keeping terms up to second order in small quantities, we obtain the final expression

for the intensity transmitted through the analyzer [30],

It =I0e
−2(β+α)

{
ξ + (∆β)2 + (θ′)2 + (2∆β + ∆α0)

∆α0

1 + x2
+ 2θ′

∆α0x

1 + x2

}
. (3.29)

The first three terms contribute to the constant (frequency independent) back-

ground. The ξ term is due to the imperfect polarizers, the ∆β term results from

the circular dichroism due to the uneven absorption of left and right circular polar-

ized light in the windows, and the θ′ term results from the combination of non-zero

polarizer crossing angle θ and ∆b, which represents the birefringence or difference

in refractive index for left and right circularly polarized light in the windows. The

dispersion term can be set to zero by adjusting the analyzer crossing angle to cancel

the effects of the window birefringence (θ = −∆b). These last two terms are indeed

small, and a description of how the background terms are measured and how their
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sum is minimized is given in Sec. 5.4.2. In the present work, we purposely set

θ′ = θ+∆b = 0 in order to eliminate the dispersion term and analyze the remaining

Lorentzian line shape. It is important to realize that, in general, ∆β >> ∆α0, so

the resulting Lorentzian line shape is linear in ∆α0. The presence of the (∆α0)2

Lorentzian term for particularly strong lines is a source of error in the direct line

intensities. Alternatively, one could set θ′ 6= 0 and adjust ∆β (by adjusting the pres-

sure on the heat pipe oven windows) such that dispersion line shapes are observed.

This approach is advantageous for determination of absolute transition frequencies.

3.4 Collisional Transfer of Orientation

In the collisional transfer of orientation experiment, we create Lorentzian line

shapes and determine intensities from integrated areas under the lines. We achieve

the Lorentzian line shapes by adjusting the uncrossing angle (θ) to achieve the

condition θ′ ≈ 0. From the derivation of the polarization signal, Eq. (3.29), we see

that the Lorentzian signal is dependent on the window circular dichroism and the

difference in line center absorption of left and right circular polarized light by the

vapor. The latter can be described by the difference in the total absorption of left

and right circular polarized light by molecules distributed over the various magnetic

sublevels (M ′
J) of the intermediate level:

I ∝
∑

(Left absorptions)−
∑

(Right absorptions)

=
+J ′∑

M ′J=−J ′
nM ′JF

L
M ′J
−

+J ′∑
M ′J=−J ′

nM ′JF
R
M ′J

=
+J ′∑

M ′J=−J ′
nM ′J

(
FL
M ′J
− FR

M ′J

)
. (3.30)

Here the F values are proportional to the dipole transition probabilities for the

individual M ′
J level probe transitions described by Spano [42] and Wolfe et al. [30].

They are given superscriptsR and L to represent the factors for right circular and left

circular components, respectively. Specifically, FL,R
M ′J

corresponds to the probability
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that the molecule in sublevel M ′
J will absorb a photon from the left circular or right

circular polarized component of the probe beam. Following Wolfe et al. [30], a

factor of one-half arises in the F factors so that the coefficients are normalized such

that the branching ratios over J and MJ sum to one. The F factors for P, Q, and

R transitions and ∆MJ = ±1 are given in Table 3.1 for 1Σ→ 1Π transitions.

∆J FL,R
M ′J

R Transitions (J − J ′ = +1) FR
M ′J

= (J ′+2)
2(J ′+1)(2J ′+1)(2J ′+3)

(J ′ +M ′
J + 1)(J ′ +M ′

J + 2)

FL
M ′J

= (J ′+2)
2(J ′+1)(2J ′+1)(2J ′+3)

(J ′ −M ′
J + 1)(J ′ −M ′

J + 2)

Q Transitions (J − J ′ = 0) FR
M ′J

= 1
2J ′(J ′+1)

(J ′ −M ′
J)(J ′ +M ′

J + 1)

FL
M ′J

= 1
2J ′(J ′+1)

(J ′ +M ′
J)(J ′ −M ′

J + 1)

P Transitions (J − J ′ = −1) FR
M ′J

= J ′−1
2J ′(2J ′+1)(2J ′−1)

(J ′ −M ′
J)(J ′ −M ′

J − 1)

FL
M ′J

= J ′−1
2J ′(2J ′+1)(2J ′−1)

(J ′ +M ′
J)(J ′ +M ′

J − 1)

Table 3.1: The FL,R
M ′J

values for a 1Σ → 1Π electronic transition used in our collisional

study of NaK.

If we consider any single transition obeying the selection rule ∆J = ±1, 0 (P,

Q, or R), we can show that the difference FL
M ′J
− FR

M ′J
is linearly dependent on the

intermediate state M ′
J sublevel value. We use a Q transition as an example

FL
M ′J
− FR

M ′J
=

1

2J ′(J ′ + 1)
[(J ′ +M ′

J)(J ′ −M ′
J + 1)− (J ′ −M ′

J)(J ′ +M ′
J + 1)]

=
1

2J ′(J ′ + 1)
2M ′

J

=
1

J ′(J ′ + 1)
M ′

J . (3.31)

This approach works for P and R transitions as well, and we may write in general

that

FL
M ′J
− FR

M ′J
= f(J, J ′)M ′

J (3.32)
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(see Ref. [42, 43]). The values for f(J, J ′) depend on the type of transition (P, Q,

or R) and are given in Table 3.2 for 1Σ → 1Π transitions. Using the appropriate

f(J, J ′) values for the transition, and noting that f(J, J ′) is independent of M ′
J , we

can write Eq. (3.30) as

I ∝ f(J, J ′)
+J ′∑

M ′J=−J ′
M ′

JnM ′J . (3.33)

Previously, in the collisional study of Wolfe et al. [30], orientation was defined to be

OWolfe ≡ 〈M ′
J〉 =

+J ′∑
M ′J=−J ′

M ′
JnM ′J

+J ′∑
M ′J=−J ′

nM ′J

. (3.34)

In the present work, we define orientation in a way that is more consistent with

standard texts [44] and is also used by Hickman’s group for calculations on NaK

orientation transfer [45, 31]. The textbook definition is based on the angular mo-

mentum vector model shown in Fig. 3.3.

∆J f(J, J ′)

R Transitions (J − J ′ = +1) − (J ′+2)
(J ′+1)(2J ′+1)

Q Transitions (J − J ′ = 0) 1
J ′(J ′+1)

P Transitions (J − J ′ = −1) (J ′−1)
J ′(2J ′+1)

Table 3.2: The f(J, J ′) values for 1Σ→1 Π electronic transitions used in our collisional
study of NaK.

From this model, the orientation in the intermediate (primed) state is defined as

[44],

O = 〈cos θ〉 =

〈
M ′

J√
J ′(J ′ + 1)

〉
. (3.35)
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θ
ℏ J(J+1)

ℏ𝑀J

z

 J

Figure 3.3: Vector diagram showing the rotational angular momentum, ~J , and its com-
ponent MJ along the laboratory fixed z axis. The vector model is used to
define the orientation of a system of molecules.

Because we are considering molecules prepared in a single J level of the intermediate

state, we determine the orientation from Eqs. (3.34) and (3.35),

O =
〈M ′

J〉√
J ′(J ′ + 1)

=

+J ′∑
M ′J=−J ′

M ′
JnM ′J√

J ′(J ′ + 1)
+J ′∑

M ′J=−J ′
nM ′J

. (3.36)

47



As can be seen by combining Eqs. (3.33) and (3.34), the polarization spec-

troscopy signal is dependent on the population times orientation transfer,

I ∝ f(J, J ′)〈M ′
J〉

+J ′∑
M ′J=−J ′

nM ′J = f(J, J ′)
√
J ′(J ′ + 1)O

+J ′∑
M ′J=−J ′

nM ′J

= f(J, J ′)OWolfe

+J ′∑
M ′J=−J ′

nM ′J . (3.37)

In order to observe a polarization spectroscopy signal when probing a collisional

line transition, population needs to be transferred in the collision, but without

completely destroying the orientation. Similar to the argument made for population

intensity ratios, we assume that other factors influencing the intensity of the detected

signal (probe transition radiative rate, detector efficiency, etc.) are the same for the

direct and collisional lines. Therefore, the collisional line to direct line intensity

ratio is given by

IPcol
IPdir

=
f(Jcol, J

′
col)O

Wolfe
col ncol

f(Jdir, J ′dir)O
Wolfe
dir ndir

=
f(Jcol, J

′
col)
√
J ′col(J

′
col + 1)Ocolncol

f(Jdir, J ′dir)
√
J ′dir(J

′
dir + 1)Odirndir

. (3.38)

In the case of large J and small |∆J |, the polarization intensity ratio reduces to

IPcol
IPdir
≈ OWolfe

col ncol

OWolfe
dir ndir

≈ Ocolncol
Odirndir

, (3.39)

assuming the collisional and direct probe transitions are of the same type (i.e. both

P lines).

Similar to the analysis of the population transfer measurements, and following

Wolfe et al. [30] we can write a rate equation representing the collisionally induced

population and orientation transfer for our steady state experiment:

d

dt
(Ocolncol) = 0 =kO,∆Jbuf nbufOdirndir + kO,∆Jalk nalkOdirndir

− gbufnbufOcolncol − galknalkOcolncol − ΓOcolncol . (3.40)
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Here, the rate coefficient kO,∆JX (X is the perturber) corresponds to transfer of pop-

ulation and orientation and is related to the population rate coefficient introduced

in Sec. 3.2,

kO,∆JX = k∆J
X (1− f∆J

X ) . (3.41)

The value of f∆J
X is the probability (or fraction of) orientation that is destroyed

during a collision. The term gX is the total collisional rate of destruction of orienta-

tion for the collisional level (i.e., in collisions occurring after the collisional level is

initially populated). gX includes the rate coefficient for any collision that removes

population from the collisional level (kQX from Sec. 3.2) plus the rate coefficient for

collisions that do not change J but still scramble the MJ level population (denoted

by g′X),

gX = kQX + g′X . (3.42)

If we substitute the quenching and orientation transfer rate coefficients, Eqs. (3.41)

and (3.42), into Eq. (3.40) and solve for the ratio of population times fraction of

orientation transferred during a collision
(

Ocolncol
Odirndir

)
we obtain,

RP ≡
IPcol
IPdir

=
f(Jcol, J

′
col)
√
J ′col(J

′
col + 1)

f(Jdir, J ′dir)
√
J ′dir(J

′
dir + 1)

 k∆J
buf

Γ
(1− fbuf )nbuf +

k∆J
alk

Γ
(1− falk)nalk

1 +
kQbuf+g′buf

Γ
nbuf +

kQalk+g′alk
Γ

nalk

 .

(3.43)

We note that Eq. (3.43) differs from Eq. (27) in Wolfe et al. [30] by the
√
J ′(J ′ + 1)

factors. This means the orientation factors (1−f) defined in the present work are a

factor of

√
J ′col(J

′
col+1)√

J ′dir(J
′
dir+1)

smaller than the values defined by Wolfe. In the work of Wolfe

et al., the data were recorded for J ′dir = 30 and |∆J | ≤ 4. Thus, this difference in

definition of orientation results in differences in reported orientation transfer rate

coefficients of ∼ 13% for |∆J | = 4, and ∼ 6.5% for |∆J | = 2. In the present work,

we have chosen not to include the

√
J ′col(J

′
col+1)√

J ′dir(J
′
dir+1)

factor so that the f -values reported

here are directly comparable to those of Wolfe et al. However, we will include these

factors in a more complete analysis that is planned for publication in the near future.

We assume that the value of g′X is small compared to the quenching rate co-

efficient kQX . In the work of Wolfe et al. [30], the value of g′X was approximated
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as

g′X =
1

2

(
f∆J=−1
X k∆J=−1

x + f∆J=+1
X k∆J=+1

x

)
. (3.44)

This approximation was made assuming that the rate coefficients for collisions that

change orientation but not J should be approximately equal to the average of the

rate coefficients for collisions that change J by ±1 and simultaneously destroy ori-

entation. Although this assumption seems reasonable, there is no a priori reason to

believe it is true. However, we think that an upper limit to gX is provided by the rate

coefficient for the collisional contribution to the direct line broadening (collisional

rate of destruction of coherence) due to species X. The broadening rate coefficient

kbrX reflects the effects of all phase changing interactions of the NaK molecule with

atoms of species X, including elastic collisions with regard to J and MJ . Thus we

expect gX = g′X + kQX ≤ kbrX .
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Chapter 4

Experimental Setup

4.1 Overview

In this chapter, I will describe experiment, starting with containment of the

alkali metal vapor in the heat pipe oven. First I will outline the principles of oper-

ation of the heat pipe. Section 4.2.1 details the design and construction of the heat

pipe oven. Section 4.2.2 will describe how we determine alkali atom densities in the

oven.

Section 4.3 provides a description of the lasers used to prepare diatomic alkali

molecules in precise quantum states and to probe the populations in various levels

after collisions have occurred. Section 4.4 describes the photon detection systems.

A visual description of the experimental setup is shown in Fig. 4.1. The chapter

concludes with a description (Sec. 4.5) of the FTS experimental setup used in Lyon.

4.2 Heat Pipe Oven

The heat pipe oven used in this experiment has six arms, with four lying in

the horizontal plane (as it is depicted in Fig. 4.1) and two vertical arms. Of the two

vertical arms, one short arm projecting downward acts as a well for liquid alkali
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Figure 4.1: Experimental setup at Lehigh

metal near the center of the heat pipe. The design for a basic heat pipe oven was

first published in 1969 by Vidal and Cooper [46].

4.2.1 Heat Pipe Oven: Theory of Operation

The heat pipe uses heating elements to liquefy and then evaporate the alkali metal

sample that was previously loaded into the central region of the oven. As the alkali

vapor moves out from the central region, it is met by an inert buffer gas. Inert gas

enters the oven through a set of inlets located near the windows capping each arm.

The buffer gas is necessary to prevent the alkali vapor from reaching and coating the

cold windows. The ends of the arms are externally chilled with water cooling coils.

When the hot alkali vapor meets the cold buffer gas, the alkali atoms condense onto
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a rolled up stainless steel screen lining each arm. The screen acts as a wick, so that

the liquid metal moves back to the center well of the heat pipe by capillary action.

There are two operating modes in which the heat pipe can be used: either in the

“oven” or “heat pipe” mode. In either case, prior to heating, the oven is evacuated

using a roughing pump. The heat pipe is then filled with buffer gas to a pressure

that is equal to or greater than the desired alkali vapor pressure. When the heat

pipe is running in the “oven” mode, the buffer vapor pressure is greater than the

alkali metal vapor pressure. In this regime, the buffer gas fills the entire heat pipe,

including the central region. When the buffer gas pressure is sufficiently larger than

the metal vapor pressure, the buffer gas atoms are the dominant collision partners

for collisions with the species of interest, excited diatomic alkali molecules in our

case.

“Heat pipe” mode is attained when sufficient power is provided to the heaters

that the alkali vapor pressure becomes equal to the buffer gas pressure. In heat

pipe mode, there is a uniform temperature profile within the central hot region (see

Ref. [46]). In this case, the buffer gas and metal vapor physically separate, and the

buffer gas is excluded from the central region. The alkali vapor is almost exclusively

confined to the central hot region, the buffer gas is confined primarily to the chilled

region by the windows, and there is a short transition zone where they mix. The

position of the intermediate zone can change based on the buffer gas vapor pressure

and electrical power provided to the heaters. Thus, in “heat pipe” mode, the free

alkali atoms in the metal vapor are the dominant collision partners.

4.2.2 Heat Pipe Oven Construction and Maintenance

The heat pipe used for the present NaK experiment was constructed by Laurie

Morgus in the spring of 2004. In the spring of 2013, after prolonged use, the ability of

the liquid metal to return to the center region began to seriously degrade. Eventually

over time, some of the metal had oxidized and had collected on the mesh. When
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this occurs, oxidized metal builds up and creates an obstruction for the pure liquid

alkali metal, preventing it from returning to the center region. Because of their very

different vapor pressures, the sodium and potassium metals tend to separate. In

particular, the potassium metal migrates out of the central hot zone. This effect,

combined with the degraded ability of the wick to return alkali metal to the center

region of the oven, reduced signals due to low NaK molecule densities. In addition

to the frequent cleaning of the oven arms, and loading the oven, our last working

thermocouple attached to the oven exterior to measure temperature failed during

the fall of 2013. Thus we decided that a major overhaul of the NaK heat pipe oven

was needed.

Before we replaced the old stainless steel screen (the “mesh”), each arm and

buffer gas line was carefully cleaned to remove any remaining alkali metal and oxides.

To rebuild the heat pipe oven, we followed the detailed description of its construction

presented in Laurie Morgus’s thesis (where additional details can be found) [47]. We

replaced the old mesh with new screen consisting of 0.0037” diameter stainless steel

wire and containing 120x120 openings per square inch. The wire mesh was ordered

in 12”x12” squares, which we cut and rolled into 8.5” long cylinders. When inserted

into an arm of the oven, the mesh spanned the region from the edge of the central

cross region to the inner edge of the cooling coils. When the mesh was inserted into

the arm, it was rolled tightly and then released inside the arm in a way that allowed

it to expand and fill the inner arm at a diameter of 1.375”. Each arm was inspected

to ensure the mesh was flush against the wall of the heat pipe, and that it did not

obstruct the central cross region.

For each horizontal arm, a new circular BK7 glass window of 0.25” thickness

and 2” diameter replaced the previous, deteriorated BK7 windows. Each window

was re-seated into a Varian conflat flange secured onto the heat pipe. For better

vacuum seals, new Viton type 223 O-rings were placed between each window and

flange for every arm of the oven. The buffer gas supply line was run as a full circuit

connecting to each arm (see Fig. 4.2), so that buffer gas would still reach each arm

even if part of the tubing became blocked. In the previous design, the buffer gas
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line made only a three-quarter circuit, so when a blockage occurred, buffer gas was

unable to reach the downstream arms.

We measure temperatures on the exterior walls of the heat pipe oven with an

Omega Type K chromel-alumel thermocouple wire connected to an Omega model

650 Type K thermocouple thermometer. When a chromel-alumel junction is made,

a potential difference proportional to the temperature is generated and this voltage

is measured with the thermometer. The circuit is simple and is easy to troubleshoot,

however, problems can be difficult to fix because of the placement of the junction

against the heat pipe wall underneath a blanket of insulation and ceramic clam-shell

heating elements.

After the last thermocouple stopped working, due to an open circuit, we re-

moved the insulation, heaters, and broken thermocouple wires. We replaced the

thermocouples with two Type K thermocouple wires on each arm, 12 in total. Next,

we used a thin sheet of malleable ceramic insulation to prevent the thermocouples

from making contact with the heaters to avoid a short. Before the insulation could

completely dry and set, we attached 6” long cylindrical “clam-shell” heaters of inner

diameter 1.625” so that the insulation would mold into shape. Once they were set,

we wrapped each arm with half-inch ceramic blanket insulation.

When we fit the gas lines back to the heat pipe with Swagelok connectors

and valves, we leak-tested and replaced any faulty connections. We connected two

separate, calibrated, millitorr gauges, a Kurt Lesker KJL-6000 thermocouple gauge

and a Varian Type 0531 thermocouple gauge, to measure the residual pressure when

a dual rotary vane Varian rough pump was used to evacuate the heat pipe system. A

pressure reading of less than 30 millitorr is considered to indicate that no significant

leaks exist and that the system is sufficiently clean to run the experiment. After

reassembly, we were able to pump the system down to 20 millitorr according to both

thermocouple type pressure gauges.
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Figure 4.2: A photograph of the heat pipe oven loaded with sodium and potassium for
this work. Each arm of the heat pipe is wrapped by a “clam-shell” heater and
insulation. Underneath the heaters, there is a total of twelve thermocouple
wires. The ends of each arm are capped with BK7 windows held in place by
a stainless steel flange. The outer end of each arm is cooled by liquid water
carried by copper tubing wrapped around each end. Plastic and copper
tubing carries the buffer gas, which makes a whole circuit around the heat
pipe oven.

During normal operation, the buffer gas is continuously flowed into the sys-

tem from a gas bottle. Two valves on the handling system are used to regulate the

buffer gas supplied to the heat pipe oven from the tank. Another valve regulates the

vacuum pumping on the system and is left slightly open for continuous flow of the

buffer gas. Adjustment of these valves allows us to change the buffer gas pressure

throughout the day or maintain it as the oven is heated. During the course of the
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experiment, gas pressure is measured using an MKS Baratron capacitance manome-

ter located along the gas line connecting the heat pipe oven to the manifold.

4.3 Laser Systems

Two externally pumped, tunable, continuous wave (cw) lasers were used for

the collision experiments. Labeled as “dye laser” in Fig. 4.1, a Coherent 699-29

laser utilizing LDS-722 (Pyridine-2) dye as the lasing medium is pumped by 7.90 W

from the 514 nm emission of a Coherent Sabre argon ion laser. The dye laser can be

frequency tuned from about 12,900 cm−1 to 13,800 cm−1 with a power output rang-

ing from 125 mW to 400 mW. A Coherent 899-29 titanium sapphire laser labeled

“Ti:Sapphire Laser” in Fig. 4.1, is pumped by 10 W of the multiline emission of a

Coherent Innova 200 argon ion laser. The Ti:Sapphire laser has a frequency output

range from 10,900 cm−1 to 12,700 cm−1 with a power output between 150 mW and

600 mW. Frequency ranges and power outputs are dependent on the optics set used,

quality and stability of the pump laser, and the alignment of the optics within the

cavity. An attached wavemeter and the Coherent Autoscan program aid with fre-

quency tuning and data scans for both the Ti:Sapphire and dye lasers.

The Coherent Autoscan program allows the user to record spectra corresponding

to the frequency of the laser. Typically we record spectra in 10GHz (1cm−1≈ 30GHz)

intervals with a 10MHz step size for scans of the Ti:Sapphire laser, or a 25MHz step

size for scans of the dye laser. Longer scans can be taken by stacking multiple

10GHz scans. The dye laser acts as the pump and the Ti:Sapphire as the probe

laser for NaK when the intermediate state is A1Σ+(v = 16, J = 14 or 30). When the

intermediate level is the NaK A1Σ+(v = 0, J = 14 or 30) state and for all the NaCs

collision experiments, the roles of the lasers are reversed.

Due to the close spacing of molecular ro-vibrational energy levels, it is important

that we use narrow-band, single mode lasers to excite specific transitions. To this

end, the dye and Ti:Sapphire laser each have a linewidth of about 750 kHz. The
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dye and Ti:Sapphire lasers share very similar optical designs, and full descriptions

of each can be found in their respective manuals [48, 49]. A layout of the internal

optics of the Ti:Sapphire laser is given in Fig. 4.3 [48, 49].

Tuning to a specific laser frequency involves selecting only one longitudinal mode

of the laser cavity. The resonating modes are tuned by a coarse adjustment done

with the birefringent filter (BRF), and a fine adjustment of an intracavity etalon

assembly. The combination of these components selects a single longitudinal cavity

mode capable of enough gain to achieve the lasing threshold. A 10GHz scan is done

by slowly rotating a Brewster plate to slightly change the optical path length of

the laser cavity, and thus slightly changing the resonating wavelength. To ensure

frequency stability, part of the beam is picked off by front and back surfaces of a

beam splitter upon exiting the laser cavity. One of the two beams is directed to an

external reference cavity, which is a temperature-controlled, confocal interferometer,

and then to a detector. The second beam is attenuated and then subtracted from

the reference cavity signal. This difference signal is used as feedback for cavity

adjustments using a fast response piezo-electric driven “tweeter” mirror, and to

adjust the Brewster plate. These adjustments keep the laser locked to a single cavity

mode, and frequency stabilized. Additionally, the output beam is split again, and

a weak beam is sent to a built-in Coherent wave meter. Because we are interested

in relative intensities of lines in the spectra corresponding to transitions that have

already been catalogued, we don’t use an additional wavelength calibration system

for this experiment.

4.4 Detection Systems

Three free-standing photomultiplier tubes (PMT) are used to detect fluorescence

and polarization signals. A fourth PMT, attached to the output of the monochro-

mator, is used to record white light absorption spectra. Each of the four PMT’s is a

Hammatsu model 928 and is contained within a housing. Glass filters at the entrance

to each PMT housing restrict the transmitted wavelengths to a desired range. The

NaK 2(A)1Σ+ → 1(X)1Σ+ fluorescence is detected by the “red PMT” (see Fig. 4.1)
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Figure 4.3: Figure reproduced from Coherent Ti:Sapphire manual [49] showing basic
optics within the laser cavity.

using a 700 nm long-pass glass filter (Schott RG700). 31Π→ 1(X)1Σ+ fluorescence

is detected by the “violet PMT” using a combination of a 475 nm short-pass filter

(Reynard R00905) and a 600 nm short-pass filter (Reynard R00930). The 600 nm

short-pass filter is necessary to block out additional longer wavelength light that the

475 nm short pass filter does not block. The polarization PMT, which detects probe

laser light transmitted through crossed polarizers placed before and after the heat

pipe oven, uses a 780nm long-pass filter (Schott RG780) to filter out scattered dye

laser light.

Filters are also used in front of the monochromator entrance slit to filter out

background light and light associated with higher orders (m > 1) of the grating.

The equation governing the diffraction angles of intensity maxima for a diffraction

grating is

mλ = d[sin(α) + sin(β)], (4.1)

where m is the diffraction order, d is the grating spacing (distance between grooves

of the grating) and α and β are the incident and diffraction angles, respectively.

The grating of the monochromator used in the present work is blazed for 1.0µm,
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which means the grating is most efficient when used near this wavelength in first

order, or near half this wavelength in second order. Thus we record potassium white

light absorption scans for the lines at 766.7 nm and 770.1 nm in first order and the

sodium white light absorption scans for lines at 589.0 nm and 589.6 nm in second

order. The monochromator resolution is limited by the slit width and is given by

resolution = reciprocal linear dispersion× slit width . (4.2)

The MacPherson 0.33 meter monochromator used in this work at Lehigh has a

600 groove/mm grating with reciprocal linear dispersion of 26.5 Å/mm, and the slit

width was set to 50µm, yielding a resolution of 0.13 nm.

Further signal filtering is done electronically with a lock-in amplifier. A me-

chanical chopper is placed in front of the pump laser beam, and the lock-in amplifier

only amplifies signals modulated at the set chopper frequency. Lock-in detection

is critical in polarization spectroscopy due to the high background terms from the

probe beam (unchopped) caused by imperfect polarizers (ξ), window birefringence

(∆β), and window circular dichroism (∆b). An overview of the these background

terms and how they are measured is given in Sec. 5.4.2.

4.5 Fourier Transform Spectrometer: Collabora-

tive Work in Lyon

During October of 2012 and November of 2013, our group worked in collabo-

ration with Dr. Amanda J. Ross and Dr. Patrick Crozet at the Université Lyon

1. During the first trip, Carl Faust and I joined the Lyon group to try to locate

pump transitions to populate the NaK 2(A)1Σ+(0, 14) level from the ground state.

In the following trip, Kara Richter and I worked with Drs. Ross and Crozet to study

collisions of argon and helium atoms with NaK molecules prepared in various initial

ro-vibrational levels of the 2(A)1Σ+state. The main purpose to working in Lyon was

to take advantage of the Fourier Transform Spectrometer (FTS) used to record the
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data. In Sec. 4.5.1 we describe the heat pipe oven used in Lyon. The design and

procedures for loading and controlling this oven are somewhat different from those

described previously for the experiment at Lehigh. Section 4.5.2 describes the laser

systems used in Lyon and Sec. 4.5.3 describes the FTS and light detectors.

4.5.1 Heat Pipe

The experimental setup in Lyon is similar to the one at Lehigh. In Lyon, we

used a linear heat pipe oven lined with stainless steel mesh. Sodium and potassium

metal was loaded into the heat pipe oven and, when heated, an alkali vapor forms,

surrounded by buffer gas. Outer arms of the oven are cooled, causing the metal to

condense onto the mesh wick, and the liquid metal flows back to the central region,

as in the crossed heat pipe oven.

There are a few differences between the way the two separate heat pipe ovens are

prepared and used. Since the Lyon heat pipe is linear, we cannot detect fluorescence

at right angles to beam propagation. Therefore, the beam is sent into the heat pipe

through a pierced mirror (see Fig. 4.4). Fluorescence along the axis of the heat

pipe is collected by the pierced mirror and focused onto the input aperture of the

FTS. To avoid collection of significant amounts of laser scatter, the windows of the

heat pipe are oriented at Brewster’s angle. This arrangement both reduces total

reflection and prevents specular retro-reflection from the windows from reaching the

FTS. Additionally, we use long and short-pass filters to block the laser light from

entering the FTS whenever possible.

As mentioned previously, we continuously flow inert gas to the Lehigh heat pipe

oven at pressures equal to or greater than the alkali vapor pressure, which allows

us to adjust the inert gas pressure in the heat pipe over the course of a day’s ex-

periment. In contrast, the heat pipe in Lyon is filled with gas in one room and

then transported to the room where the experiment is carried out. First the heat

pipe oven is evacuated with a vacuum pump at room temperature. The oven is
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Figure 4.4: Experimental setup in Lyon.

then slowly filled with inert gas to the desired pressure. When set, the heat pipe is

sealed for the remainder of the day and carried into the room where the experiment

is conducted. The heat pipe oven is heated to the desired temperature, measured

by a thermocouple placed against the exterior wall of the oven. The pressure is

expected to rise according to the ideal gas law, PV = NkBT . Assuming there are

no significant leaks in the oven, we expect the inert gas number density to remain

constant during the experiment.
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4.5.2 Laser Systems

The collision experiment run in Lyon involves a single-step excitation, in which

we monitor the emission from the pumped ro-vibrational levels in the 2(A)1Σ+ state

to the ground state. For the excitation, we used a Sirah Matisse TSF Ti:Sapphire

laser pumped by 6-8 W of the 532 nm line from a Nd:YVO4 laser. Output powers

of the Ti:Sapphire laser are 0.5 W to 1.2 W depending on wavelength. We worked

with the mid-range optics set with a tuning range of 740 nm to 880 nm.

4.5.3 Lyon Fourier Transform Spectrometer (FTS) and Light

Detection System

Molecular fluorescence is directed from the oven into a Bomem Fourier transform

interferometer through an iris. As shown in Fig. 4.5, light enters the FTS on the

right side (“emission beam input”). Inside the FTS, the light is first collimated and

then sent to a 50/50 beam splitter. Half of the fluorescence is directed along an arm

with a motor-controlled translating mirror used to change the path length of the

light in this arm of the interferometer. The other half is sent along a fixed path to an-

other mirror. After traveling along the two separate arms and being retro-reflected,

the light is recombined, where each frequency component interferes constructively

or destructively depending on the optical path difference. The recombined light is

directed to one of two detectors, which can be selected by rotating a flat mirror. We

used either a silicon avalanche or an Indium-Gallium-Arsenide (InGaAs) detector,

depending on the wavelength range of interest for a particular experiment. The sili-

con avalanche detector is used for shorter wavelengths (less than 1000 nm), and the

Indium-Gallium-Arsenide (InGaAs) detector is used for longer wavelengths, further

in the infrared. The choice of detector is made by the orientation of the “output

beam selection mirror” (see Fig. 4.5). To reduce thermal background (dark cur-

rent), the detectors are cooled by liquid air.

A raw scan of the fluorescence is in the form of an interferogram, such as the

one shown in Fig. 4.6. The power of the interferogram is that although it can’t be
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Figure 4.5: Schematic illustration of the Fourier transform spectrometer similar to the
one used in Lyon, France. Figure reproduced from Bomem Training Manual
[50].

interpreted by eye in this form, a Fourier transform of the interferogram produces a

high resolution, analyzable spectrum (Fig. 4.6). The Bomem FTS used in Lyon has
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several resolution options. The further the movable mirror is allowed to travel, the

better the resolution, but at the cost of longer scan times. For low light intensities,

the FTS can be run for longer time periods to accumulate more data. One big

advantage for collision experiments is that the fluorescence signals for the direct

and collisional lines are acquired simultaneously. Therefore, the intensities scale

with each other, as fluorescence is acquired so the relative intensities are constant,

even if the laser frequency drifts slightly. In contrast, the direct and collisional line

data taken at Lehigh are recorded sequentially. As a consequence, in the latter

case, we repeat the scan of the probe laser frequency over the direct transition after

recording the collisional lines to verify that no drift has occurred. The data sequence

must be repeated if the “before” and “after” direct line intensities differ by more

than five percent.

Figure 4.6: a) An example of the pre-processed interferogram generated by the FTS
from NaK fluorescence. b) After a Fourier transform of the interferogram in
(a), the result is a spectrum like that seen in (b). There are many peaks in
the spectrum. The process of analyzing them is addressed in chapter 6.
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Chapter 5

Experimental Techniques

5.1 Overview

I begin this chapter with a discussion (Sec. 5.2) of how we predict and ex-

perimentally determine alkali densities. Section 5.2.1 discusses the estimation of

densities from vapor pressure formulas. The discussion in Sec. 5.2.2 addresses the

daily white light absorption measurements taken to determine densities. The follow-

ing section (Sec. 5.2.3) describes the use of laser absorption as a check to white light

measurements. Section 5.2.4 includes a comparison of results from the methods of

potassium density measurement using the equivalent width method and laser line

absorption method.

In Sec. 5.3, I discuss the methods by which we excite the molecules utilizing tun-

able lasers. The technique of optical-optical double resonance is discussed in Sec.

5.3.1, and I describe how this technique is used to observe collisions of diatomic

alkali molcules. Section 5.3.2 presents a related technique called perturbation fa-

cilitated optical-optical double resonance. Section 5.4 describes the polarization

labeling technique, and how it is used to study collisional transfer of orientation. I

also address the issues of background noise and how we measure and minimize the

noise effects on polarization signals.
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5.2 Determining Atomic and Molecular Alkali Den-

sities

5.2.1 The Nesmeyanov Vapor Pressure Formulas

The alkali vapor density is roughly controlled by adjusting the power supplied

to the heating elements attached to the outer surface of the heat pipe oven. There

are several methods by which we can determine the alkali vapor pressures. The

simplest method is to obtain an initial estimate of the sodium, potassium, or cesium

density from a vapor pressure formula and the temperature of the heat pipe oven.

Although a number of authors have published vapor pressure formulas for the alkalis,

Nesmeyanov [51] created a critical compilation of all data for each of the elements

available at the time his book was published in 1963. For each atomic and molecular

species, Nesmeyanov produced a “best” vapor pressure formula of the general form

log10P = A− B

T
+ CT +Dlog10T. (5.1)

The coefficients A, B, C, and D given by Nesmeyanov for substances important

to the present work are listed in Table 5.1. Using the Nesmeyanov parameters for a

particular atomic or molecular alkali species with the measured absolute tempera-

ture, T , of the heat pipe oven, we can then estimate a partial pressure, P , for that

species.

The result from the Nesmeyanov vapor pressure prediction is used to determine

the atomic or molecular number density via the ideal gas law,

n =
N

V
=

P

kBT
, (5.2)

where n is the atomic or molecular number density and kB is Boltzmann’s constant.

Use of the Nesmeyanov vapor pressure formula, or any other vapor pressure formula,

assumes that the sample consists purely of one atomic or molecular species. This

assumption is not the case in our work because we vaporize an amalgam of two

alkali species. Dalton’s law (discussed in Ref. [52]) states that the total pressure of

67



Species A B C D
Na 10.86423 5619.406 -0.00000345 -1.04111
Na2 5.33624 6866.162 -0.00106668 1.23023
K 13.83624 4857.902 0.00034940 -2.21542
K2 17.05231 6806.144 0.00012351 -2.98966
Cs 8.22127 4006.048 -0.0006019 -0.19623
Cs2 18.22054 6064.472 0.00009016 -3.45395

Table 5.1: Nesmeyanov vapor pressure coefficients for Na, K, Cs and their dimers.

the system is given by a sum of the partial pressures of each species in the vapor,

Ptotal = Pa + Pb + ... , (5.3)

where Pi is the partial pressure of species i at the oven temperature. Raoult’s law

states Pi = P ∗i xi where P ∗i is the vapor pressure of the pure component “i” and xi is

the mole fraction of that species. Using Raoult’s law in conjunction with Dalton’s

law yields

Ptotal = P ∗axa + P ∗b xb + ... , (5.4)

where the partial pressure of each species is dependent on the relative amount of

that species within the oven. However, Raoult’s law is known to have only limited

validity. In our work, we find use of Raoult’s law and the Nesmeyanov vapor pres-

sure formula lead to a systematic under-estimation of the actual vapor pressure.

5.2.2 White Light Absorption and Equivalent Width

The Nesmeyanov vapor pressure formulas have the benefit of serving as a sim-

ple method to generate an initial prediction of the alkali atomic and dimer densities.

However, use of these formulas does not constitute an actual measurement of pres-

sure or density.
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We can determine the atomic densities spectroscopically by the method of equiv-

alent width from an absorption spectrum. Following the discussion in Ref. [53], we

define the equivalent width of the spectral line as:

Wν =

∫ (
1− Iν(L)

Iν(0)

)
dν =

∫
(1− e−kνL)dν, (5.5)

where Wν is the equivalent width in frequency units, kν is the absorption coefficient

at frequency ν, L is the length of the column of absorbing particles, and Iν(0) and

Iν(L) describe, respectively, the incident and transmitted intensities of the light

at frequency ν. The equivalent width, Wν , is the width (in frequency units) of a

rectangle whose height is Iν(0) and whose area is the same as that of the spectral

line of interest (see Fig. 5.1). Since we record the spectra in units of wavelength,

the conversion of the equivalent width from frequency units to wavelength units is

Wλ =
λ2

0

c
Wν , (5.6)

where λ0 is the line center wavelength of the transition and c is the speed of light.

To calculate an equivalent width, the absorption lineshape must be known. For

alkali resonance transitions, a huge number of studies (see Ref. [54]) have shown

that a convolution of Lorentzian and Gaussian lineshapes, called a Voigt profile, can

be used to describe the lineshape kν accurately,

kν =
λ2

0nA21

8π

g2

g1

∫
G (ν ′ − ν0)L (ν − ν ′)dν ′ . (5.7)

Here, A21 is the transition Einstein A coefficient and g2 and g1 are the statistical

weights of the upper and lower levels, respectively. The terms G (ν ′ − ν0) and

L (ν − ν ′) describe the normalized Gaussian and Lorentzian functions that make

up the Voigt profile. The Lorentzian contribution to the lineshape (normalized with

respect to dν) is given by the function,

L (ν − ν0) =
Γ

4π2(ν − ν0)2 + Γ2

4

(5.8)

where Γ
2π

is the full width at half maximum (FWHM) of the line (in Hz), and ν− ν0

is the detuning from linecenter, ν0. Information about the homogeneous line broad-

ening mechanisms, such as natural and collisional broadening, is contained within
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Figure 5.1: A potassium resonance line white light absorption spectrum demonstrating
the concept of equivalent width. To obtain the equivalent width, a box
of width Wλ and height Iλ(0) preserving the area of the spectral line is
constructed. From Wλ one can determine the atomic potassium number
density.

the Lorentzian lineshape. The normalized Gaussian contribution to the lineshape is

described by

G (ν − ν0) =

√
mc2

2πkBTν2
0

e
−mc2(ν−ν0)2

2kBTν
2
0 , (5.9)

where the mass of the atom or molecule, m, and the temperature, T , are the only

newly introduced parameters. Doppler effects, due to the thermal motion of parti-

cles with a Maxwell-Boltzmann velocity distribution, are taken into account using

a Gaussian lineshape.

The Voigt profile must be calculated numerically because the Voigt profile has

no closed-form solution. To carry out this calculation, we have developed a short

Fortran program with the help of a Voigt subroutine [55, 56]. The subroutine has

a distinct accuracy and time advantage over a simple trapezoidal rule integration
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method. Our equivalent width Fortran program calculates Wλ for sodium or potas-

sium resonance lines with a given type of buffer gas and pressure, and a given sodium

or potassium density.

To determine the density experimentally, we take a white light absorption mea-

surement using a calibrated tungsten halogen source, and directing it through the

alkali vapor in the heat pipe oven and to a monochromator/photomultiplier system.

The monochromator/photomultiplier can record light intensity versus wavelength

over a large wavelength range by rotating the monochromator grating. For our

equivalent width measurements, we scan the monochromator over a strong, well

known resonance transition of the alkali atom of interest. The white light source

is mechanically chopped and raw data are collected using a lock-in amplifier and

recorded using LabView (Ver. 2011). The raw data scan is imported into Origin

(Ver. 7.5) and an equivalent width, in wavelength units, is determined by integrat-

ing the area of the absorption line with respect to the baseline, Iλ(0). Finally, to

obtain an experimental value for the atom density, we iteratively adjust the atomic

alkali density in the equivalent width computer code until the calculated equivalent

width matches the experimental equivalent width.

Despite the limited resolution of the monochromator, the area of any spec-

tral line is independent of the resolution as we show below. As stated earlier,

the equivalent width is defined to be the integral of the normalized absorption

[Iν(0)− Iν(L)] /Iν(0) = 1 − T (ν) (where T (ν) is the transmittance at frequency

ν). Therefore, we can consider the apparent equivalent width measured with a

monochromator of finite resolution to be a convolution of the true lineshape trans-

mittance, T (ν ′), with the normalized monochromator instrument function, m(ν−ν ′),

Wν =

∫
dν

∫
dν ′ [1− T (ν ′)]m(ν − ν ′) . (5.10)

Here, m(ν − ν ′) represents the amount of light of frequency ν ′ that passes through

the monochromator exit slit when the monochromator is set to frequency ν. Now,
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we rearrange the integration to

W =

∫
[1− T (ν ′)]

[∫
m(ν − ν ′)dν

]
dν ′

=

∫
[1− T (ν ′)] dν ′, (5.11)

where we used the fact that ∫
m(ν − ν ′)dν = 1. (5.12)

Therefore, we have shown that the equivalent width is independent of the monochro-

mator resolution. It is advantageous to choose the monochromator slit widths (which

control the resolution) so that they are not too wide (which leads to broad, flat ab-

sorption dips that are extremely sensitive to baseline errors) and not too narrow

(which leads to low throughput and hence low signal to noise).

5.2.3 Laser Absorption in the Line Wing

Having a second experimental method for determining the alkali density is

beneficial as a check of the white light equivalent width method. The line wing

absorption measurement is based on a measurement of the fraction of laser inten-

sity absorbed at a specific detuning from line center. To avoid saturation effects, a

highly attenuated laser beam (on the order of microWatts) is required for this mea-

surement. We cannot examine line wing absorption using the white light source and

monochromator due to the limited monochromator resolution. However, our single

mode dye and Ti:Sapphire lasers provide light of very narrow linewidth (about 750

kHz), while the atomic lines are typically 1 GHz wide.

Now, instead of measuring the entire integral under the absorption line, we can

instead determine
Iν(L)

Iν(0)
= e−kνL (5.13)

for a single known frequency ν. If the absorption measurement is taken far enough

in the wings of the line, the lineshape kν can be well described by a single Lorentzian
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function. This is because the Gaussian wings drop off much faster than the Lorentzian

wings. The absorption coefficient can be calculated from

kν =
λ2

0nA21

8π

g2

g1

Γ

4π2(ν − ν0)2 + (Γ
2
)2

=
1

L
ln

(
Iν(0)

Iν(L)

)
. (5.14)

Assuming the Lorentzian (homogeneous) linewidth Γ, the Einstein A coefficient,

and the detuning from line center (ν− ν0) are all known, the atom density n can be

determined from the transmitted intensity. Of course the linewidth and A coefficient

are also needed to determine density from equivalent width. The parameter Γ

includes information from all homogeneous lineshape contributions. In our situation,

we consider natural broadening and collisional (pressure) broadening,

Γ = Γnat + kbralknalk + kbrbufnbuf . (5.15)

The contribution to the Lorentzian linewidth due to natural lifetime broadening is

given by Γnat = A21. Collisional broadening rates due to the free alkali atoms and the

buffer gas atoms are expressed in terms of a broadening rate coefficient for perturber

X, kbrX , multiplied by the perturber density, nX . Values of Γnat = A21, kbrK , kbrAr, and

kbrHe for the potassium resonance lines 4S1/2 → 4P1/2 (D1) and 4S1/2 → 4P3/2 (D2)

used in this work are taken from the literature and are listed in Table 5.2. Values

for the sodium resonance lines 3S1/2 → 3P1/2,3/2 and the cesium resonance lines

6S1/2 → 6P1/2 are also given.

5.2.4 Experimental Density Measurements

As mentioned in Sec. 5.2.2, we routinely take white light absorption measure-

ments to determine the alkali density. On occasion, we also take laser line absorp-

tion measurements to confirm the accuracy of the equivalent width method using the

potassium D2 transition. The strong atomic transitions of sodium are not accessible

within the frequency ranges of our lasers. In Table 5.3, we compare measured potas-

sium densities obtained with the white light equivalent width method and with laser
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Alkali kbrAr (cm3s−1) kbrHe (cm3s−1) kbrself (cm3s−1)

Na (D1) 2.77× 10−9 [57] 1.90× 10−9 [57] 3.07× 10−7 [58]
Na (D2) 2.27× 10−9 [57] 2.19× 10−9 [57] 4.67× 10−7 [58]
K (D1) 2.45× 10−9 [59] 1.55× 10−9 [59] 3.92× 10−7 [60]
K (D2) 1.98× 10−9 [59] 2.06× 10−9 [59] 6.38× 10−7 [60]
Cs (D1) 3.79× 10−9 [61] 3.67× 10−9 [61] 5.7× 10−7 [62]
Cs (D2) 4.38× 10−9 [61] 5.13× 10−9 [61] 6.7× 10−7 [62]

Table 5.2: Broadening rates for atomic lines used in equivalent width measurements. For
each alkali atom, the corresponding perturber and broadening rate coefficient
is given for the strong D1 and D2 transitions.

line wing absorption. These values agree well within our conservative 30% error bars

assigned to the potassium density. The results of 11/4/2013 were obtained by Kara

Richter and myself working in our collaborator’s lab in Lyon, France with their heat

pipe oven. In that case, the “equivalent width” density wasn’t determined using

the equivalent width method, but rather from wing absorption using the Bomem

FTS with a white light source and a resolution of 1.0 cm−1 (corresponding to about

0.03 nm). Thus, this analysis of white light absorption was, in principle, similar to

the method of laser line wing absorption (see Sec. 5.2.3). Here we chose specific

points along the absorption curve (in the line wings) and compared them to a white

light spectrum obtained with a cold heat pipe (nK = 0). The absorption dip is fairly

wide (on the order of 1 nm), and the absorption doesn’t change quickly in the wings.

Therefore, the resolution of the Bomem FTS is sufficient to obtain reliable values

for the frequency-dependent absorption coefficient. In contrast, such measurements

are not possible with the monochromator at Lehigh due its limited resolution (0.13

nm). This limited resolution produces significant distortion in the line wings.
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Date/Density (K) Laser (×1015 cm−3) Eq. Width (×1015 cm−3)
1/29/2013 1.84 1.85
7/11/2013 1.83 1.78
10/21/2013 1.48 1.30
11/4/2013 1.94 2.06*
1/14/2014 3.43 3.80

Table 5.3: Table comparing potassium densities determined from the laser line wing ab-
sorption method and the white light equivalent width method. The “equiva-
lent width” data from Lyon, marked with an asterisk, make use of high reso-
lution FTS white light absorption to determine the density from the wings of
the absorption line. The results indicate that the density measurements using
either of these different methods agree well within the assumed 30% error bars
and serve as a check of the consistency of our density measurements.

5.3 Excitation Methods

5.3.1 Optical-Optical Double Resonance (OODR)

We use a two-step excitation scheme called optical-optical double resonance

(OODR) to excite the diatomic alkali molecules using counter-propagating beams

from the dye laser and the Ti:Sapphire laser. The pump laser excites the molecules

from ro-vibrational levels of the ground state, 1(X)1Σ+, to ro-vibrational levels of

the intermediate state, 2(A)1Σ+. Total red fluorescence, corresponding to transi-

tions from the intermediate state back down to the ground state, as shown in Fig.

5.2.a, emitted in a direction perpendicular to the laser propagation axis, is collected

with a lens and detected by the red PMT (see Fig. 4.1) as the pump laser frequency

is scanned. The pump laser frequency is then set to a particular peak, corresponding

to a specific transition 2(A)1Σ+(v′, J ′) ← 1(X)1Σ+(v′′, J ′′ = J ′ ± 1) and we scan

the probe laser frequency across transitions from the specific ro-vibrational level

2(A)1Σ+(v′, J ′) populated by the pump laser to various levels 31Π(v, J = J ′, J ′± 1)

of the upper 31Π state in NaK. Three direct lines, P, Q, and R are observed, obey-

ing selection rules Jupper − Jlower = −1, 0, 1, respectively. Changing J by zero is not

allowed in Σ → Σ transitions, but is allowed for Σ → Π transitions. Fluorescence
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from the 31Π to the ground state, as shown in Fig. 5.2.(b), is monitored by the

violet PMT (see Fig. 4.1).
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Figure 5.2: Fluorescence signals produced in an OODR experiment. Figure a) shows
an example of NaCs A band fluorescence observed while scanning the pump
laser over transitions to the A state from the ground state. b) shows an
example of NaK collisional relaxation that occurs in the intermediate (A)
state, recorded using the total violet PMT as the probe laser frequency is
scanned. The direct line goes far off scale, and the associated collisional lines
are labeled by the change in rotational state (∆J) value from the initial direct
line. Lines that are not labeled are collisional progressions corresponding to
a nearby direct line.

The vibrational quantum number can change by any value in an electronic tran-

sition, with certain transitions being stronger or weaker based on the Franck-Condon

factors (FCF’s) associated with the two ro-vibrational levels involved in the transi-

tion. We have chosen transitions with large FCF’s for the experiments reported here

by calculating FCF’s using the program LEVEL by R. J. Le Roy [40]. We detect

pump and probe laser excitation by monitoring total fluorescence corresponding to

downward transitions from both the upper state, 31Π(v, J), and the intermediate
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state, 2(A)1Σ+(v′, J ′), to the ground state, 1(X)1Σ+. Total fluorescence from the

intermediate state is detected by the red PMT and the fluorescence from the upper

state is detected by the violet PMT for NaK (see Fig. 4.1). Figure 5.3 shows a

schematic of OODR excitation of direct P, Q, and R transitions and of collisional

lines as observed in a typical excitation scan.

Flanking either side of the direct lines in the total violet fluorescence scan of

the probe laser frequency, are much smaller peaks spaced at predictable intervals

(assuming no significant perturbations). Some of these peaks can be observed in

Fig. 5.2b. These peaks are the result of inelastic collisions that transfer some popu-

lation to nearby intermediate state 2(A)1Σ+ rotational levels from the level directly

populated by the pump laser. With the pump laser frequency fixed on an A ← X

transition, the probe laser frequency is scanned, exciting the collisionally populated

rotational levels 2(A)1Σ+(v′, J ′+ ∆J) to the 31Π state. The ∆J is an integer value

describing the change in the rotational quantum number during the collision. For

our conditions, the intensities of these collisionally populated lines are typically

about five to ten percent of the intensity of the direct lines.

Unlike the collision experiment conducted at Lehigh, the experiment in Lyon

was a single-step excitation experiment. We used the Matisse Ti:Sapphire laser to

excite a particular transition from one ro-vibrational level of the ground state to a

ro-vibrational level of the 2(A)1Σ+state. At Lehigh we monitor the total fluores-

cence due to all possible transitions from the upper state (31Π) to the ground state.

In Lyon, the laser is fixed to the line center frequency of a transition and the total

fluorescence from the 2(A)1Σ+state is sent into the FTS. When a Fourier trans-

form of the interferogram is processed, all the various transitions from the directly

excited and collisionally populated levels of the upper state [2(A)1Σ+] to various ro-

vibrational levels of the ground state are recorded. In the Lyon spectra, the strong

pairs of lines are due to the ∆J = ±1 selection rule for Σ → Σ transitions (P and

R lines). There are multiple pairs of lines observed due to the transitions to all

possible v′′ levels of the ground state. These strong pairs of lines are all labeled as

“direct” lines (see Fig. 5.4(a)). The spectral lines flanking the base of each direct
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line are due to rotationally inelastic (J-changing) collisions (see Fig. 5.4(b)).
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Figure 5.3: OODR excitation scheme. The pump laser frequency is fixed to excite a
specific transition from the ground state to the intermediate state and the
frequency of the probe is scanned. Total fluorescence is monitored for transi-
tions from both the intermediate state and the upper state back down to the
ground state. We observe direct lines corresponding to probe laser excitation
of the level directly populated by the pump laser, as well as collisional lines,
corresponding to intermediate state levels populated via collisions from the
directly excited level. The ro-vibrational levels within a given state are close
in energy and the fluorescence from the direct line and collisional lines is
detected using the same filters.
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(a) Fluorescence from 2(A)1Σ+← X1Σ+ transitions.

10918 10920 10922 10924 10926

-4
-3-1

-2

+4

+3

+2

I (
a
rb

. u
ni

ts
)

Transition Energy (cm
-1
)

DIrect A
1


+
(0,14) -> X

1


+
(10,15)

+1

(b) Expanded view showing collisional relaxation.

Figure 5.4: Spectra taken during the Lyon experiment illustrating fluorescence associ-
ated with transitions from the 2(A)1Σ+state to ground state. Figure (a)
shows the fluorescence corresponding to pairs of direct lines representing
transitions from the directly populated A state level [2(A)1Σ+(v′, J ′)] to
various vibrational levels v′′ of the ground state [1(X)1Σ+(v′′, J ′′)]. Figure
(b) is a zoomed-in section of the spectrum in (a) showing the weak lines
resulting from rotationally inelastic collisions. The direct line is going far off
scale in (b).
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5.3.2 Perturbation Facilitated Optical-Optical Double Res-

onance (PFOODR)

It is possible to reach a triplet upper state by means of window levels. In the

case of OODR, we assume pure singlet and pure triplet states, for which the spin

quantum number cannot change during a transition (selection rule ∆S = 0). It is

possible to circumvent this selection rule to access upper triplet levels by utilizing

perturbations between levels of two electronic states of different spin character. The

interaction creates mixed levels, which can be described as having both a singlet

and triplet character. In the alkali molecules, the most important mixing occurs

between the 2(A)1Σ+and b3Π states due to spin-orbit coupling. Nearly degenerate

levels of the two states, with the same J , are coupled together to form mixed levels

given by

|Ψ〉 = as|2(A)1Σ+(vA, J
′)〉+ at|b3Π(vb, J

′)〉 , (5.16)

where the as and at coefficients describe the singlet and triplet amplitudes of the

mixed level and a2
s +a2

t = 1. Such mixed 2(A)1Σ+ ∼ b3Π levels are called “window”

levels because they allow access to the otherwise “dark” triplet states from the sin-

glet ground state.

Previous work in our group used the perturbation facilitated optical-optical res-

onance (PFOODR) technique to map out various high lying triplet states of NaK

and the 53Π0+ state of NaCs with good coverage in the frequency ranges of our

lasers [9]. In this technique, the molecules are excited to mixed 1(b)3Π0+(vb, J
′) ∼

2(A)1Σ+(vA, J
′) levels from the 1(X)1Σ+(v′′, J ′′) ground state with the pump laser.

The transition 3Λ(v, J) ← 1(b)3Π0+(vb, J
′) ∼ 2(A)1Σ+(vA, J

′) is then excited with

the probe laser. PFOODR excitation of the NaCs 53Π0+ state is used in the current

work to study collisional population transfer between mixed 1(b)3Π0+ ∼ 2(A)1Σ+

levels of this molecule (see Chapter 6).
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5.4 Polarization Labeling Spectroscopy

5.4.1 Polarization Spectroscopy

Polarization labeling spectroscopy is an OODR technique in which changes in

the complex index of refraction induced by a pump laser tuned to an atomic or

molecular transition frequency are detected. The probe beam passes through a pair

of crossed polarizers (see Fig. 4.1) placed outside the heat pipe oven windows on

opposite ends of the oven. If the pump beam is tuned off the relevant transitions,

then the probe beam intensity will be completely blocked by the second polarizer

(analyzer). However, if the pump and probe lasers are both tuned to transitions

involving a common level, then the probe sees an optically anisotropic medium and

its polarization is modified. Thus, some small fraction of the probe light is able

to pass through the analyzer. Because the probe beam is directed straight into the

PMT, even a very small transmission of the probe beam through the analyzer results

in an enormous signal. Therefore it is necessary to cut the probe power down to 1

mW to 2 mW to prevent overloading the PMT. Too much probe beam power can

also cause saturation of the MJ sublevels, destroying orientation in the intermediate

level, which is necessary for polarization signal.

To establish an orientation in the intermediate level we use a Fresnel rhomb to

create the circular polarized pump beam needed to preferentially populate some MJ

levels (see Fig. 3.2). The pump beam enters the rhomb perpendicular to the first

face, is internally reflected twice, then exits perpendicular to the last face traveling

in the original direction, but horizontally and vertically displaced. When the rhomb

is properly oriented with respect to the vertical polarization of the laser beam, one

component of the beam experiences a 45◦ phase shift at each of the two internal

reflections and the beam exits the rhomb circularly polarized. The transmitted

polarization has been measured to be circular to within about ten percent. The

remaining linear polarization doesn’t pose a problem because it creates no orienta-

tion. Since the dye and titanium sapphire lasers are tunable, it is important to have

a circular polarizer that is achromatic over a wide range of wavelengths.
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The polarization of the counter propagating probe beam is first improved with

a linear polarizer before the beam enters the heat pipe oven. This step is necessary

because the polarization of the beam is slightly degraded as it passes through lenses

and reflects from mirrors between the laser and the heat pipe oven. The linearly

polarized probe beam can also be described as equal parts left and right circular

polarization (quantization axis is then considered to be along the laser propagation

axis). As the circular components of the probe beam interact with the alkali vapor,

they experience an unequal absorption and/or refraction due to the interactions

with the oriented molecules (unequal populations in the intermediate state MJ lev-

els) when on resonance with a transition.

Once the probe beam exits the heat pipe, it passes by (but does not hit) a D-

shaped mirror that directs the pump beam into the heat pipe (see Fig. 4.1). There

is a slight crossing angle between the two beams, so a long path length is needed to

separate only the probe beam for detection. After the D-shaped mirror, the probe

beam travels to the polarizer (analyzer), which is oriented at ∼ 90◦ with respect to

the first polarizer. Due to the slight change in probe beam polarization acquired

during its transit of the oven, some of the light reaches the detector as signal.

In order to observe a polarization signal, there must be a net orientation created

in the intermediate state of our experiment. Likewise, some fraction of orientation

must be preserved during a collision to observe the collisional satellite lines. The

resulting collisional to direct line intensity ratios in LIF and PL spectra yield infor-

mation about the transfer of population and orientation between different rotational

levels in the inelastic collisions. A comparison of LIF and PL spectra is shown in

Fig. 5.5 for NaK with helium perturbers. Notice that in PL spectra, the signals can

be either positive or negative because of the absorption effects of the alkali vapor.

For a given transition, one of the circular components of the probe beam is absorbed

more. This effect causes lines of the P and R branches to have opposite signs. De-

pending on the adjustment of the polarizers and windows, Q lines are observed to

have a dispersion shape when the P and R lines are Lorentzian. This feature makes
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line identifications within the collisional relaxation much easier.

Figure 5.5: Comparison of fluorescence and polarization spectra. The direct line and
collisional lines associated with positive J changes are labeled in the figure.
The direct line intensity goes far off scale.

5.4.2 Measuring and Minimizing Polarization Background

Background noise is a serious concern for polarization spectroscopy, where we

try to detect a relatively small signal. Sources of background can include stray

light from non-laser sources, pump laser scatter, probe laser scatter, window effects,

and imperfect polarizers. We minimized stray light by enclosing the detector in a

light-isolated box with an entrance aperture only large enough for the beam to pass

(see Fig. 4.1). Pump laser scatter occurs whenever the beam encounters an optical

element on its path. Pump laser scatter is a serious problem because the pump laser

is mechanically chopped. Therefore this is one source of noise that is not eliminated

by lock-in detection. Filters and baffles are used to keep the scattered pump laser

light from reaching the detector. The detector is orientated such that it faces away
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from the experiment (a small mirror is used to direct only the probe beam onto the

detector surface). This arrangement also helps to reject pump beam scatter. Probe

scatter is also a serious problem because it cannot be filtered out by wavelength.

However, probe scatter is not modulated, so it is filtered out by lock-in detection.

Again, baffles are used to ensure that only probe light passing through the oven

and crossed polarizers reaches the detector. In the end, we are able to reduce the

detected pump and probe scatter to a point where they are negligible compared to

other noise sources described below.

The polarization signal, as previously shown, is given by

It =I0e
−2(β+α)

{
ξ + (θ′)2 + (∆β)2 + (2∆β + ∆α0)

∆α0

1 + x2
+ 2θ′

∆α0x

1 + x2

}
. (5.17)

The first three terms, ξ, (θ′)2, and ∆β2, of the signal contribute to background. The

first term, ξ, represents the transmission of the polarizers when they are crossed.

Since the polarizers are not perfect, there is some leakage through the analyzer that

reaches the polarization PMT. The second term, θ′ = θ + ∆b, arises from the im-

perfect (intentional) crossing of the polarizers and from the difference in window

birefringence, ∆b, for right and left circularly polarized light. The third term, ∆β2,

represents the difference in absorption in the windows for right and left circularly

polarized light (circular dichroism). We chose BK7 glass for the windows on the heat

pipe oven, specifically for its small circular dichroism and birefringence. We also use

high quality Glan-Thompson polarizers with a high extinction ratio to minimize the

effects due to ξ.

The extinction of the polarizers was measured with the heat pipe removed from

between the polarizers. To avoid overloading the PMT, the laser power was attenu-

ated using neutral density filters. Two methods were used to determine the effects of

the neutral density filters. One was to directly measure the power of the laser with

and without the stack of filters using a ThorLabs power meter. The second method

was to chop the laser and use the PMT lock-in amplifier to determine the fraction of

the laser power that was transmitted by each filter in turn. In this measurement, we

also used the polarizers as a variable attenuator. The crossing angle was adjusted
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until a large (a few nA), but not too large (less than 1 µA), signal was obtained

so that large changes in the signal can be observed without the risk of damaging

the PMT. Then we removed a filter and recorded the signal change. This process

was repeated until all of the filters had been removed. In this manner, all neutral

density filters could be calibrated for the laser wavelength. Use of the polarizers was

necessary in this procedure to prevent overloading the PMT.

To carry out the polarizer extinction measurement, the full stack of neutral den-

sity filters was put in place, and the PMT signal was maximized by rotating the

analyzer to an uncrossed orientation. This signal, divided by the neutral density

stack attenuation factor, was recorded as the intensity transmitted by the polarizer

pair when their polarization axes were parallel. The analyzer was then crossed rel-

ative to the polarizer (as neutral density filters were removed and the signal change

recorded) until the signal was minimized and all the neutral density filters had been

removed. The ratio of signal with the polarizers crossed to the signal with them

uncrossed (and accounting for the effects of the neutral density filters) is the extinc-

tion ratio. With the heat pipe removed, the signal on the lock-in is dependent only

on the ξ term in Eq. 5.17. Our measurement of the the polarizer extinction yields

ξ ≈ 3.0× 10−9.

Once the polarizers are set to a crossed orientation, neutral density filters are

reintroduced and the cold heat pipe is lowered into the beam path. As expected,

the heat pipe windows change the polarization of the beam slightly and allow more

light to pass through the analyzer. The neutral density filters are therefore needed

to protect the PMT, but much less attenuation than in the extinction measurement

is necessary. After the heat pipe has been placed in the beam path, Eq. (5.17) tells

us that the transmitted signal is It = I0(ξ + ∆b2 + ∆β2), where we have set the

uncrossing angle, θ = 0. The angle of the analyzer was then adjusted to minimize

the total signal by adjusting the contribution of the θ′ = θ+∆b term, i.e. by setting

θ′ = 0. In principle, the analyzer is rotated from θ = 0 to θ′ = 0 and hence the

amount of rotation yields a value for ∆b. However, due to the limited resolution

of the analyzer rotation mount and the small effects on the lock-in signal, we can
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only conclude that the window birefringance term is quite small; i.e., ∆b ≈ 0, to

within our measurement accuracy. With θ′ = 0, the remaining signal is given by

It = I0(ξ + ∆β2). From this measurement, we determined that the window circular

dichroism term is ∆β ≈ 3.9× 10−6.

It is important to note that the background terms can change somewhat from

day to day. As we want Lorentzian lineshapes for the polarization spectroscopy

signals, we eliminate the dispersion term in Eq. (5.17) by setting θ′ = 0. However,

the leading Lorentzian term is the (∆β∆α0) term which depends on non-negligible

circular dichroism of the windows. But the ∆β2 term is also the dominant back-

ground term. The background window terms can fluctuate from the effects of stress

from being pumped on by the vacuum, pressure exerted by the bolts, and cleanli-

ness of windows. These effects are checked and minimized regularly. If the window

dichroism background term becomes too large, it is not possible to record clean

polarization signals for the collisional lines. Although the background terms are not

modulated, and hence are filtered out using lock-in detection, they can still be large

enough to saturate the detector. Typically we increase the PMT voltage until the

background signal (as measured with a picoammeter) is ∼ 300 nA. Noise becomes

a serious issue when the PMT voltage cannot be increased past 350V.
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Chapter 6

Analysis and Results

6.1 Overview

In this chapter, I describe the data set we have obtained for the rotationally

inelastic collisions of NaK and NaCs molecules, and how the data are analyzed to

determine population transfer and destruction of orientation in these collisions.

In Sec. 6.2, I discuss how uncertainties are assigned in this work and what the

major sources of known error are in this work. Section 6.3 discuses the analysis of

recorded spectra. In Sec. 6.4, I discuss the fitting methods and give the results of our

work investigating inelastic collisions of NaK with helium and argon. Comparison

of the results from different fitting methods is given in Sec. 6.5. As an interesting

contrast, our results from the study of inelastic collisions involving NaCs molecules

are presented in Sec. 6.6. We have also begun investigations of vibrationally inelastic

collisions in a collaboration with Drs. Ross and Crozet in the Université Lyon and

this experiment is discussed in Sec. 6.7. As a by-product of our analysis of the

rotationally inelastic collision data at Lehigh, we also determine properties about

line broadening due to the various perturbers. These results are presented in Sec.

6.8. Lastly, comparison between experiment and theory is discussed in Sec. 6.9.
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6.2 Uncertainties

In the present work, the most significant source of error stems from the uncer-

tainty in the determination of the alkali atom densities. As described in Sec. 5.2.2,

we obtain potassium densities in the NaK experiment (or cesium densities in the

NaCs experiment) by recording white light absorption of the D1 and D2 transitions

of potassium (cesium). However, uncertainty in the alkali density arises due to the

nature of the operation of the heat pipe oven. The alkali densities are roughly con-

trolled by adjusting the power supplied to the heating coils surrounding the heat

pipe oven. When hot, the heat pipe oven is a dynamic system, and definitely not

in thermal equilibrium. Therefore, it is difficult to account for effects such as mi-

gration of the alkali metal from the center of the heat pipe. Over time, the sodium

and potassium (cesium) actually begin to separate, resulting in lower NaK (NaCs)

molecule densities within the center of the heat pipe oven. Moreover, the alkali

vapor density is not uniform throughout the oven. Additionally, the white light

equivalent width measurements sample the absorption along the entire length of the

vapor enclosed within the heat pipe, whereas the fluorescence signals are collected

only from a small region at the center of the oven within view of the side windows,

and the polarization spectra are gathered from the region of the heat pipe where

the pump beam and probe beam overlap. The fact that we are using thermocouples

to measure the temperature of the heat pipe oven on the outside of each arm in-

creases our uncertainty slightly due to the fact that we are not measuring the actual

temperature within the heat pipe oven. Taking all this into account, and based on

previous measurements in our lab done by Jabbour et al. [63], Wolfe et al. [30], and

our own density measurements, we believe that a conservative error bar of thirty

percent on the potassium density (or cesium density) is reasonable.

We associate less uncertainty to the inert gas density which we control with

regulating valves and measure just outside the heat pipe oven with a capacitance

manometer. Since the system is open so that gas continuously flows into and out of

the heat pipe oven, the total pressure measured outside by the capacitance manome-

ter is equal to the total pressure inside the oven. Thus Pmeas = Palk+Pbuf . Since we
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can measure pressure to an accuracy of 0.01 Torr with the capacitance manometer,

we assign an uncertainty to the buffer gas pressure in the heat pipe oven as [43]

δPbuf
Pbuf

=
0.01 Torr

Pbuf
+ 0.3

Palk
Pbuf

. (6.1)

The contributions to the error are due to the pressure gauge uncertainty (first term

of the right hand side) and the uncertainty in the alkali partial pressure (second

term of the right hand side of Eq. (6.1)).

The uncertainties in the buffer gas pressure and the alkali vapor pressure are

incorporated into the uncertainties of the number densities of each species and

therefore are also incorporated into the uncertainties of fluorescence ratios (RF )

and polarization ratios (RP ). The total error in the fluorescence ratio is determined

by

δRF =

∣∣∣∣ ∂RF

∂nbuf

∣∣∣∣δnbuf +

∣∣∣∣ ∂RF

∂nalk

∣∣∣∣δnalk . (6.2)

Referring to Eq. (3.6), it can be seen that∣∣∣∣ ∂RF

∂nbuf

∣∣∣∣ =

∣∣∣∣ k∆J
buf

Γ

1 +
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Γ
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Γ
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−

(
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k∆J
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Γ
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)
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∣∣∣∣ (6.3)

and ∣∣∣∣ ∂RF

∂nalk

∣∣∣∣ =

∣∣∣∣ k∆J
alk

Γ

1 +
kQbuf

Γ
nbuf +

kQalk
Γ
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−

(
k∆J
buf

Γ
nbuf +

k∆J
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Γ
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)
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Γ(
1 +
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Γ
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)2

∣∣∣∣ . (6.4)

The relative uncertainty in the fluorescence ratio is given by

δRF

RF

=
1

RF

∣∣∣∣ ∂RF

∂nbuf

∣∣∣∣δnbuf +
1

RF
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−
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1 +
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A similar analysis yields the uncertainties in the polarization ratios using Eq. (3.43)

δRP

RP

=
1

RP

∣∣∣∣ ∂RP

∂nbuf

∣∣∣∣δnbuf +
1

RP
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(6.6)

In addition to uncertainties associated with the atomic perturber densities, there

are also uncertainties in the recorded intensities of the direct and collisional spectral

lines. These uncertainties are determined by examining the baseline noise from

scans taken with the most sensitive setting. The minimum and maximum of the

baseline are used to determine the uncertainty in the intensity for each day data

are recorded. We can see from Eq. (3.6) that the relative uncertainty contributions

from the collisional and direct line intensity ratios are

δRF

RF

=
δIFcol
IFcol

+
δIFdir
IFdir

(6.7)

for fluorescence, and similarly for the polarization signals

δRP

RP

=
δIPcol
IPcol

+
δIPdir
IPdir

. (6.8)

We include the uncertainty in the intensities for fluorescence and polarization signals

by adding them to Eq. (6.5) and Eq. (6.6), respectively, to yield

δRF

RF

=
1

RF

∣∣∣∣ ∂RF

∂nbuf

∣∣∣∣δnbuf +
1

RF
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+
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(6.9)

and
δRP

RP

=
1

RP

∣∣∣∣ ∂RP
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1

RP

∣∣∣∣ ∂RP
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δIPcol
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+
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. (6.10)
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Equations (6.9) and (6.10) account for the errors in the alkali and noble gas atom

densities (the independent variables in our fits) by incorporating them into the errors

in the dependent variables RF and RP . This approach simplifies the fitting process

and is convenient since the version of the fitting software, Origin, available in our

lab, does not provide an option to assign error bars to the independent variables.

The uncertainties quoted in the results presented in this dissertation are the sta-

tistical uncertainties obtained from the least-squares fits of the data as determined

using the Origin non-linear fitting tool. However, we must realize that some of the

sources of error in this work are systematic, and this must be taken into account

when interpreting the results.

6.3 Analysis of Spectra

In recording data for this work, we have to be careful to control the collision

environment. In particular, we want to make sure that the perturber density is suf-

ficiently low that we remain in the single-collision regime. To do this, we require the

collision rates to be much less than the radiative rate. This means keeping the alkali

density and buffer gas densities low. However, every experiment involves trade-offs

and we also need to ensure that there is enough alkali vapor and buffer gas atoms to

provide a sufficiently large number of molecules for usable signal, and a sufficiently

large number of collisions to distinguish collisional lines from the background noise.

In this vein, we must also carefully control the ratio of alkali atom to buffer gas

atom densities in order to determine their separate effects as collision partners. The

cross-sections for rotationally inelastic collisions of NaK and NaCs molecules with

alkali atom perturbers are typically larger than those for inert gas atom perturbers.

In NaK, the rotationally inelastic collisional rate coefficients for potassium are about

an order of magnitude larger than those for inert gases for the ∆J = odd collisions.

The inert gas pressure must also be kept at least equal to the alkali pressure to

prevent the alkali from coating the oven windows.

In observing the direct and collisional lines in this research at Lehigh, we have
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noticed that the collisional lines are broader than the direct lines. Therefore, we

cannot simply take the ratio of peak heights to get an accurate measure of the flu-

orescence and polarization intensity ratios. The OODR technique is intrinsically

Doppler-free. However, pressure broadening affects both the direct and collisional

lines, while the collisional lines experience additional broadening due to the inelastic

collisions they have suffered that also can change the velocity of the molecule (and

re-introduce some Doppler broadening). For our analysis, we incorporate these ef-

fects by using spectral line areas to determine intensity ratios.

To determine line areas, the first step is to assign a baseline to each spectrum.

In our work at Lehigh, we determine a two point, sloping baseline with a point

on either side of line center, and sufficiently far from line center that they are not

significantly affected by the wings of the spectral line of interest. After we have

determined a baseline, we integrate the area of the peak and determine the height

and FWHM.

In the case of the spectra taken using the Fourier transform spectrometer in

Lyon, we simply use peak heights in determining the fluorescence ratios. The width

of each peak is limited by the resolution of the Bomem FTS (the NaK fluorescence

peaks are much narrower than the absorption dips for the potassium atomic lines).

The instrument resolution causes the direct and collisional lines to have the same

widths. Therefore, intensity ratios can be determined from peak heights for the Lyon

data. An additional advantage of the fact that all lines should have approximately

the same width is that it allows us to determine if a given peak is contaminated by

an overlapping peak. A peak that is significantly broader than the rest is likely to

be contaminated by an overlapping peak and therefore should not be used in the

analysis.

Another advantage of the FT spectra is that the same upper state population

can be observed on several transitions (∆J = ±1 and many different lower state vi-

brational levels). Thus, we check our fluorescence ratios using direct and collisional

lines associated with P or R sequences belonging to different lower state vibrational
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levels. We note that the fluorescence ratios obtained from data collected in Lyon

are consistent with the fluorescence ratios obtained using the OODR technique at

Lehigh in the present work and in the work of Wolfe et al. [30].

6.4 NaK Population and Orientation Transfer

6.4.1 Inelastic Collisions of NaK 2(A)1Σ+(16, 30) Molecules

In this section we present our results for population and orientation transfer of

NaK 2(A)1Σ+(16, 30) molecules colliding with argon and helium pertrubers. We

have used various methods to fit our data. The results of each fitting method are

presented in tables in this chapter. Since we have refit the collisional rate coeffi-

cients using the data from Wolfe et al. [30] in addition to our new data from Lyon,

improved argon rate coefficients are also reported.

Due to correlations between some of the parameters in the fit of both RF and

RP , there is a tendency for certain parameters to “run away” (i.e., fail to converge

to a finite value). To address this issue, we employed various methods of fitting the

data for comparison. These data are fit using the RF and RP equations [Eqs. (3.6)

and (3.43)] using the computer program Origin (Ver. 7.5), with the built-in multiple

regression analysis. We input an initial order-of-magnitude estimate for the value of

each parameter and set upper and lower bounds on the parameters as needed; i.e.,

each f value must be between 0 and 1, and rate coefficients cannot be negative.

In each of the fitting methods, the values of g′X were fixed according to Eq.

(3.44). The parameter of g′X is highly correlated to the fX and kQX values and some-

times fails to converge to a finite value if left to vary in the fitting process. Thus we

fix g′X to the value given by the approximation in Eq. (3.44). Tests of the fitting

show that setting g′X to zero in the fit for any species X, changes the corresponding

fX and kQX values by only a few percent due to the fact that g′X is more than one

order of magnitude smaller than the quenching rate for that perturber. Setting the
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value of gx = kQX +g′X equal to the contribution from species X to the collisional line

width, kbrX , of the direct line, which should represent an upper limit on gX , causes

some of the f -values to converge to one, and yields much higher χ2 values. For

each separate fitting method, the g′ values were manually adjusted at each iteration

according to Eq. (3.44) using the new values of k∆J
X and fX .

Global Fit

In the first method of fitting the data, we fit all of the polarization data and

all fluorescence data simultaneously. We call this method the “global fit”. In this

global fit, we fit the data together since the equations for RF and RP share the

global parameters, kQbuf and kQalk and the individual ∆J collision rate coefficients,

k∆J
buf and k∆J

alk . In our analysis, we also simultaneously fit the collisional data for

NaK in a given initial ro-vibrational level of the 2(A)1Σ+state with both argon and

and helium perturbers, since the alkali parameters are still shared parameters re-

gardless of the inert gas perturber. In the global fit, the potassium rate coefficients

kQK , k∆J=±1,±2,±3,±4
K , and f∆J

K were common parameters to the helium, argon and

heat-pipe mode data sets, while the argon rate coefficients, kQAr, k
∆J
Ar , and f∆J

Ar were

only relevant for the argon data (and similarly for helium). The population transfer

rate coefficients resulting from this fit are listed in Table 6.1 and the orientation

transfer f -values are presented in Table 6.2.
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Global Fit
Population transfer and quenching rate coefficients

NaK 2(A)1Σ+(16, 30)

Argon Helium Potassium

∆J k∆J
Ar (10−11 cm3s−1) k∆J

He (10−11 cm3s−1) k∆J
K (10−10 cm3s−1)

-4 9.3± 0.7 11± 1 1.6± 0.2

-3 7.0± 0.6 2.2± 0.2 2.0± 0.2

-2 20± 1 20± 1 3.7± 0.4

-1 10± 1 4.2± 0.4 5.0± 0.5

+1 8.3± 0.7 3.7± 0.5 8.5± 0.7

+2 20± 1 20± 1 7.1± 0.7

+3 5.3± 0.4 3.2± 0.3 2.4± 0.3

+4 8.7± 0.6 11± 1 1.7± 0.2

Quenching kQAr(10−9 cm3s−1) kQHe(10−9 cm3s−1) kQK(10−8 cm3s−1)

1.3± 0.1 1.8± 0.1 1.2± 0.1

Table 6.1: Table of parameters determined from the “global fit” method using fluo-
rescence ratio (RF ) data and polarization ratio (RP ) data for collisions of
NaK 2(A)1Σ+(16, 30) molecules with argon, helium, and potassium. Γ =
4.4× 107 s−1, determined using the computer program LEVEL [40] with the
2(A)1Σ+potential of Ref. [11], the 1(X)1Σ+potential of Ref. [10] and the
transition dipole moment function of Ref. [33].
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Global Fit
Transfer of Orientation
NaK 2(A)1Σ+(16, 30)

Argon Helium Potassium

∆J f∆J
Ar f∆J

He f∆J
K

-4 0.71± 0.04 0.66± 0.05 0.95± 0.04

-3 0.67± 0.05 0± 0.33 0.87± 0.05

-2 0.50± 0.04 0.30± 0.05 0.91± 0.02

-1 0.47± 0.05 0.27± 0.17 0.96± 0.01

+1 0.35± 0.05 0± 0.23 0.94± 0.01

+2 0.53± 0.03 0.19± 0.06 0.92± 0.01

+3 0.57± 0.06 0± 0.31 0.89± 0.05

+4 0.52± 0.06 0± 0.11 1± 0.15

Table 6.2: Table of parameters determined from the “global fit” method using fluo-
rescence ratio (RF ) data and polarization ratio (RP ) data for collisions of
NaK 2(A)1Σ+(16, 30) molecules with argon, helium, and potassium. Γ =
4.4× 107 s−1, determined using the computer program LEVEL [40] with the
2(A)1Σ+potential of Ref. [11], the 1(X)1Σ+potential of Ref. [10] and the
transition dipole moment function of Ref. [33]. The value of f∆J

X represents
the fraction of orientation destroyed in a collision of NaK 2(A)1Σ+(16, 30)
molecules with atoms of species X where the final molecular state has rota-
tional quantum number 30 + ∆J .
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Separate Buffer Gas Fit

In the second method, we fit the argon fluorescence and polarization data sep-

arately from the helium fluorescence and polarization data. In this case, though

we separate the data for different buffer gases, we still fit the corresponding RF

and RP data together for a given buffer gas. We call this the “separate buffer gas

fit”. Since the heat pipe mode data is included with the argon data but not with

the helium data, we used the potassium parameters k∆J
K , kQK , and f∆J

K determined

from the argon fit and fixed them in the helium fit to determine k∆J=±1,±2,±3,±4
He , kQHe,

and f∆J
K . Results from the separate buffer gas fit are presented in Tables 6.3 and 6.4.
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Separate Buffer Gas Fit
Population transfer and quenching rate coefficients

NaK 2(A)1Σ+(16, 30)

Argon Helium Potassium

∆J k∆J
Ar (10−11 cm3s−1) k∆J

He (10−11 cm3s−1) k∆J
K (10−10 cm3s−1)

-4 9.3± 0.7 11± 1 1.6± 0.2

-3 7.0± 0.6 2.1± 0.2 2.1± 0.3

-2 20± 1 19± 1 3.7± 0.5

-1 10± 0.8 4.1± 0.3 5.0± 0.6

+1 8.2± 0.7 3.3± 0.5 8.7± 0.9

+2 20± 1 19± 1 7.3± 0.8

+3 5.3± 0.4 3.1± 0.2 2.5± 0.3

+4 8.7± 0.7 11± 1 1.7± 0.3

Quenching kQAr(10−9 cm3s−1) kQHe(10−9 cm3s−1) kQK(10−8 cm3s−1)

1.3± 0.1 1.7± 0.1 1.2± 0.2

Table 6.3: Table of parameters determined from the “separate buffer gas fit” method
using fluorescence ratio (RF ) data and polarization ratio (RP ) data for colli-
sions of NaK 2(A)1Σ+(16, 30) molecules with argon, helium, and potassium.
Γ = 4.4× 107 s−1, determined using the computer program LEVEL [40] with
the 2(A)1Σ+potential of Ref. [11], the 1(X)1Σ+potential of Ref. [10] and the
transition dipole moment function of Ref. [33].
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Separate Buffer Gas Fit
Transfer of Orientation
NaK 2(A)1Σ+(16, 30)

Argon Helium Potassium

∆J f∆J
Ar f∆J

He f∆J
K

-4 0.71± 0.04 0.66± 0.05 0.95± 0.04

-3 0.66± 0.05 0± 0.34 0.87± 0.05

-2 0.50± 0.04 0.30± 0.05 0.91± 0.02

-1 0.47± 0.05 0.28± 0.16 0.96± 0.01

+1 0.33± 0.06 0± 0.25 0.94± 0.01

+2 0.53± 0.03 0.19± 0.05 0.92± 0.01

+3 0.56± 0.06 0± 0.32 0.90± 0.05

+4 0.49± 0.06 0± 0.10 1± 0.15

Table 6.4: Table of parameters determined from the “separate buffer gas fit” method
using fluorescence ratio (RF ) data and polarization ratio (RP ) data for colli-
sions of NaK 2(A)1Σ+(16, 30) molecules with argon, helium, and potassium.
Γ = 4.4× 107 s−1, determined using the computer program LEVEL [40] with
the 2(A)1Σ+potential of Ref. [11], the 1(X)1Σ+potential of Ref. [10] and the
transition dipole moment function of Ref. [33]. The value of f∆J

X represents
the fraction of orientation destroyed in a collision of NaK 2(A)1Σ+(16, 30)
molecules with atoms of species X where the final molecular state has rota-
tional quantum number 30 + ∆J .
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Fluorescence and Polarization Fit

In the third method, we separated the fluorescence data from the polarization

data in the fits, first fitting all of the fluorescence data for the argon and the helium

data sets simultaneously. We then used the collisional rate coefficients (k∆J
Ar , k∆J

He ,

k∆J
K , kQAr, k

Q
He, and kQK) for argon, helium and potassium from the fit of the fluores-

cence data and fixed these values when fitting the polarization data for argon and

helium data sets together. We call this method the “fluorescence and polarization

fit”. Results from the fluorescence and polarization fit are presented in Tables 6.5

and 6.6.
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Fluorescence and Polarization Fit
Population transfer rate coefficients

NaK 2(A)1Σ+(16, 30)

Argon Helium Potassium

∆J k∆J
Ar (10−11 cm3s−1) k∆J

He (10−11 cm3s−1) k∆J
K (10−10 cm3s−1)

-4 9.4± 0.7 9.9± 0.6 1.0± 0.1

-3 7.3± 0.5 2.2± 0.2 1.3± 0.2

-2 21± 1 18± 1 2.4± 0.3

-1 11± 1 4.3± 0.3 3.2± 0.4

+1 9.4± 0.7 4.0± 0.5 5.9± 0.6

+2 21± 1 19± 1 4.6± 0.5

+3 5.6± 0.4 3.2± 0.2 1.6± 0.2

+4 8.6± 0.6 10± 1 1.1± 0.2

Quenching kQAr(10−9 cm3s−1) kQHe(10−9 cm3s−1) kQK(10−9 cm3s−1)

1.4± 0.1 1.7± 0.1 7.5± 1.0

Table 6.5: Table of parameters determined from the “fluorescence and polarization fit”
method using fluorescence ratio (RF ) data and polarization ratio (RP ) data
for collisions of NaK 2(A)1Σ+(16, 30) molecules with argon, helium, and
potassium. Γ = 4.4×107 s−1, determined from the computer program LEVEL
[40] with the 2(A)1Σ+potential of Ref. [11], the 1(X)1Σ+potential of Ref. [10]
and the transition dipole moment of Ref. [33].
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Fluorescence and Polarization Fit
Transfer of Orientation
NaK 2(A)1Σ+(16, 30)

Argon Helium Potassium

∆J f∆J
Ar f∆J

He f∆J
K

-4 0.76± 0.03 0.67± 0.05 0.95± 0.04

-3 0.71± 0.04 0± 0.29 0.86± 0.05

-2 0.58± 0.03 0.33± 0.05 0.91± 0.02

-1 0.56± 0.04 0.36± 0.14 0.96± 0.01

+1 0.47± 0.03 0± 0.16 0.94± 0.01

+2 0.60± 0.02 0.26± 0.05 0.92± 0.02

+3 0.63± 0.05 0± 0.28 0.90± 0.06

+4 0.56± 0.05 0.02± 0.10 1± 0.19

Table 6.6: Table of parameters determined from the “fluorescence and polarization fit”
method using fluorescence ratio (RF ) data and polarization ratio (RP ) data
for collisions of NaK 2(A)1Σ+(16, 30) molecules with argon, helium, and
potassium. Γ = 4.4×107 s−1, determined from the computer program LEVEL
[40] with the 2(A)1Σ+potential of Ref. [11], the 1(X)1Σ+potential of Ref. [10]
and the transition dipole moment of Ref. [33]. The value of f∆J

X represents
the fraction of orientation destroyed in a collision of NaK 2(A)1Σ+(16, 30)
molecules with atoms of species X where the final molecular state has rota-
tional quantum number 30 + ∆J .
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Fully Separated Fit

In the fourth and final method, we separately fit the argon fluorescence data, the

argon polarization data, the helium fluorescence data, and the helium polarization

data sets. The argon data sets (which also include the heat pipe mode data) are

more sensitive to the effects of potassium, and determine potassium rate coefficients

with smaller error bars. Therefore, we determine the potassium rate coefficients k∆J
K

and kQK from the argon RF fit and use them in the helium RF data fit to yield the

helium rate coefficients, k∆J
He and kQHe. We also use k∆J

Ar , k∆J
K , kQAr, and kQK from the

argon RF fit in the argon RP fit to yield f∆J
Ar and f∆J

K . Finally, we use the k∆J
X and

kQX rate coefficients from the argon and helium RF fits and f∆J
K from the argon RP

fit in the helium RP fit to determine f∆J
He . We call this fit the “fully separated fit”,

and results from this fit are presented in Tables 6.7 and 6.8.
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Fully Separated Fit
Population transfer rate coefficients

NaK 2(A)1Σ+(16, 30)

Argon Helium Potassium

∆J k∆J
Ar (10−11 cm3s−1) k∆J

He (10−11 cm3s−1) k∆J
K (10−10 cm3s−1)

-4 9.0± 0.6 9.6± 0.5 0.9± 0.1

-3 7.1± 0.5 2.2± 0.2 1.1± 0.2

-2 20± 1 18± 1 2.0± 0.3

-1 11± 1 4.5± 0.3 2.6± 0.4

+1 9.3± 0.7 4.2± 0.4 5.0± 0.6

+2 20± 1 18± 1 3.9± 0.5

+3 5.4± 0.4 3.2± 0.2 1.4± 0.2

+4 8.3± 0.6 10± 1 1.0± 0.2

Quenching kQAr(10−9 cm3s−1) kQHe(10−9 cm3s−1) kQK(10−9 cm3s−1)

1.4± 0.1 1.7± 0.1 6.0± 1.0

Table 6.7: Table of parameters determined from the “fully separated fit” method using
fluorescence ratio (RF ) data and polarization ratio (RP ) data for collisions
of NaK 2(A)1Σ+(16, 30) molecules with argon, helium, and potassium. Γ =
4.4 × 107 s−1, determined from the computer program LEVEL [40] with the
2(A)1Σ+potential of Ref. [11], the 1(X)1Σ+potential of Ref. [10] and the
transition dipole moment of Ref. [33].
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Fully Separated Fit
Transfer of Orientation
NaK 2(A)1Σ+(16, 30)

Argon Helium Potassium

∆J f∆J
Ar f∆J

He f∆J
K

-4 0.77± 0.03 0.67± 0.05 0.94± 0.04

-3 0.73± 0.04 0± 0.28 0.86± 0.06

-2 0.60± 0.03 0.34± 0.05 0.90± 0.02

-1 0.59± 0.03 0.39± 0.13 0.96± 0.01

+1 0.50± 0.03 0± 0.15 0.95± 0.01

+2 0.62± 0.02 0.28± 0.05 0.92± 0.02

+3 0.65± 0.04 0± 0.26 0.90± 0.06

+4 0.54± 0.05 0.05± 0.10 1± 0.20

Table 6.8: Table of parameters determined from the “fully separated fit” method us-
ing fluorescence ratio (RF ) data and polarization ratio (RP ) data for colli-
sions of NaK 2(A)1Σ+(16, 30) molecules with argon, helium, and potassium.
Γ = 4.4× 107 s−1, determined from the computer program LEVEL [40] with
the 2(A)1Σ+potential of Ref. [11], the 1(X)1Σ+potential of Ref. [10] and the
transition dipole moment of Ref. [33]. The value of f∆J

X represents the frac-
tion of orientation destroyed in a collision of NaK 2(A)1Σ+(16, 30) molecules
with atoms of species X where the final molecular state has rotational quan-
tum number 30 + ∆J .
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6.5 Comparison of Fitting Methods and Results

Figures 6.1 through 6.13 show comparisons of the rate coefficients and f values

obtained from the different fitting procedures. It can be seen that the different fitting

methods produce results that are consistent within error bars. However, it appears

that the global fit generally produces the “best” results (smallest error bars). This

is not surprising since the global fit method uses all available data to determine each

parameter. In the remainder of this chapter, we will only continue the discussion

using the global fit results.

Plots of measured helium RF values for each ∆J and for each experimental “run”

(different helium densities but fixed potassium density) are shown in Figs. 6.14 to

6.21, along with calculated RF values obtained using the global fit parameters of

Table 6.1. Similar plots for helium RP values are shown in Figs. 6.22 to 6.29 along

with calculated final RP values obtained using the parameters of Tables 6.1 and 6.2.

Final k∆J
Ar , k∆J

He and k∆J
K values are plotted versus ∆J in Figs. 6.30 to 6.32, while

f∆J
Ar , f∆J

He , and f∆J
K are plotted in Figs. 6.33 to 6.35. Comparisons of the quenching

rate coefficients are presented in Fig. 6.7

107



1 2 3 4 5
0

2

4

6

8

10

12

14

1= Global Fit

2= Separate Buffer Gas Fit

3= Fluorescence and Polarization Fit

4= Fully Separated Fit

5= Wolfe et al.

k
J=

+
1

A
r

(1
0-1

1 cm
3 s-1

)

Fitting Method

(a) ∆J = +1

1 2 3 4 5
0.0

0.5

1.0

1.5

2.0

2.5

3.0

1= Global Fit

2= Separate Buffer Gas Fit

3= Fluorescence and Polarization Fit

4= Fully Separated Fit

5= Wolfe et al.

k
J=

+
2

A
r

(1
0-1

0 cm
3 s-1

)

Fitting Method

(b) ∆J = +2

1 2 3 4 5
0

1

2

3

4

5

6

7

8

9

10
1= Global Fit

2= Separate Buffer Gas Fit

3= Fluorescence and Polarization Fit

4= Fully Separated Fit

5= Wolfe et al.

k
J=

+
3

A
r

(1
0-1

1 cm
3 s-1

)

Fitting Method

(c) ∆J = +3

1 2 3 4 5
0

2

4

6

8

10

12

14
1= Global Fit

2= Separate Buffer Gas Fit

3= Fluorescence and Polarization Fit

4= Fully Separated Fit

5= Wolfe et al.
k


J
=

+
4

A
r

(1
0

-1
1
c

m
3
s

-1
)

Fitting Method

(d) ∆J = +4

Figure 6.1: Plots of the fitted argon rate coefficients for positive ∆J collisions obtained
using each of the described fitting methods.
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Figure 6.2: Plots of the fitted argon rate coefficients for negative ∆J collisions for each
of the described fitting methods.

109



1 2 3 4
0

2

4

6

8
1= Global Fit

2= Separate Buffer Gas Fit

3= Fluorescence and Polarization Fit

4= Fully Separated Fit

k

J
=

+
1

H
e

(1
0

-1
1
c

m
3
s

-1
)

Fitting Method

(a) ∆J = +1

1 2 3 4
0

1

2

3
1= Global Fit

2= Separate Buffer Gas Fit

3= Fluorescence and Polarization Fit

4= Fully Separated Fit

k

J
=

+
2

H
e

(1
0

-1
0
c

m
3
s

-1
)

Fitting Method

(b) ∆J = +2

1 2 3 4
0

1

2

3

4

5 1= Global Fit

2= Separate Buffer Gas Fit

3= Fluorescence and Polarization Fit

4= Fully Separated Fit

k

J
=

+
3

H
e

(1
0

-1
1
c

m
3
s

-1
)

Fitting Method

(c) ∆J = +3

1 2 3 4
0.0

0.5

1.0

1.5

2.0
1= Global Fit

2= Separate Buffer Gas Fit

3= Fluorescence and Polarization Fit

4= Fully Separated Fit

k

J
=

+
4

H
e

(1
0

-1
0
c

m
3
s

-1
)

Fitting Method

(d) ∆J = +4

Figure 6.3: Plots of the fitted helium rate coefficients for positive ∆J collisions for each
of the described fitting methods.
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Figure 6.4: Plots of the fitted helium rate coefficients for negative ∆J collisions for each
of the described fitting methods.
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Figure 6.5: Plots of the fitted potassium rate coefficients for positive ∆J collisions for
each of the described fitting methods.
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Figure 6.6: Plots of the fitted potassium rate coefficients for negative ∆J collisions for
each of the described fitting methods.
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Figure 6.7: Plots of the fitted quenching rate coefficients for Ar in graph (a), He in graph
(b), and K in graph (c) for each of the described fitting methods.
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Figure 6.8: Plots of the fitted argon f values for positive ∆J collisions obtained using
each of the described fitting methods.
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Figure 6.9: Plots of the fitted argon f values for negative ∆J collisions for each of the
described fitting methods.
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Figure 6.10: Plots of the fitted helium f values for positive ∆J collisions for each of the
described fitting methods.
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Figure 6.11: Plots of the fitted helium f values for negative ∆J collisions for each of the
described fitting methods.
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Figure 6.12: Plots of the fitted potassium f values for positive ∆J collisions for each of
the described fitting methods.
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Figure 6.13: Plots of the fitted potassium f values for negative ∆J collisions for each of
the described fitting methods.
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Fluorescence Spectroscopy Data
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Figure 6.14: Plots of fluorescence ratio data (RF ) versus helium density for ∆J = +1
collisions of NaK 2(A)1Σ+(16, 30) molecules with helium and potassium
perturbers. Each panel represents a fixed potassium density nK . In this,
and subsequent plots, the calculated RF values (solid curves) were obtained
using the global fit parameters.
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Figure 6.15: Plots of fluorescence ratio data (RF ) versus helium density for ∆J = +2
collisions of NaK 2(A)1Σ+(16, 30) molecules with helium and potassium
perturbers. Each panel represents a fixed potassium density nK .
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Figure 6.16: Plots of fluorescence ratio data (RF ) versus helium density for ∆J = +3
collisions of NaK 2(A)1Σ+(16, 30) molecules with helium and potassium
perturbers. Each panel represents a fixed potassium density nK .
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Figure 6.17: Plots of fluorescence ratio data (RF ) versus helium density for ∆J = +4
collisions of NaK 2(A)1Σ+(16, 30) molecules with helium and potassium
perturbers. Each panel represents a fixed potassium density nK .
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Figure 6.18: Plots of fluorescence ratio data (RF ) versus helium density for ∆J = −1
collisions of NaK 2(A)1Σ+(16, 30) molecules with helium and potassium
perturbers. Each panel represents a fixed potassium density nK .
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Figure 6.19: Plots of fluorescence ratio data (RF ) versus helium density for ∆J = −2
collisions of NaK 2(A)1Σ+(16, 30) molecules with helium and potassium
perturbers. Each panel represents a fixed potassium density nK .
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Figure 6.20: Plots of fluorescence ratio data (RF ) versus helium density for ∆J = −3
collisions of NaK 2(A)1Σ+(16, 30) molecules with helium and potassium
perturbers. Each panel represents a fixed potassium density nK .
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Figure 6.21: Plots of fluorescence ratio data (RF ) versus helium density for ∆J = −4
collisions of NaK 2(A)1Σ+(16, 30) molecules with helium and potassium
perturbers. Each panel represents a fixed potassium density nK .
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Polarization Spectroscopy Data
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Figure 6.22: Plots of polarization ratio data (RP ) versus helium density for ∆J = +1
collisions of NaK 2(A)1Σ+(16, 30) molecules with helium and potassium
perturbers. Each panel represents a fixed potassium density nK . In this,
and subsequent plots, the calculated RP (solid curves) were obtained using
the global fit parameters.
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Figure 6.23: Plots of polarization ratio data (RP ) versus helium density for ∆J = +2
collisions of NaK 2(A)1Σ+(16, 30) molecules with helium and potassium
perturbers. Each panel represents a fixed potassium density nK .
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Figure 6.24: Plots of polarization ratio data (RP ) versus helium density for ∆J = +3
collisions of NaK 2(A)1Σ+(16, 30) molecules with helium and potassium
perturbers. Each panel represents a fixed potassium density nK .
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Figure 6.25: Plots of polarization ratio data (RP ) versus helium density for ∆J = +4
collisions of NaK 2(A)1Σ+(16, 30) molecules with helium and potassium
perturbers. Each panel represents a fixed potassium density nK .

130



0 2 4 6 8 10
0.00

0.01

0.02

0.03

0.04

0.05
R
P

n
He
(10

16
cm

-3
)

(a) nK = 1.80× 1015 cm−3

0 2 4 6 8 10
0.00

0.02

0.04

0.06

R
P

n
He
(10

16
cm

-3
)

(b) nK = 2.92× 1015 cm−3

0 2 4 6 8 10
0.00

0.02

0.04

0.06

R
P

n
He
(10

16
cm

-3
)

(c) nK = 5.37× 1015 cm−3

Figure 6.26: Plots of polarization ratio data (RP ) versus helium density for ∆J = −1
collisions of NaK 2(A)1Σ+(16, 30) molecules with helium and potassium
perturbers. Each panel represents a fixed potassium density nK .
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Figure 6.27: Plots of polarization ratio data (RP ) versus helium density for ∆J = −2
collisions of NaK 2(A)1Σ+(16, 30) molecules with helium and potassium
perturbers. Each panel represents a fixed potassium density nK .
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Figure 6.28: Plots of polarization ratio data (RP ) versus helium density for ∆J = −3
collisions of NaK 2(A)1Σ+(16, 30) molecules with helium and potassium
perturbers. Each panel represents a fixed potassium density nK .
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Figure 6.29: Plots of polarization ratio data (RP ) versus helium density for ∆J = −4
collisions of NaK 2(A)1Σ+(16, 30) molecules with helium and potassium
perturbers. Each panel represents a fixed potassium density nK .
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Figure 6.30: Plot of the fitted rate coefficients, k∆J
Ar , for collisions of argon with NaK

2(A)1Σ+(16, 30) using the global fit parameters of the data obtained in this
work and in the work of Wolfe et al. [30].
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Helium Rate Coefficients
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Figure 6.31: Plots of the fitted rate coefficients, k∆J
He , for collisions of helium with NaK

2(A)1Σ+(16, 30) using the global fit parameters of the data obtained in this
work.
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Potassium Rate Coefficients
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Figure 6.32: Plot of the fitted rate coefficients, k∆J
K , for collisions of potassium with

NaK 2(A)1Σ+(16, 30) using the global fit parameters of the data obtained
in this work and in the work of Wolfe et al. [30].
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Figure 6.33: Plot of the fitted fraction of orientation destroyed, f∆J
Ar , for rotationally

inelastic collisions of argon with NaK 2(A)1Σ+(16, 30) using the global fit
parameters of the data obtained in this work and in the work of Wolfe et
al. [30].
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Figure 6.34: Plot of the fitted fraction of orientation destroyed, f∆J
He , for rotationally

inelastic collisions of helium with NaK 2(A)1Σ+(16, 30) using the global fit
parameters of the data obtained in this work.
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Potassium f -values
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Figure 6.35: Plot of the fitted fraction of orientation destroyed, f∆J
K , for rotationally

inelastic collisions of potassium with NaK 2(A)1Σ+(16, 30) using the global
fit parameters of the data obtained in this work and in the work of Wolfe
et al. [30].
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Considering the various ∆J collisions, the ∆J = even parameters are the best

determined of the helium (and argon) rate coefficients and particularly the f values.

The f values for ∆J = odd collisions have large uncertainties, especially for he-

lium. Since the polarization signal is dependent on the population times orientation

[see Eq. (3.37)], a combination of a small collisional rate coefficient for population

transfer of NaK-He for ∆J = odd (i.e., small population in the collisional level)

coupled with the fact that potassium, despite a much larger population transfer

rate coefficient than the noble gases, destroys essentially all orientation during a

collision, results in small polarization signals relative to the noise. This results in

large uncertainties in the RP values, especially for the ∆J = odd population and

orientation parameters.

6.6 NaCs Population Transfer

As a comparison to the NaK rotationally inelastic collisional population transfer

studies, we also collected RF data on collisions of NaCs molecules with argon and he-

lium perturbers. We have carried out a series of fits of the RF data for the NaCs-Ar

collision experiment using all available fluorescence data and we call these “fluores-

cence fits”. The most important result of this experiment is that no ∆J = even

propensity is observed for NaCs-Ar collisions. Additionally, we have taken some pre-

liminary data using helium as a perturber to see if we notice a ∆J = even propensity

for these NaCs-He rotationally inelastic collisions.

We obtained values for the NaCs rate coefficients k∆J
Ar and k∆J

Cs for each ∆J

and the quenching rate, kQAr, using the measured RF values and Eq. (3.6). Let-

ting all of the rate coefficient parameters vary in the fit (with the general con-

straint that all parameters be positive), we obtain unphysical values k∆J=+1
Cs /Γ = 0

and kQCs/Γ ∼ 2 × 10−17 cm3. These values are certainly unphysical since this

would imply there is zero cross-section for rotationally inelastic collisions for NaCs

2(A)1Σ+(14, 32)-Cs that change J by one and that the cross-section for quenching

collisions is very much smaller than expected. However, we believe these anomalous
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results are due to the fact that we don’t have data from a regime where we are most

sensitive to measuring cesium collisions (such as data taken in “heat pipe” mode).

Thus cesium rate coefficients are difficult to determine from our current data set and

have large error bars (i.e., the error bar on the cesium quenching value is ∼ 100%).

In light of this fact, we carried out a series of fits with kQCs/Γ fixed to various

values over a broad range consistent with our measurement of kQK/Γ. We believe the

quenching rate coefficients for potassium in the NaK experiment and for cesium in

the NaCs experiment should be comparable in magnitude. With kQCs/Γ fixed to any

value between 1.0×−16 cm3 and 1.0×−15 cm3 we find that the fitted value of k∆J=+1
Cs

is non-zero and reasonable. In this test, we determined that fixing kQCs/Γ to almost

any reasonable value, and even setting it to zero or letting it vary in the fit has little

effect on the argon rate coefficients. Comparisons of these results are presented in

Figs. 6.36(a) and 6.36(b) for argon and cesium rate coefficients, respectively. Note

that the k∆J
Cs values essentially scale with kQCs. Therefore the cesium rate coefficients

are plotted in 6.36(b) in the form k∆J
Cs /k

Q
Cs.

The rate coefficients determined from the various fits with fixed values of kQCs/Γ

and also with kQCs/Γ allowed to vary are presented in Tables 6.9 through 6.15. We

believe that the most reliable values are obtained with kQCs/Γ = 3.0×10−16 cm3 (ap-

proximately equal to kQK/Γ). The results of the best fit using kQCs/Γ = 3.0×10−16 cm3

are given in Table 6.12, and calculated RF values obtained with these parameters

(solid lines) are plotted against the measured data in Figs. 6.37 to 6.44. Again,

it should be noted that the k∆J
Cs values essentially scale with kQCs. Therefore, if an

improved value of kQCs is determined in the future, the values of k∆J
Cs /Γ presented in

Table 6.12 should be multiplied by [kQCs(new)/Γ]/3.0× 10−16 cm3.
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Figure 6.36: a) Plots of rate coefficients for rotationally inelastic collisions of NaCs
2(A)1Σ+(14, 32) molecules with argon, comparing the results of fits ob-
tained with various fixed values of kQCs/Γ or with kQCs/Γ allowed to vary.

b) Same for cesium perturbers except plotted as k∆J
Cs /k

Q
Cs for rotationally

inelastic collisions of NaCs 2(A)1Σ+(14, 32), comparing the results of fits
obtained with various fixed values of kQCs/Γ or with kQCs/Γ allowed to vary.
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Fluorescence Fit, kQCs/Γ allowed to vary
Population transfer rate coefficients

NaCs 2(A)1Σ+(14, 32)

Argon Cesium

∆J k∆J
Ar (10−11 cm3s−1) k∆J

Cs (10−11 cm3s−1)

-4 2.2± 0.4 1.8± 1.7

-3 2.5± 0.4 3.9± 2.1

-2 4.6± 0.6 4.9± 3.0

-1 10± 1 8.9± 6.0

+1 9.4± 1.1 0± 4.0

+2 5.3± 0.7 5.2± 3.3

+3 2.9± 0.4 3.2± 1.9

+4 2.2± 0.3 0.6± 1.0

Quenching kQAr(10−10 cm3s−1) kQCs(10−10 cm3s−1)

7.3± 1.3 6.3± 6.4

Table 6.9: Table of parameters describing rotationally inelastic collisions of NaCs
2(A)1Σ+(14, 32) molecules with argon and cesium perturbers. The param-
eters were determined from the fluorescence fit of collisional to direct line
fluorescence ratios (RF ) for given cesium and argon densities. In this fit,
kQCs/Γ was allowed to vary. The value Γ = 2.8× 107s−1 was determined using
the computer program LEVEL [40] with the 2(A)1Σ+potential of Ref. [13],
the 1(X)1Σ+potential of Ref. [12], and the transition dipole moment of Ref.
[64].
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Fluorescence Fit, kQCs/Γ = 0 cm3

Population transfer rate coefficients
NaCs 2(A)1Σ+(14, 32)

Argon Cesium

∆J k∆J
Ar (10−11 cm3s−1) k∆J

Cs (10−11 cm3s−1)

-4 2.1± 0.3 0.6± 1.1

-3 2.5± 0.3 1.8± 0.6

-2 4.5± 0.5 2.0± 0.7

-1 9.9± 1.0 2.7± 1.3

+1 8.0± 0.8 0± 0.9

+2 5.2± 0.6 1.9± 0.8

+3 2.8± 0.3 1.4± 0.5

+4 2.1± 0.2 0± 0.4

Quenching kQAr(10−10 cm3s−1) kQCs(10−9 cm3s−1)

7.0± 1.1 0 (fixed)

Table 6.10: Table of parameters describing rotationally inelastic collisions of NaCs
2(A)1Σ+(14, 32) molecules with argon and cesium perturbers. The param-
eters were determined from the fluorescence fit of collisional to direct line
fluorescence ratios (RF ) for given cesium and argon densities. In this fit,
kQCs/Γ was fixed to zero. The value Γ = 2.8× 107s−1 was determined using
the computer program LEVEL [40] with the 2(A)1Σ+potential of Ref. [13],
the 1(X)1Σ+potential of Ref. [12], and the transition dipole moment of Ref.
[64].
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Fluorescence Fit, kQCs/Γ = 1.0× 10−16 cm3

Population transfer rate coefficients
NaCs 2(A)1Σ+(14, 32)

Argon Cesium

∆J k∆J
Ar (10−11 cm3s−1) k∆J

Cs (10−10 cm3s−1)

-4 2.1± 0.4 0.6± 0.1

-3 2.1± 0.4 1.1± 0.1

-2 4.4± 0.6 1.5± 0.1

-1 9.5± 1.2 3.0± 0.1

+1 9.7± 1.2 1.1± 0.2

+2 5.1± 0.7 1.6± 0.1

+3 2.8± 0.4 0.9± 0.1

+4 2.2± 0.3 0.4± 0.1

Quenching kQAr(10−10 cm3s−1) kQCs(10−9 cm3s−1)

6.8± 1.3 2.8 (fixed)

Table 6.11: Table of parameters describing rotationally inelastic collisions of NaCs
2(A)1Σ+(14, 32) molecules with argon and cesium perturbers. The parame-
ters were determined from the fluorescence fit of collisional to direct line flu-
orescence ratios (RF ) for given cesium and argon densities. In this fit, kQCs/Γ
was fixed to the value 1.0×10−16 cm3. The value Γ = 2.8×107s−1 was deter-
mined using the computer program LEVEL [40] with the 2(A)1Σ+potential
of Ref. [13], the 1(X)1Σ+potential of Ref. [12], and the transition dipole
moment of Ref. [64].
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Fluorescence Fit, kQCs/Γ = 3.0× 10−16 cm3

Population transfer rate coefficients
NaCs 2(A)1Σ+(14, 32)

Argon Cesium

∆J k∆J
Ar (10−11 cm3s−1) k∆J

Cs (10−10 cm3s−1)

-4 1.9± 0.4 1.6± 0.2

-3 1.6± 0.4 2.8± 0.1

-2 3.9± 0.7 3.9± 0.1

-1 8.6± 1.5 8.3± 0.2

+1 10± 2 3.9± 0.2

+2 4.6± 0.8 4.4± 0.1

+3 2.5± 0.5 2.5± 0.1

+4 2.2± 0.4 1.1± 0.1

Quenching kQAr(10−10 cm3s−1) kQCs(10−9 cm3s−1)

6.2± 1.6 8.5 (fixed)

Table 6.12: Table of parameters describing rotationally inelastic collisions of NaCs
2(A)1Σ+(14, 32) molecules with argon and cesium perturbers. The parame-
ters were determined from the fluorescence fit of collisional to direct line flu-
orescence ratios (RF ) for given cesium and argon densities. In this fit, kQCs/Γ
was fixed to the value 3.0×10−16 cm3. The value Γ = 2.8×107s−1 was deter-
mined using the computer program LEVEL [40] with the 2(A)1Σ+potential
of Ref. [13], the 1(X)1Σ+potential of Ref. [12], and the transition dipole
moment of Ref. [64].
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Fluorescence Fit, kQCs/Γ = 5.0× 10−16 cm3

Population transfer rate coefficients
NaCs 2(A)1Σ+(14, 32)

Argon Cesium

∆J k∆J
Ar (10−11 cm3s−1) k∆J

Cs (10−10 cm3s−1)

-4 1.9± 0.5 2.7± 0.2

-3 1.2± 0.5 4.4± 0.2

-2 3.7± 0.8 6.3± 0.1

-1 8.0± 1.8 13± 0.2

+1 11± 2 6.7± 0.3

+2 4.3± 1.0 7.1± 0.1

+3 2.3± 0.6 4.1± 0.1

+4 2.2± 0.5 1.8± 0.1

Quenching kQAr(10−10 cm3s−1) kQCs(10−8 cm3s−1)

5.9± 1.9 1.4 (fixed)

Table 6.13: Table of parameters describing rotationally inelastic collisions of NaCs
2(A)1Σ+(14, 32) molecules with argon and cesium perturbers. The parame-
ters were determined from the fluorescence fit of collisional to direct line flu-
orescence ratios (RF ) for given cesium and argon densities. In this fit, kQCs/Γ
was fixed to the value 5.0×10−16 cm3. The value Γ = 2.8×107s−1 was deter-
mined using the computer program LEVEL [40] with the 2(A)1Σ+potential
of Ref. [13], the 1(X)1Σ+potential of Ref. [12], and the transition dipole
moment of Ref. [64].
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Fluorescence Fit, kQCs/Γ = 7.0× 10−16 cm3

Population transfer rate coefficients
NaCs 2(A)1Σ+(14, 32)

Argon Cesium

∆J k∆J
Ar (10−11 cm3s−1) k∆J

Cs (10−10 cm3s−1)

-4 1.9± 0.6 3.7± 0.2

-3 0.8± 0.6 6.1± 0.2

-2 3.6± 1.0 8.7± 0.2

-1 7.8± 2.1 18± 0.2

+1 12± 2 9.5± 0.4

+2 4.2± 1.1 9.8± 0.2

+3 2.3± 0.7 5.7± 0.1

+4 2.3± 0.6 2.5± 0.2

Quenching kQAr(10−10 cm3s−1) kQCs(10−8 cm3s−1)

5.9± 2.3 2.0 (fixed)

Table 6.14: Table of parameters describing rotationally inelastic collisions of NaCs
2(A)1Σ+(14, 32) molecules with argon and cesium perturbers. The parame-
ters were determined from the fluorescence fit of collisional to direct line flu-
orescence ratios (RF ) for given cesium and argon densities. In this fit, kQCs/Γ
was fixed to the value 7.0×10−16 cm3. The value Γ = 2.8×107s−1 was deter-
mined using the computer program LEVEL [40] with the 2(A)1Σ+potential
of Ref. [13], the 1(X)1Σ+potential of Ref. [12], and the transition dipole
moment of Ref. [64].
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Fluorescence Fit, kQCs/Γ = 10× 10−16 cm3

Population transfer rate coefficients
NaCs 2(A)1Σ+(14, 32)

Argon Cesium

∆J k∆J
Ar (10−11 cm3s−1) k∆J

Cs (10−10 cm3s−1)

-4 2.0± 0.7 5.3± 0.3

-3 0.3± 0.8 8.6± 0.3

-2 3.7± 1.3 12± 0.2

-1 8.0± 2.6 26± 0.3

+1 13± 3 14± 0.5

+2 4.4± 1.4 14± 0.2

+3 2.3± 0.9 8.1± 0.2

+4 2.6± 0.7 3.6± 0.2

Quenching kQAr(10−10 cm3s−1) kQCs(10−8 cm3s−1)

6.5± 2.9 2.8 (fixed)

Table 6.15: Table of parameters describing rotationally inelastic collisions of NaCs
2(A)1Σ+(14, 32) molecules with argon and cesium perturbers. The parame-
ters were determined from the fluorescence fit of collisional to direct line flu-
orescence ratios (RF ) for given cesium and argon densities. In this fit, kQCs/Γ
was fixed to the value 10×10−16 cm3. The value Γ = 2.8×107s−1 was deter-
mined using the computer program LEVEL [40] with the 2(A)1Σ+potential
of Ref. [13], the 1(X)1Σ+potential of Ref. [12], and the transition dipole
moment of Ref. [64].
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Figure 6.37: Plots of fluorescence ratio data (RF ) versus argon density for ∆J = +1
collisions of NaCs 2(A)1Σ+(14, 32) molecules with argon perturbers. Each
panel represents a different fixed cesium atom density, nCs. In this, and
subsequent plots, the calculated RF values (solid curves) were obtained
using the fit parameters determined with kQCs/Γ = 3.0× 10−16 cm3.
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Figure 6.38: Plots of fluorescence ratio data (RF ) versus argon density for ∆J = +2
collisions of NaCs 2(A)1Σ+(14, 32) molecules with argon perturbers. Each
panel represents a different fixed cesium atom density, nCs.

Unlike NaK-Ar collisions, the NaCs collisional spectra and the fitted parameters

show no propensity for ∆J = even collisions. However, the difference between the

cesium rate coefficients for k∆J=+1
Cs and k∆J=−1

Cs seems to be a real effect and can be

seen directly from the spectra recorded at different cesium densities. As the cesium

density is increased and the argon density is decreased, there is a greater difference

in the intensities for the ∆J = +1 and ∆J = −1 collisional lines. Figure 6.45

shows an example set of such spectra which demonstrate this effect by showing two

collisional progressions obtained with different cesium densities but similar argon
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Figure 6.39: Plots of fluorescence ratio data (RF ) versus argon density for ∆J = +3
collisions of NaCs 2(A)1Σ+(14, 32) molecules with argon perturbers. Each
panel represents a different fixed cesium atom density, nCs.

density. The ratio of the ∆J = +1 collisional line intensity to the ∆J = −1 colli-

sional line intensity (I∆J=+1
col /I∆J=−1

col ) is smaller in the case of larger cesium density

(using either peak heights or line areas), and this is reflected in the fitted colli-

sional rate coefficients for cesium. When the cesium density is lowered and inelastic

collisions are dominated by argon, the ratio of the ∆J = +1 and ∆J = −1 line in-

tensities is much closer to one, and sometimes even larger than one due to a slightly

larger argon collision rate coefficient for ∆J = +1 (see Fig. 6.36(a)). Note that this

possible propensity for ∆J = negative in NaCs-Cs collisions is the opposite of what
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Figure 6.40: Plots of fluorescence ratio data (RF ) versus argon density for ∆J = +4
collisions of NaCs 2(A)1Σ+(14, 32) molecules with argon perturbers. Each
panel represents a different fixed cesium atom density, nCs.

we observe for NaK-K collisions.

We have taken some preliminary data to study rotationally inelastic collisions

of NaCs 2(A)1Σ+(14, 32) molecules with helium perturbers. Due to the larger

∆J = even propensity observed in NaK-He collisions compared to NaK-Ar colli-

sions, we wondered if such a difference could also be observed in NaCs-He collisions,

even though the NaCs is much less symmetric than NaK. It appears, based on the

data shown in Fig. 6.46, which were recorded using a low cesium density (hence the
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Figure 6.41: Plots of fluorescence ratio data (RF ) versus argon density for ∆J = −1
collisions of NaCs 2(A)1Σ+(14, 32) molecules with argon perturbers. Each
panel represents a different fixed cesium atom density, nCs.

low signal to noise ratio), that the ∆J = ±2 lines are comparable, if not larger than

the corresponding ∆J = ±1 lines. Thus it appears that the relative number of NaCs

∆J = even collisions compared to ∆J = odd collisions is significantly greater for

helium than for argon perturbers, even though a ∆J = even propensity for NaCs-He

collisions has not been clearly established.
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Figure 6.42: Plots of fluorescence ratio data (RF ) versus argon density for ∆J = −2
collisions of NaCs 2(A)1Σ+(14, 32) molecules with argon perturbers. Each
panel represents a different fixed cesium atom density, nCs.
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Figure 6.43: Plots of fluorescence ratio data (RF ) versus argon density for ∆J = −3
collisions of NaCs 2(A)1Σ+(14, 32) molecules with argon perturbers. Each
panel represents a different fixed cesium atom density, nCs.
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Figure 6.44: Plots of fluorescence ratio data (RF ) versus argon density for ∆J = −4
collisions of NaCs 2(A)1Σ+(14, 32) molecules with argon perturbers. Each
panel represents a different fixed cesium atom density, nCs.
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Figure 6.45: Plot of NaCs spectra using two different cesium densities and similar ar-
gon densities (nAr ∼ 6.0 × 1016 cm−3) comparing the difference in peak
intensities for ∆J = +1 and ∆J = −1 collisional lines.
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Figure 6.46: Spectra showing rotationally inelastic collisions ∆J = ±1, ±2 for NaCs
2(A)1Σ+(14, 32) NaCs molecules with argon and helium as the buffer gases.
The top trace shows a spectrum obtained using argon as the buffer gas
where we see a decrease in the intensity of the collisional peaks with in-
creasing |∆J |. The bottom trace shows the same collisional transitions
for NaCs, except with helium as the buffer gas. The relative number of
∆J = ±2 collisions compared to ∆J = ±1 collisions appears to be greater
for helium than for argon perturbers.
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6.7 Vibrationally Inelastic Collisions

Utilizing the polarization spectroscopy method in a V-type pump-probe scheme

(see Fig. 1.1), Wolfe [43] observed very weak and noisy spectral lines that he at-

tributed to vibration changing collisions in the NaK ground state. Collisional trans-

fer of population to a nearby vibrational level from the directly pumped level via

a vibrationally inelastic collision requires much more energy than a rotationally in-

elastic collision (but still much less than kBT ). We were interested to see whether

our OODR fluorescence method could be used to detect v-changing collisions in the

excited state (2(A)1Σ+) induced by alkali or noble gas perturbers. Unfortunately,

we were unable to observe clean v-changing collision signals in the OODR experi-

ment. Excited-state v-changing collisions are expected to be much more difficult to

observe than ground-state v-changing collisions, since in the former case, the colli-

sions compete with radiative decay (Γ ∼ 107 s−1) whereas in the latter, the collisions

compete with the much slower transit relaxation process (Γ ∼ 105 s−1 at our gas

pressures). In addition, the v-changing collision cross-section is significantly smaller

(about an order of magnitude) than J-changing collision cross-sections.

We found during our collaboration with Drs. Amanda Ross and Patrick Crozet

at Université Lyon that we could observe v changing collisions in the NaK 2(A)1Σ+

state using single-step excitation and observing the downward fluorescence with the

Fourier transform spectrometer. One advantage of the FTS experiment is that we

could record direct line and collisional line data on the same spectrum, even though

the direct and collisional lines are far apart in energy. We found the best way to

detect these vibrational relaxation lines was to excite a specific J level of a very low

lying vibrational level (v = 0, 1, or 2) of the 2(A)1Σ+state, and then observe colli-

sional lines associated with population transfer to different J levels of a neighboring

vibrational state. We were able to observe fluorescence from collisions that changed

v and J by using the initial ro-vibrational levels (0, 30), (1, 28), and (2, 33) of the

2(A)1Σ+state as shown in Fig. 6.47. The analysis of these spectra will be reported

in the PhD dissertation of Kara Richter [65], where the v-changing collision rate

coefficients will also be reported.
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Figure 6.47: Spectra showing fluorescence transitions originating in the NaK
2(A)1Σ+v = 0 level following the excitation of three different initial
2(A)1Σ+(v′, J ′) levels; (0, 30), (1, 28), and (2, 33). The top trace shows a
spectrum including the direct line and adjacent rotational collisional satel-
lites. These peaks in the top trace line up with weak peaks in the two lower
traces, where different direct lines were excited. From this comaprison, we
can identify lines associated with the v′ = 0 levels when exciting levels of
v′ = 1 or v′ = 2.

6.8 Line Broadening Analysis

As a by-product of our analysis of spectral line areas, which were used to deter-

mine the collisional to direct line intensity ratios for collisional transfer of population,

we also obtain direct line and collisional line widths, which increase with buffer gas

pressure due to pressure broadening. Recall that the full width at half-maximum of
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the Doppler-free, homogeneously broadened spectral line is

Γtot = kbralknalk + kbrbufnbuf + Γnat + Γpower + ... . (6.11)

Thus, if we plot the full width at half-maximum of the direct line versus the

buffer gas density, we expect to see a linear relationship. Specifically, a linear

fit of these data should yield a slope of kbrbuf and a y-intercept that is the sum

of the remaining homogeneous line broadening mechanisms, kbralknalk + Γnat + Γpower.

From this analysis of the measured direct line widths, Wolfe et al. [30] deter-

mined that the NaK 2(A)1Σ+(16, 30) broadening rate coefficient for argon is kbrAr =

(7.2 ± 0.1) × 10−9 cm3s−1 . Performing a similar analysis on our new data for

NaK 2(A)1Σ+(16, 30) molecules with helium perturbers (see Fig. 6.48), we obtain

a broadening rate coefficient kbrHe = (7.0 ± 0.4)× 10−9 cm3s−1.

We can also get an approximate value for the alkali broadening rate by plotting y-

intercept values from the line width versus helium and argon density plots along with

“heat pipe” mode data (where the buffer gas is excluded from the central region of

the heat pipe oven) versus potassium atom density. A linear fit to these data (see Fig.

6.48(e)) yields the slope that is equal to the potassium broadening rate coefficient,

kbrK , and the y-intercept, which corresponds to the remaining terms, Γnat + Γpower.

The resulting potassium broadening rate coefficient is kbrK = (4.1± 0.3)×10−8 cm3s−1

which is in agreement with the potassium broadening rate determined by Wolfe et

al. [30] of kbrK = (4.5 ± 0.2) × 10−8 cm3s−1. From the intercept of Fig. 6.48(e),

(4.1 ± 0.4) × 108 s−1, we obtain the natural linewidth of the direct transition plus

additional power broadening that may be present. This does not agree within un-

certainties with a value of (3.2 ± 0.3) × 108 s−1 from Wolfe et al. [30]. However,

Γnat ∼ 4.4×107 s−1, so most of this residual linewidth should be attributed to power

broadening, and that should clearly depend on laser power. In addition, the uncer-

tainties presented by Wolfe et al. and those presented here are statistical errors only.

Using line widths from many data sets taken with argon perturbers (including

the data set of Wolfe et al. [30]) and with helium perturbers, and using the zero

162



buffer gas pressure intercepts, our data suggest that our determination of the potas-

sium density is at least self consistent due to how well these data are modeled by a

linear fit as shown in Fig. 6.48(e). Such fits do not, however, rule out a consistent

systematic error in the potassium density. This systematic uncertainty, which affects

kbrK as well as all of the potassium rate coefficients k∆J
K and kQK , could be as large

as thirty percent from our conservative assignment of uncertainty in the potassium

density. However, we also note that such a systematic error would not affect relative

values of the k∆J
K ’s

Using the same type of analysis as in the NaK case, our studies of rotation-

ally inelastic collisions of NaCs 2(A)1Σ+(14, 32) molecules with argon atoms led

us to determine that the argon direct line broadening rate coefficient for NaCs is

kbrAr = (7.8 ± 0.2) × 10−9 cm3s−1 (see Fig. 6.49(a)-6.49(d)). This broadening rate

coefficient is slightly larger than what we have observed for broadening of the NaK

2(A)1Σ+(16, 30) spectral lines by argon. The broadening rate is sensitive to long

range interactions, where the polarizability of argon along with the large permanent

dipole moment of NaCs, may have an effect. Additionally, with a limited data set,

we plot the intercepts of the linear fits to these data to determine the cesium broad-

ening rate coefficient (see Fig. 6.49(d)). From this plot, we have determined that

kbrCs = (1.14 ± 0.04)× 10−8 cm3s−1. Again, the systematic uncertainty is very much

larger, and at least thirty percent.

6.9 Comparison of Experiment and Theory

Early calculations of rotationally inelastic collisions on NaK 2(A)1Σ+(v = 0, J ≤
25) molecules with helium perturbers carried out by the Hickman group at Lehigh

did not predict a propensity for ∆J = even collisions, while experimental studies on

NaK 2(A)1Σ+(16, 30) with argon did show such a propensity. At that point, it was

too early to draw conclusions from those results, since the experiments and theory

involved: 1) different perturbers (argon was not studied in the calculations because

the larger number of electrons required greater computer resources), 2) different

initial vibrational level, and 3) different initial rotational levels. Consequently, the
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present experimental work was begun to study the effects of initial v and J on the

collisional rate coefficients, to investigate NaK-He collisions, and to begin to study

NaCs collisions as a contrast to NaK. Meanwhile, work on the theoretical side was

also progressing. Malenda et al. [31] used a more robust basis set and were able to

demonstrate a strong ∆J = even propensity in NaK 2(A)1Σ+(v = 0, J ≤ 40)-He

collisions. Working with Drs. Ross and Crozet at Université Lyon, we prepared NaK

molecules in the 2(A)1Σ+(0, 14) state and observed rotationally inelastic collisions

with helium buffer gas atoms. We again observed a propensity for ∆J = even tran-

sitions in this experiment (see Fig. 6.50).

We are currently working to collect and analyze additional data corresponding

to our investigation of collisions involving NaK molecules prepared in the 2(A)1Σ+

(16, 14) state and the 2(A)1Σ+(0, 14) state. From these data we can make direct

comparisons with the calculations of Hickman and coworkers. The current calcula-

tions of NaK 2(A)1Σ+(v = 0, J ≤ 45) collisions with helium atoms show that for

large J most of the orientation is preserved during an inelastic collision (1−f ∼ 0.9

at J = 30, see Ref. [31]). In the current work we have found that the calculated

values of 1 − f for NaK 2(A)1Σ+(v = 0, J = 30) agree with the experimental re-

sults within uncertainties for NaK 2(A)1Σ+(16, 30) collisions with helium. For this

initial state, (16, 30), we have measured 1 − f to range from approximately 0.7 to

1.0 depending on the value of ∆J . However, the calculations predict a ∆J = even

propensity for orientation transfer as well as for population transfer and we can-

not confirm this result based on the experimental uncertainties. In addition to the

orientation transfer, the calculated absolute rate coefficients for collisions of NaK

2(A)1Σ+(0, 14) with helium are of the same order of magnitude as the experimen-

tally determined rate coefficients for collisions of NaK 2(A)1Σ+(16, 30) (see Fig. 6.31

and Ref. [31]).

We are continuing to collect and analyze experimental data for NaK 2(A)1Σ+(v =

0, 16, J = 14) collisions with helium and argon. With these new data, we aim to

make direct comparisons of the experimental and theoretical results. Hickman and
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coworkers have predicted that there is very little difference in the rotationally in-

elastic collision cross-sections for different initial vibrational levels of NaK 2(A)1Σ+,

but that there is a significant dependence on initial rotational level, especially at

lower J (see Ref. [31]). Again, we are currently working to determine whether our

experiment supports these calculated results for different initial rotational and/or

vibrational levels.

Finally, Hickman and coworkers have also begun calculations for population and

orientation transfer of the same initial ro-vibrational levels of the 2(A)1Σ+state

using argon as a collision partner. Specifically, we are interested to see if the cal-

culated results show a more dramatic propensity for ∆J = even collisions of NaK

2(A)1Σ+molecules for helium compared to argon. These new calculations will allow

further direct comparisons to current experimental data.
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Figure 6.48: (a)-(d) Plots of direct linewidths as functions of helium density for fixed
potassium densities. The potassium density is given for each panel. The
slopes of the fitted lines in plots (a) through (d) yield the helium broaden-
ing rate coefficient. The intercepts from plots (a) through (d) (and other
similar plots) are plotted versus potassium density in (e). The potassium
broadening rate coefficient is obtained from the slope of the best linear fit
of the data in (e).
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Figure 6.49: (a)-(c) Plots of NaCs direct linewidths as functions of argon density for
fixed cesium densities. The cesium density is given for each panel. The
slopes of the fitted lines in plots (a) through (c) yield the argon broaden-
ing rate coefficient. The intercepts from plots (a) through (c) are plotted
versus cesium density in panel (d). The cesium broadening rate coefficient
is obtained from the slope of the best linear fit of the data in plot (d).
The number of data sets obtained for NaCs is limited. Better fits can be
achieved once more data have been recorded.
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Figure 6.50: Fluorescence spectrum from NaK molecules prepared in the 2(A)1Σ+(0, 14)
state showing collisional satellite lines using helium as the buffer gas. From
this spectrum, we observe a propensity for ∆J = even collisions where
helium is the dominant collision partner (nHe is two orders of magnitude
greater than nK in this case).
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Chapter 7

Conclusions and Future Work

7.1 Inelastic Collisions

In this dissertation, I have described our investigations of rotationally inelastic

collisions in two separate molecular systems. We have explored rotationally inelas-

tic collisions involving the NaK molecule in greater depth than the earlier study of

Wolfe et al. [30] in our group by involving another lighter atomic collision partner

(He) and by varying the initially prepared ro-vibrational level of the molecule. We

have also expanded our collisional studies to involve vibrationally inelastic collisions

in the intermediate state. Additionally, we studied a new system, NaCs, which

serves as an interesting contrast to NaK.

From the previous work of Wolfe et al. [30], we learned that argon is less likely

than potassium to destroy orientation during collisions with NaK. From our NaK-

Ar and NaK-K collision studies, we believe that the polarizability of the atomic

perturber is a more important factor in scrambling orientation than is the mass of

the perturber. The masses of potassium and argon are very close, but potassium

is much more polarizable than argon. During a collision, the NaK molecule and

perturber atom each acquire an induced electric dipole moment and their principal

long-range interaction is the dipole-dipole interaction. We believe that potassium

is much more effective than argon at scrambling orientation because potassium is
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much more polarizable due to its loosely bound single valence electron. Additionally,

not only is potassium much more polarizable than the noble gases, but it also has

non-zero electronic angular momentum that can be converted to rotational angular

momentum in a collision. In fact, we observe that the NaK J-changing collision rate

coefficients with potassium perturbers are approximately a factor of ten greater than

those of the noble gases.

In the work presented here, we have learned that helium is less effective than

argon at transferring population to the ∆J = odd collisionally populated levels,

possibly due to a more symmetric three body interaction of NaK-He compared to

NaK-Ar. Helium is also less likely to destroy orientation during a collision than

argon. Again, the helium is not very polarizable. Therefore we would expect that

these collisions with helium are not as effective as collisions with argon for destroy-

ing orientation.

From our earlier investigations of NaK-Ar collisions, we discovered a strong

propensity for ∆J = even transitions. We first naively attributed this to the idea

that NaK is “somewhat homonuclear”. In the case of a true homonuclear molecule,

∆J = odd collisions are forbidden by symmetry considerations. Sodium and potas-

sium are closer in size and nuclear charge than sodium and cesium for example, and

in fact, we observed no such ∆J = even propensity for collisions of NaCs with argon.

However, the naive argument is untenable because our present studies of NaK-He

collisions demonstrate that the propensity for ∆J=even collisions is much more

pronounced than for NaK-Ar collisions. We also find that there is no ∆J = even

propensity for NaK-K collisions. The “homonuclearity” of NaK cannot depend on

the collision partner, so these studies reveal that something else is going on. The

current data suggest that there is a weak ∆J = even propensity for NaCs-He colli-

sions.

Prof. A.P. Hickman’s group at Lehigh has carried out theoretical calculations

of the J-changing and orientation changing collision cross-sections for NaK-He (one

of our main motivations for the current experimental study of NaK-He collisions
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was to provide a direct test of these calculations). In their calculations, they found

that the propensity is very strongly dependent on the long range behavior of the

atom-molecule potential. Current theoretical work in Prof. Hickman’s group in-

volves extending the calculations to NaK-Ar.

From our inelastic collisions analysis, we obtain peak heights and widths of the

direct 31Π(7, 29) ←2(A)1Σ+(16, 30) line, from which we determined helium line

broadening rate coefficients. Combining our data with that of Wolfe et al. [30], we

were able to also obtain an improved potassium line broadening rate coefficient for

the 31Π(7, 29)←2(A)1Σ+(16, 30) direct line. The line broadening rate coefficient for

NaK-K turns out to be about six times larger than the rate coefficient for NaK-He.

Additionally, from this same method, we obtained cesium and argon line broadening

rate coefficients for the NaCs 53Π0+(10, 31) ← b3Π0+ ∼2(A)1Σ+(14, 32) direct line.

The NaCs-Ar broadening rate coefficient is similar in magnitude to the NaK-Ar

broadening rate coefficient. Based on limited data for cesium collisions, we obtained

a cesium line broadening rate coefficient that is about four times smaller than that

for the NaK-K line broadening rate.

7.2 Future Work

As direct continuation of this work, we aim to collect additional rotationally

inelastic collisional data corresponding to the 2(A)1Σ+(16, 14) and 2(A)1Σ+(0, 14)

initial states of NaK with argon and helium. The calculations of cross-sections for

these collision processes are extensive, requiring super-computer resources. Perform-

ing these calculations with a smaller initial J is computationally more manageable.

Dr. Hickman and coworkers have performed calculations for rotationally inelastic

collisions of 2(A)1Σ+(15, 14) NaK molecules with helium and have begun calcu-

lations for rotationally inelastic collisions of 2(A)1Σ+(16, 14) NaK molecules with

argon. These will be directly comparable to data we are currently collecting.

Since we have studied inelastic collisions of NaK molecules with argon and he-

lium, a follow up to the current work is to study collisions involving heavier, more
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polarizable inert gas perturbers. The objective is to learn more about how pop-

ulation and orientation transfer in a rotationally inelastic collision is affected by

the mass and polarizability of the inert gas atom. We anticipate that a collision

partner with larger polarizability would result in larger f values for destruction of

orientation during an inelastic collision, and also have larger rate coefficients for

population transfer collisions. It would be interesting to observe if the propensity

for ∆J = even collisions becomes less pronounced with larger, more polarizable

inert gas atoms, since this propensity is smaller for NaK-Ar collisions compared to

NaK-He collisions.

In addition, Malenda et al. [31] have carried out theoretical quantum chemistry

calculations of alignment transfer probabilities in NaK-He collisions. Thus, as a

project for a future student, an experimental alignment study offers the possibility

to test these state-of-the-art calculations. Alignment is defined as [44],

Alignment =

〈
3M ′2

J − J ′(J ′ + 1)√
J ′(J ′ + 1)

[
J ′(J ′ + 1)− 3

4

]〉 , (7.1)

and is essentially a measure of the second moment of the distribution of population

over the MJ levels (i.e., are the high |MJ | or low |MJ | levels more likely to be pop-

ulated than the statistical average). In the alignment experiment, instead of using

a circularly polarized pump beam, which creates an orientation, a linearly polarized

pump beam is used polarized at 45 degrees with respect to the vertical polarization

of the probe beam. This creates a preferential (but symmetric) distribution in the

|MJ | levels, i.e., an alignment. Kara Richter [65] has derived an expression relating

the polarization spectroscopy probe signals to the intermediate state alignment as

observed in this 45◦ vertically polarized pump experiment. We have set up such an

experiment using this idea to show that we can, indeed, observe direct and colli-

sional lines (see Fig. 7.1).

In collaboration with Drs. Ross and Crozet of Université Lyon 1, we plan to

continue to investigate v-changing collisions of NaK with inert gas perturbers. Now

that we have observed vibrationally inelastic collisions in the intermediate 2(A)1Σ+
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Figure 7.1: An example of collisional relaxation as observed using the alignment po-
larization technique. This transition is the same as one we used for our
orientation studies, 31Π(7, 29) ← 2(A)1Σ+(16, 30) ← 1(X)1Σ+(0, 29). We
have found the signals in this alignment experiment to have more background
noise compared to those in the orientation experiment.

state of NaK with helium and argon, a future student could perform a study to de-

termine collision rate coefficients for these types of collisions and for various atomic

perturbers. From our preliminary investigation, we have found that the rate coef-

ficient for vibrationally inelastic collisions is about an order of magnitude smaller

than that for rotationally inelastic collisions. Thus such v-changing collisions may

be neglected in the theoretical calculations of the effects of rotationally inelastic

collisions. We plan to determine rate coefficients for v-changing collisions, and the

analysis of data already collected is being carried out by Richter [65]. An important
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difference between the v-changing and J-changing collision studies is that, in the

former case, care must be taken to include the effects of different radiative rates

(Γ) for different v levels and the fact that the detector response may vary across

different emission wavelength ranges.

In the current work we determined population transfer rate coefficients for NaCs

collisions with argon. An interesting follow up on this would be to determine rate

coefficients for NaCs-He rotationally inelastic collisions to determine the extent of

a propensity for ∆J = even collisions (to date, we have only one or two scans with

NaCs-He which seem to show a slight propensity for ∆J = even) and to measure the

transfer of orientation in NaCs-noble-gas collisions with a polarization spectroscopy

experiment. To carry out the NaCs polarization spectroscopy experiment in our lab

requires reversing the roles of the dye and Ti:Sapphire lasers (i.e., the Ti:Sapphire

beam would be circularly polarized so that it could act as the pump laser, while

the dye beam would be linearly polarized so it could serve as the probe) in order

the match the energy ranges of the lasers to the corresponding transition energies

of the molecules. Alternatively, we have demonstrated that polarization signals can

still be observed with the linearly polarized Ti:Sapphire serving as the “probe” even

though it is tuned to resonance with the 2(A)1Σ+(v′, J ′)←1(X)1Σ+(v′′, J ′′) transi-

tion, while the circularly polarized dye laser serves as the “pump” laser tuned to the

31Π(v, J) ←2(A)1Σ+(v′, J ′) transition. However, with this latter setup we noticed

that the polarization signals are much smaller than we observed in NaK. In this

case, the signals associated with the direct lines, are ∼ 10 nA in size, compared to

∼ 150 nA in the NaK experiment. So far, we have been unable to observe collisional

lines, since the stronger collisional line intensities are typically only expected to be

5− 10% of the direct line signal, and may be smaller depending on the conditions.

Presumably, the weak linearly polarized probe beam simply does not excite a suffi-

cient number of NaK molecules to the intermediate state.

Finally, an additional project for a future student, in light of work done by Faust

[38] on spin-orbit and non-adiabatic coupling between ro-vibrational levels of the

53Π0+ and 71Σ+ states of NaCs, is rotational energy transfer between nearby coupled
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electronic states. In NaCs the spin-orbit coupling of the 2(A)1Σ+ and 1(b)3Π0+

states is much larger than in NaK, such that almost every ro-vibrational level is

a mixture of singlet and triplet, and consequently almost every level is a “window

level”. The prepared ro-vibrational level of the molecule may have a much different

triplet amplitude than that of a nearby collisionally populated ro-vibrational level.

In the rate coefficients presented here for NaCs, we have neglected the issue of spin-

orbit effects and singlet-triplet (as opposed to singlet-singlet or triplet-triplet) level

transfer. In NaK, there are some known “window levels” in the intermediate state

which have significant amplitudes of both singlet and triplet character, and these

are often exploted for PFOODR spectroscopy. However, the ro-vibrational levels

used in the present collision studies on NaK are all of pure singlet character. As

an intermediate case, it would be advantageous to start with collisions of atomic

perturbers with NaK molecules prepared in a “window level” or of collisions which

transfer population to a “window level”, since the effects of coupled singlet-triplet

ro-vibrational levels are present, but are better better understood and not as extreme

as in the case of the NaCs molecule. The singlet and triplet character of levels is

almost certainly a factor in the transfer of population thereby affecting the collisional

rate coefficients. This effect would need to be taken into account in the RF equation

for coupled ro-vibrational levels in NaCs or NaK.
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