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 Abstract 

Fission yeast is a pill-shaped unicellular organism, and before dividing it grows by 

extension at the tips to double the original length. This work consists of mathematical 

models for how fission yeast controls this growth process. The models presented are 

either developed in collaboration with experimentalists or using published experimental 

work on this organism. 

First, in collaboration with experimentalists Maitreyi Das and Fulvia Verde, we 

examine the organization of the signaling protein Cdc42, which we implicate as a central 

part of a control system for polarized growth. Cdc42, a member of the Rho family of 

proteins, binds to the inner membrane of the cell tips where growth occurs. In 

collaboration, we find that the fraction of Cdc42 bound to a given cell tip correlates to its 

growth rate, and that the amount of bound Cdc42 undergoes anti-correlated oscillations 

between the cell tips. We present a model that describes how Cdc42 and related proteins 

effect this organization, and shows how the oscillations could function as an exploratory 

mechanism to help the system overcome a kinetic barrier. Experimental results from our 

collaborators, such as a loss of correlation in very long cells and a reorganization after 

disruptive drug treatment, validate the model. 

Next, using experimental results from literature, we turn to the patterned remodeling 

of the cell wall. We make a hypothesis that extends the result that Cdc42 marks cell tips 

for growth from previous work: that Cdc42 marks sites for growth on a microscopic 

level. A model for the fission yeast cell as an elastic shell being remodeled under turgor 
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pressure at a rate that depends on cortical Cdc42 levels reproduces essential experimental 

results, namely the ratio of signal width to cell diameter and a linear relation between 

growth rate and pressure, and gives an estimation of the wall remodeling rate at the cell 

tips. Since this model predicts that cell diameter depends crucially on the width of a 

Cdc42 signal, we consider the plausibility of mechanisms for establishing the width of 

that signal. We find that stronger-than-linear feedback from cell diameter to signal width 

leads to unstable width regulation, and propose an independent length scale such as from 

a reaction-diffusion-type mechanism for a cell-diameter-independent Cdc42 signal width. 

Finally, we describe a mathematical model consisting of Cdc42-signal-dependent cell 

growth, diffusing Cdc42 growth zones with native width, and an axis-sensing 

microtubule-based system capable of delivering landmark proteins to the cell tips that 

bias the diffusion of the growth zones. Parameter dependence of the model is explored, 

and we show that such a model can give straight, bent, and wide cells, all of which have 

been observed by experimentalists. We argue that such a model is consistent with the 

roles of cytoskeleton- and signal-related proteins and known aberrant shapes of mutant 

cells. 

As a whole, this work provides mechanistic insight into the system regulating shape 

and growth in one important model organism.  
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1. Introduction to Thesis 

There is nothing more fundamental about a cell than the barrier separating it from the 

outside environment, and managing that barrier is crucial for function and survival. In 

many cells, that barrier takes the form of a cell wall outside the plasma membrane. Cells 

traffic material into and out of their walls, sense their environment through them, separate 

them into compartments for division, and change overall cell shape by modifying them. 

This work is a study of physical aspects of cell growth, the process by which cells change 

their shape and expand their size. In general, the targeting of cell growth involves 

signaling proteins such as the Rho family of proteins, used to relay information across 

and around the cell; the cytoskeleton, a group of biopolymers such as actin and 

microtubules that can bridge the gap of length scales between individual proteins and the 

cell; cytoskeleton-related proteins such as those of the Arp2/3 complex that promotes 

actin branching, which facilitate the organization of the cytoskeletal proteins and can 

interact with the signaling proteins; and the cell wall, often made up of different 

polysaccharides such as chitin or β-1,3-glucan, along with the enzymes responsible for 

remodeling it. To study this complex process, we focus on fission yeast, which is a 

common model organism for cell growth and polarity. 

This chapter is intended as a roadmap for the chapters that follow. The thesis is 

organized around three chapters that correspond to three papers out of the four I wrote 

during my doctoral studies [1-4]. The work described herein is a study of how cells 

change their shape, and it focuses specifically on fission yeast, a single-celled eukaryotic 

organism. Because changes to shape occur at dramatically different scales of space and 
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time from the proteins that make up the cell and their interactions (this idea will be 

further described in section 3-1), cell growth is governed by the collective dynamics of 

many proteins, and these collective interactions can be described by physics.  

Following this overview, I have included a short chapter to provide background 

on necessary biological concepts for the thesis. This includes sections on signaling 

proteins, in particular of the Rho family; the cytoskeleton; and the methods from the 

experiments that will be described to motivate and test the physical theories detailed in 

this thesis. 

Next, a background chapter describes theoretical work on fission yeast [4]. In the 

chapters that follow, I also describe how that work relates to research into other 

organisms that use similar mechanisms or follow similar growth patterns. 

Chapter 4 details the results of our collaboration with Maitreyi Das and Fulvia 

Verde of the University of Miami [3]. We met them while presenting an early version of 

the theoretical side of this work at the American Society for Cell Biology Annual 

Meeting 2009. Because their experimental results fit with the way we were thinking 

about the system, we collaborated. Financed by an internal grant from Lehigh and a 

grant-in-aid from Sigma Xi, we visited their group in Miami. The resulting work 

described in Chapter 4 is a back-and-forth between mathematical modeling and 

experimental approaches. We contributed by doing the mathematical modeling, 

developing tools for image analysis and data processing, and by suggesting experiments. 

The biological experiments were carried out by Maitreyi Das under the guidance of 

Fulvia Verde. In brief, this work identifies a small protein called Cdc42 as a signal for 
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growth in fission yeast and describes how it is organized between two growth sites by 

both biochemistry and physical processes such as diffusion. 

Chapter 5 extends the investigation of Cdc42 and its role in guiding fission-yeast 

growth. This theoretical work, which comes from a recently published report [1], 

proposes a direct link between Cdc42 and changes in shape. In Chapter 4 we had looked 

at how Cdc42 marked one or both cell tips for growth, but here we examine the 

hypothesis that Cdc42 marks specific locations for growth and that through this 

mechanism the intensity profile of Cdc42 determines the shape of the cell. We develop a 

mathematical model of cell shape based on that hypothesis and a physical description of 

material being inserted into the wall. Additionally, this chapter contains further efforts to 

understand how Cdc42 organization comes about and to place this within the context of 

fission-yeast shape change. 

Taken as a whole, this work should advance our understanding of how one 

particular organism controls its growth and shape. We address how the cell guides growth 

to one or two locations, in this case the cell tips, and investigate how growth works on a 

smaller scale. Further, we look at how a signal for growth might be physically organized, 

and provide a picture of how multiple modular components might work together to 

establish and maintain a polarized shape. 
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2. Rho GTPase Signals and the 

Cytoskeleton 

The purpose of this chapter is to acquaint readers with a few basic concepts that 

are important for this thesis. In particular, I will describe how intracellular signaling by 

Rho GTPases by can function endothermally (i.e., can consume energy), introduce a class 

of proteins called the cytoskeleton, and discuss the types of experiments that will appear 

in the thesis as motivation for and testing of the physical models we have developed.  

2-1. Intracellular Signaling Can Be Endothermic Because Signaling 

Proteins Can Hydrolyze Nucleoside Triphosphates 

Cells express genes by making proteins. Proteins do almost everything in a cell, 

including signaling, transport, adhering to or moving along a surface, managing division 

and reproduction, catalyzing biochemical reactions for metabolism, sensing the 

environment, and repairing DNA. Structurally, proteins are linear chains of amino acids 

connected by peptide bonds. Genes specify the sequence of amino acids, and variations in 

this sequence give rise to the diversity of proteins seen in cells. After or as genes are 

translated into proteins, the resulting chain of amino acids folds into a three-dimensional 

structure, either by itself or with assistance from a chaperone protein. 

Some tasks performed by proteins require energy. Within cells, usable energy is 

stored in high-energy phosphate bonds of adenosine triphosphate (ATP) or guanosine 

triphosphate (GTP). The energy cells use to do work comes from the hydrolysis of ATP 

or GTP into ADP or GDP and a phosphate (Pi). The hydrolysis of ATP and GTP in cells 

is often assisted by proteins from families of hydrolase enzymes called ATPases and 
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GTPases respectively. Although there are GTPases with many forms and functions, they 

bind to and hydrolyze GTP using a common domain. Similarly, ATPases use a structural 

element usually called the ATPase fold to bind to and hydrolyze ATP. Both GTPases and 

ATPases can perform tasks that r work.  

Guanine nucleotide exchange factors (GEFs) and GTPase-activating proteins 

(GAPs) assist GTPases in the cycle of hydrolyzing GTP for energy use (see Figure 1 A). 

The subcellular location of GEFs and GAPs is often highly regulated, for instance by 

binding to a transmembrane protein that responds to an extracellular cue, in order to 

specify where GTPase hydrolysis of GTP or replacement of GDP by GTP (see Figure 1 

A) will take place.   

The Rho family of GTPases is a set of small signaling proteins that function as 

molecular switches and, together with related GEFs, can transmit information from 

outside the cell (see Figure 1 B). Rho-family GTPases often regulate the assembly of 

actin structures, which will be described in the next section.  

GEFs and GAPs typically facilitate the activity of one particular GTPase (as 

shown in Figure 1) by binding to them and inducing a conformational change, and 

multiple GAPs and GEFs can facilitate this activity (GTP hydrolysis) for a particular 

GTPase. For example, the fission-yeast signaling protein Cdc42, which will be examined 

at length in chapter 4, is regulated at least by GEFs Scd1 and Gef1 and GAPs Rga4 and 

Rga2 [5,6].  
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Figure 1. A. The cycle of GTP hydrolysis by GTPases is assisted by GAPs and GEFs, 

which can bind to the GTPase and induce a conformational change. B. An illustrative 

example of Rho GTPase signal transduction [7]. An external chemical (purple circle) 

binds to a receptor tyrosine kinase (yellow Y), inducing a change (small red circle linked 

to base of yellow Y). This allows the protein Grb2 to bind to the receptor. SOS (teal), 

which is a GEF for the Rho GTPase Ras, is bound in a complex with Grb2, and is 

brought to the membrane where it facilitates the activation of Ras. Through this chain of 

events, the activation of Ras reflects the external signal (purple circle). 

 
One further class of regulators that affect the action of Rho GTPases is the guanosine 

nucleotide dissociation inhibitors (GDIs). These proteins bind to the inactive (GDP-

bound) form of Rho GTPases and prevent them from exchanging GTP for GDP and 

associating with the membrane.  
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2-2. The Cytoskeleton Allows Cells to Form Complex Internal 

Structures 

Because cells can harvest and harness energy, they can do work to build complex 

structures out of proteins. Perhaps nowhere is this more apparent than in the large, 

patterned structures of the cytoskeleton. 

The cytoskeleton is the interior scaffolding of the cell, and it is composed of 

repeated building-block proteins, motor proteins, and other organizing proteins. Actin 

filaments and microtubules, two elements of the cytoskeleton, assemble spontaneously 

into linear structures. Actin subunits are ATPase proteins (see Figure 2 A) that bind 

together in two helical, interlaced strands to form polar microfilaments, and these 

microfilaments are linked, branched, severed, pulled on, capped, and elongated by actin-

related proteins and myosin motor proteins [8]. For example, crawling cells often use a 

sheet-like protrusion called the lamellipodium, which is supported by a dense network of 

actin filaments for motility (see Figure 2 B). Cells control lamellipodia through multiple 

Rho-family GTPase signals, such as by the Cdc42 and Rac GTPases, two signaling 

proteins that activate proteins upstream of the Arp2/3 complex, which promotes the 

branching of actin filaments. 
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Figure 2. Actin and microtubules are biopolymers employed by the cell to form complex 

structures. A. Actin microfilaments are composed of two strands of actin monomers, 

which can be bound to ATP or ADP. B. In motile cells, such as this fish epidermal 

keratocyte, often have dense networks of actin filaments (image reproduced from [9]). 

Electron micrograph shows actin filaments from a detergent-extracted cell. Boxed region 

in (a) (top left) is enlarged in (b) (bottom left), and boxed regions in (b) are enlarged in 

(c) (top right) and (d) (bottom right). C. Fluorescent micrograph of microtubules in a 

mitotic spindle (image 39020 from Cell Image Library).  
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Microtubules are similar to actin cables in that they are linear, repeated structures, 

but they are instead made of tubulin dimers, bound pairs of α-tubulin and β-tubulin, both 

of which bind to GTP [10]. Most eukaryotic cells use microtubules to form a mitotic 

spindle that physically segregates copies of their chromosomes into two daughter cells 

(see Figure 2 C).  

Superstructures such as the network of actin filaments in a lamellipodium or the 

mitotic spindle require many proteins to organize the basic components of actin subunits 

and tubulin dimers [8]. These complex structures are highly ordered, and cells consume 

energy through the use of ATPases and GTPases to build and maintain them in a 

background of homogenizing Brownian motion, for example by actin-filament 

treadmilling and active remodeling or continued replenishment of ordered structures like 

the lamellipodium. 

2-3. Common Experimental Methods for Seeing and Manipulating 

Protein Levels 

Many tools have been developed to understand the function and expression of 

proteins. This brief section gives an overview of the kind of experiments that will be 

described later in this thesis. Specifically, I will discuss fluorescent tagging of proteins 

and genetic manipulation of protein expression.  

In order to observe proteins inside the cell, scientists use green fluorescent protein 

(GFP) [11]. This is a fluorescent protein found in the Aequorea victoria jellyfish. Once 

the genetic information for building this protein had been sequenced (and also improved), 

researchers could attach that information to the genes encoding for other proteins, and 
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when the cell translated those genes the protein was built with a fluorescent marker. 

Labeled proteins can then be observed within the cell by fluorescence microscopy. In this 

thesis, many of the experiments described in Chapter 4 use a GFP construct that marks 

the GTP-bound form of the signaling protein and GTPase Cdc42.  

Fluorescent tagging allows researchers to see (and in some cases count [12]) 

proteins in living cells, but in order to understand the role of different proteins it is also 

helpful to manipulate the amount of them. In practice, this is often done by the deletion 

and overexpression of genes. For example, deleting the gene For3 from fission yeast, 

which encodes for the protein For3 that helps organize actin into cables, leads to cells 

without actin cables [13]. Overexpression works similarly, except that in that case the cell 

is rigged, sometimes by adding additional copies of the gene that encodes for the protein, 

to make more of the protein in question rather than none. This, along with other evidence, 

established the role of For3 in fission yeast. Many of the experiments in Chapter 4, such 

as those shown in Figure 14, involve deleting or overexpressing the genes that encode for 

GAPs and GEFs of the GTPase Cdc42.  

Combining these two techniques, experimentalists can look at the behavior of 

some proteins while modulating the amount of others. The many variations and 

extensions of fluorescence microscopy and genetic manipulation are a powerful tool for 

understanding the roles of the many proteins that cells use. 
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3. Models of Growth and the 

Cytoskeleton in Fission Yeast 

This chapter gives a review of modeling results on growth and the cytoskeleton of 

fission yeast. It is adapted from a review we wrote for HFSP Journal [4] during my first 

year working in the group.  

3-1. Modeling the Cytoskeletal Dynamics of Fission Yeast in 

Asymptotic Regimes of Space and Time 
 

Life is an ordered state of matter. To remain ordered and to divide or produce 

offspring, organisms must harvest and consume energy. Cells need to control their shape, 

direct their motion, polarize, and divide. The cytoskeleton is made up of varied 

filamentous networks that provide scaffolding for internal order [14]. Powered by 

adenosine triphosphate (ATP) and guanosine triphosphate (GTP) hydrolysis, the 

biopolymers and motor proteins of the cytoskeleton organize spontaneously into varied 

networks. These cytoskeletal structures span several orders of magnitude in length. The 

structural building blocks, proteins that are nanometers across, may be a thousandth the 

size of the largest structures they form. Cytoskeletal dynamics span several orders of 

magnitude in time as well. A single polymer subunit may diffuse across the cell in 

seconds, a ten-thousandth of the cell's division time.  

Fission yeast (Schizosaccharomyces pombe) is one model organism for the study 

of subcellular organization mediated by the cytoskeleton [15]. Fission yeast undergo 

simple and reproducible cell shape changes. Additionally, the ease of genetic 
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manipulations and microscopic imaging make the organism ideal for quantitative studies. 

A growing body of theoretical work examines cytoskeletal organization in asymptotic 

regimes of space and time [16]. These mathematical models support reduction of a 

system to essential components by matching the emergent behavior in the model with the 

observed behavior from experiments. Where model behavior differs from experimental 

results, these models motivate further investigation. This chapter reviews how modeling 

has contributed to understanding the role of the cytoskeleton in fission yeast cell 

polarization and mitosis, and provides context for the original research that follows. 

3-2. Polarized Growth 
 

 Fission yeast grow along one axis. Their shape is simple: to first approximation, 

two hemispheres of constant radius cap a cylinder of increasing length (see Figure 3). 

When the length has doubled from birth, a contractile ring halves the cell [16,17]. Growth 

occurs at the tips. When growth starts, only the old end—the end not created by the 

previous division—grows. This monopolar growth eventually gives way to bipolar 

growth; this is called new-end take-off (NETO) [18]. Two components of the 

cytoskeleton, actin filaments and microtubules, mediate growth. These cells mark their 

tips for growth with the help of microtubules and execute growth with the help of actin 

filaments [19-21]. 

Microtubules polymerize towards both tips. Stable ends anchor close to the 

nucleus in bundles, while the dynamically unstable ends explore the interior near the cell 

tips (see Figure 3) [20,22,23]. Although individual microtubules are short lived, 

collectively they provide a directed track to the cell tips. The microtubules contribute to 
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tip growth indirectly—motor proteins follow them to transport landmark proteins to the 

cell tips [24]. 

Actin polymerizes near growing tips. Regulating proteins organize actin filaments 

into two major structures: cables and patches [25,26]. The formin For3p associates with 

tip markers where it nucleates and polymerizes actin cables [27]. Cables wind from the 

tips through the cell body; motor proteins transport secretory vesicles and organelles 

along cables to the cell tips. The Arp2/3 complex nucleates actin patches near growth 

sites for endocytosis [28]. In patches, short actin filaments form dense, highly-branched 

networks. 

 
 

Figure 3. Images of yeast cells (Jian-Qiu Wu, Ohio State University) and yeast growth 

pattern. A. Images of the actin cytoskeleton in cells expressing GFP-CHD which binds to 

the sides of actin filaments. Actin cables and actin patches are seen distributed in 

monopolar and bipolar patterns. B. In cells expressing GFP-atb2, microtubule bundles 

run across the cell. C. Cartoon showing the redistribution of the actin cytoskeleton during 

the cell cycle. Prior to cytokinesis actin accumulates at growing tips; during mitosis it 

accumulates in the middle; daughter cells start to grow in a monopolar manner and 

transition to bipolar growth at new end take off. 

 
 

Individually, all of these cytoskeletal structures are transient and disordered 

compared to the lifespan and order of the whole cell. Yet somehow they self-organize 
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into a system robust enough to provide cells with a simple pattern of cell growth. These 

coupled growth processes, from a pool of structural components and regulator proteins, 

provide flexible and reliable scaffolding for the order required by living cells. 

3-2-1. Models of Polarized Cell Growth and NETO 

The simple growth pattern of fission yeast provides an opportunity to model how 

cells develop order. For instance, a model of NETO may reveal basic mechanisms 

responsible for polarity. Several lines of evidence indicate that NETO depends on 

cytoskeletal dynamics [29,30]. For example, some strains of yeast switch out of the 

monopolar state into the bipolar state after transient treatments with Latrunculin A 

(LatA), a drug that prevents actin polymerization by sequestering actin monomers [31]. 

In monopolar cells the microtubules are symmetrically distributed but the actin filaments 

and the formin nucleators concentrate at the growing old end. As the cells grow longer, 

they undergo NETO—transition to a state of symmetric growth, with symmetrically-

distributed actin and microtubules. What could be the process responsible for the 

asymmetry in the actin distribution before NETO, and what triggers NETO? 

One modeling study of NETO showed promising insights [32]. The authors cast 

the problem in the language of non-linear dynamics. According to their model, as cells 

elongate the state of asymmetric polymerization, or monopolar growth, becomes 

unstable. The cell assumes a stable symmetric polymerization state—bipolar growth. The 

model implicates length-dependent instability as the cause of NETO. This model belongs 

to a well-studied class of models called reaction-diffusion models [33]. 
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In the model of Csikász-Nagy and others, microtubules transport a continuous 

field of dynamic landmarks towards the cell tips symmetrically, as suggested by 

experiments [30]. These markers contribute to conversion of a fast-diffusing substrate 

into a slowly-diffusing polymer. Likely candidates for the substrate and polymer are actin 

monomers and actin filaments, respectively. Dynamic landmarks activate autocatalytic 

actin polymerization: presumably, actin filaments in cables and patches further recruit 

actin nucleators. This could be consistent with experiments suggesting positive feedback 

in the polarization system [34]. Autocatalytic polymerization amplifies local noise, 

polarizing the cell and breaking symmetry. Autocatalytic growth at the growing tip 

depletes the cytoplasmic actin monomer pool and prevents growth at the other tip. As 

cells grow, diffusion limits the flow of actin monomers to the growing tip (Figure 4), the 

concentration of actin monomers at the new end increases, and the new end takes off. For 

some lengths, stable monopolar and bipolar states coexist, consistent with switching 

between states after transient LatA treatment [31]—a major success for the model.  

Riveline approaches the problem differently [35]. According to his scaling 

arguments, asymmetric end curvature is responsible for the post-division growth pattern. 

The new end has a higher radius of curvature after septation; he proposes that this inhibits 

growth and argues NETO occurs when turgor pressure deforms the new end, decreasing 

its curvature. This model predicts that length at NETO increases with cell radius—this 

has not yet been tested. 
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Figure 4. Polymer (F) and substrate (G) concentration gradients across the long axis of a 

growing cell (distance x, total cell length L), according to the model of Csikász-Nagy et 

al. Obtained from online content with default parameters 

(http://www.cellcycle.bme.hu/morphopaper/). Monopolar cell 8.50 μm, bipolar cell 14.0 

μm. Both concentrations in arbitrary units using same scale on both axes. 

 

These models don't directly contradict each other, but they do suggest different 

dominating factors. According to Csikász-Nagy and others, bipolar growth depends on 

diffusion limitation, unaccounted for by Riveline; according to Riveline, monopolar 

growth depends on a difference in tip curvature, unaccounted for by Csikász-Nagy and 

others. It remains unclear whether both mechanisms could coexist. 

Modeling studies of NETO raise questions for experimentalists and theorists. Is 

NETO dependent on the existence of a growing actin monomer concentration gradient? 

So far, the actin-monomer concentration profile remains unmeasured in yeast. What new 
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experimental evidence will emerge regarding the connections between cytoskeletal 

polarization and cell growth [36]? 

What other models of bistable behavior are possible? Physical models of 

collective phenomena such as NETO are necessarily coarse-grained. How can such 

coarse-grained models be tested using advanced genetics operating at the molecular 

level? 

3-2-2. Models of Interphase Cytoskeletal Subcomponents: Actin 

 

 Quantitative studies of the individual cytoskeletal subcomponents—microtubule 

bundles, actin cables [2], actin patches—explore links between molecular components 

and cell structure. Recent models describe these subcomponents. 

Fission yeast formin For3p nucleates cables from cell tips. For3p molecules attach 

to cell tips, nucleate actin filaments, dislodge from cell tips, travel into the cell along 

actin cables, and travel back to the cell tip [27]. Wang and Vavylonis modeled coupled 

For3p and actin cable turnover [37] (see Figure 5). In their model, a continuous pool of 

actin monomers and a discrete pool of For3p molecules diffuse through the cell. The 

formins bind to cortical sites at the cell tips. Once bound, formins aid local actin 

polymerization until dissociation. Essentially, this model augments the mechanism 

proposed by Martin and Chang with rate constants, diffusion coefficients, and quantified 

localization. 
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Figure 5. Model of actin cables in fission yeast [37]. A. Schematic showing the basic 

processes of the model. B. 3D computational lattice model 

(http://athena.physics.lehigh.edu/research /actin/cable/applet.html) accounting for the 

small number of For3p which are treated as discrete units. C. Qualitative dynamical 

phase diagram describing the morphology of the actin cable system as a function of actin 

and For3p concentration. 

 

According to the model of Wang and Vavylonis, actin cables remove their own 

nucleator and undergo retrograde flow. Cable flow depletes the actin-monomer pool at 

the tips, causing a concentration gradient across the cell. More complex actin-For3p 

interactions could introduce non-linearity and therefore, potentially, multiple stable tip 

states. This may lead to another possible mechanism for NETO [37]. In such a 

mechanism, unlike in the model of Csikász -Nagy and others, bistability may be due to 

removal, rather than recruitment, of actin nucleators. 

Cables are not the only actin superstructure in the cell. Fission yeast contain actin 

patches that contribute to endocytosis near regions of membrane remodeling (Figure 3 

A). Recent experiments quantify the kinetics of assembly of coat proteins, Arp2/3 

complex, actin, and other cofactors in patches [28,38,39], opening the door for modeling 
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studies. Motivated by such data, Berro and others proposed an ordinary-differential-

equation model of actin patches [40], finding that depolymerization of the actin filaments 

cannot account for the rapid loss of actin and instead suggesting that severing is 

responsible for that loss. Considering the physical structure in more detail, Liu and others 

modeled actin patch mechanics and assembly kinetics in budding yeast [41,42]. Their 

model includes coat protein assembly at the site of endocytosis, pushing forces by local 

actin polymerization, and phase separation of lipids and membrane proteins at the vesicle 

bud's border driven by membrane curvature. The combined effects of these processes 

generate tension around the bud neck, causing vesicle scission for endocytosis. 

3-2-3. Models of Interphase Cytoskeletal Subcomponents: Microtubules 

 

 To maintain their shape, fission yeast cells must define their tips. Throughout 

growth, proteins follow microtubules and symmetrically mark both tips. Experimental 

and theoretical results suggest a simple mechanism is responsible for microtubule 

alignment. 

According to recent experiments, normal cell shape and microtubule organization 

reinforce each other [34,43]. The rod shape directs elongating microtubules to the ends of 

the cell (Figure 3 B and Figure 6). Oriented to the long axis of the cell, they provide a 

path to the cell tips for polarity protein deposition. These proteins contribute to further 

preferential growth at the cell tips, exaggerating the linear shape that directs the 

microtubules. This interplay provides a feedback mechanism between cell shape and 

microtubule alignment. This alignment process also allows microtubules to center the 

nucleus [44-46]. 
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Figure 6. Illustration and results of the model of Foethke et al. [47]. A. Model schematic: 

microtubules orange, nucleus green, microtubule organizing centers (MTOCs) brown. 

Red X indicates likely catastrophe. The model includes 4 MTOCs each nucleating 4 

microtubules. Top: normal alignment, polymerization, depolymerization. Middle: likely 

catastrophe due to force, preventing medially-aligned microtubules. Bottom: likely 

catastrophe due to length, necessary to center nucleus. B. Representative image at steady 

state, using online content with default parameters (http://www.nature.com/msb). 

 

 

 

Microtubules may self-organize by virtue of their confinement and dynamics 

alone, but this is difficult to show experimentally: if one removes everything else 

conceivably affecting microtubule dynamics, what is left could not meaningfully be 

called a cell. Computer simulation helps here. A model extending in vitro findings shows 

it's possible, at least in principle, for observed organization to emerge from simple rules 

[47]. Indeed, simulations show a physical model can reproduce many measurable traits of 

interphase microtubule orientation. Foethke and others capture the essential features of 

microtubules in vivo, including their ability to center the nucleus, in a physical model 

using catastrophe rates dependent on both force and length (see Figure 6). As a result, 
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microtubules that happen to grow with an unfavorable orientation depolymerize. 

Microtubules push the nucleus opposite their direction of growth. Since shorter 

microtubules are more stable, more force comes from the closer tip and the microtubule 

system centers the nucleus, as suggested by an earlier computational model [46]. These 

results extend easily to microtubule dynamics in differently-shaped cells, such as those in 

recent experiments where they are confined [34,43]. 

In the model mentioned above, Foethke and others assume that microtubules 

overlap and form stable antiparallel bundles near the nucleus. A similar model describes 

how they self-organize—with nucleators, crosslinkers, and motor proteins—into such 

bundles  [48]. Microtubules slide across each other, but grind to a halt and form steady-

state bundles when motor proteins cannot overcome friction due to crosslinkers. 

3-3. Dividing the Cell 
 

The simple growth pattern of fission yeast suggests a robust cytoskeletal system. 

It also rapidly adapts for division. Cells dramatically disassemble both microtubule and 

actin interphase cytoskeletal systems during mitosis, and each performs a major task in 

cell division. Microtubules mediate nuclear division, actin filaments mediate cytoplasmic 

division. 

To finish division, an equatorial ring contracts and separates the daughter cells. 

This ring, the contractile ring (Figure 8 A), is a narrow bundle composed of actin 

filaments, myosin motors, and other proteins. A broad band of cortical nodes, made up of 

myosin and other proteins, tightens and becomes the contractile ring [17]. 
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3-3-1. Assembly of the Contractile Ring 

 

Successful contractile-ring assembly depends on the initial node distribution. One 

recent experimental and theoretical study provides quantitative insight into the 

positioning of node scaffolding component Mid1p [49]. In their one-dimensional 

reaction-diffusion model (Figure 7), an active form of Mid1p associates with the inner 

plasma membrane and the inactive form cannot. Activation occurs in the nucleus, 

deactivation occurs in the cytoplasm. Padte and others report that localized activation of 

Mid1p by the nucleus is insufficient to position Mid1p within a band in the center of the 

cell—active Mid1p diffuses across the cell before binding to the cortex. To match 

observed behavior, they introduce deactivators at the cells tips. This leads to a sharper 

Mid1p profile centered in the middle. Additionally, they identify some of the inhibitory 

interactions involving Pom1p. Some inhibitors may remain unidentified—cells lacking 

Pom1p still exclude Mid1p from one cell tip.  

At least two experimental studies reveal further coupling of node distribution to 

the cell cycle [50,51].  Both studies argue that physical elongation causes Pom1p 

depletion near the cell's equator. Cdr2p signaling, inhibited by Pom1p in short cells, 

triggers cell cycle progression in long cells. The proposed mechanism provides a physical 

sensor within a signaling pathway.  These studies further illustrate that cytoskeleton 

assembly couples with cytoplasmic gradients, local activation, and deactivation 

mechanisms to regulate internal organization in fission yeast.  

Another study uses modeling to show how a Pom1 clustering mechanism could 

protect the function of the Pom1 mechanism from cell-to-cell variation [52]. Because 

Pom1 aggregates into clusters at higher concentrations, the Pom1 gradient is robust to 



25 
 

changes in the amount of Pom1. This may be crucial for size homeostasis because the 

exact copy number of proteins appears to be difficult to control. 

 

Figure 7. Results of model of positioning of Mid1p in nodes in the middle of the cell and 

experimental images [49]. The nodes are precursor components of the contractile ring. 

The model involves activation of Mid1p in the nucleus, deactivation near cell tips 

(dashed line), and binding of active Mid1p to the membrane. Top graph shows simulated 

distribution of membrane-bound Mid1p (solid line) as a function of position along the 

cell. Bottom graph shows membrane-bound Mid1p in cells lacking one of the polar 

inhibitors, Pom1p. Micrographs show the corresponding experimental images. 

 

Cortical nodes attach firmly to the membrane, effectively restricting their 

movement to two dimensions. On this surface, the nodes condense, becoming a ring. 

Myosin motors in the nodes exert the force responsible for this condensation. The motors 

act on a dynamic meshwork of actin filaments nucleated by formin Cdc12p, another node 

protein [53]. Once actin filaments polymerize within the medial band, nodes move in ~20 

sec bursts at velocities of ~30 nm/sec, starting, stopping, and changing direction. They 

condense into the contractile ring in 10 minutes [54]. 
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Figure 8. Search, capture, pull, and release model of contractile ring assembly  [54]. A. 

Contraction of a broad band of myosin nodes into a narrow ring in fission yeast. B. 

Processes in the model. C. Simulated images of condensing broad band of nodes as a 

function of time (seconds). The y-axis in each simulated image is the arc length around 

the cylindrical body of a cell of radius R. The x-axis shows 4.5 µm along the long axis of 

the cell. Nodes are shown in red, actin filaments in green. Using parameter values 

measured in experiments, nodes formed an equatorial ring within a time consistent with 

experiment. 

 
 

On the basis of these observations, Vavylonis and others proposed a stochastic 

mechanism for self-assembly [54]. According to their model, nodes search, capture, pull, 

and release (see Figure 8). Nodes search the cortical surface by nucleating actin 

filaments, which elongate in random directions along the cortex. Nodes capture each 

other by binding to filaments with myosin-II. Nodes pull each other because, once bound, 

myosin-II exerts a tensile force and reduces separation. Finally, nodes release as myosin-

II dissociates and actin filaments disassemble. Monte Carlo simulations of this model—

search, capture, pull, and release—reproduce the start-stop motion of nodes and generate 

contractile rings within a range of parameter values consistent with experiments. Varying 
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parameter values leads to disconnected clumps, consistent with observations of Cdc12p-

defective cells [55]. A recent theoretical work further quantifies requirements for clump 

formation [56]. 

Further theoretical work found that local alignment of the nodes could facilitate 

the condensation of cortical nodes into a contractile ring [57]. A collaborative effort 

involving theorists and experimentalists showed that actin-cross-linking proteins Ain1 

and Fim1 counter a tendency for the nodes to form clumps [58]. As predicted by 

computer simulations that modeled actin filaments as semiflexible polymers, doubling 

the amount of type-II myosin Myo2 rescued cells from the defects caused by 

overexpression of Ain1. 

This mechanism of node condensation in fission yeast further illustrates how 

random growth of filaments can establish transient connections between distant parts 

within the cell. The success of this unassisted random search and capture process 

suggests a reason for inherent randomness—it may confer resistance to rupture or 

relaxation during deformation, endowing assembly with a measure of robustness. 

3-3-2. Modeling Ring Constriction 

 

Following formation, the contractile ring constricts around the cell's equator and a 

septum forms. Several models describe actin filaments and myosin motors in contractile 

steady states [59-62]. But contractile rings exchange proteins with the cytoplasm during 

constriction.  

One model describes ring constriction in nematode embryos [63] and, according 

to the authors, may apply to fission yeast. Their model includes dynamic exchange 
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between ring and cytoplasm. This description identifies possible sources of the contractile 

stress needed to cleave the cell, including depolymerization of filaments cross-linked by 

end-tracking motor proteins. This model may inform a future model specific to fission 

yeast but details—magnitudes of forces, identities of proteins, inclusion of nodes—will 

necessarily differ.   

Proctor and others use modeling to show that the mechanical stress due to myosin 

contraction is insufficient to overcome turgor pressure for constriction [64]. They provide 

an alternate explanation: that the contractile ring is a guide, but cell-wall assembly drives 

the ingression of the cleavage furrow. Supporting this conclusion, cells treated with 

Latrunculin A after contraction begins are able to complete division. In this model, the 

role of the actomyosin system is targeting, rather than executing, the physical separation 

of the cytoplasm into two compartments. Another study shows that shape also helps to 

guide division, using modeling to show that contractile rings would slip off rounder 

shapes and experiments to show that contractile rings slipped off of great circles around 

cells made into spheroplasts by enzymatic digestion of the wall [65]. 

3-3-3. Modeling the Mitotic Spindle 

 

As the ring constricts, the spindle apparatus ensures both compartments contain 

the proper genetic material. One study describes how microtubule cross-linkers and 

sliding motors regulate spindle elongation during mitosis [66]. They present a 

computational model to describe their experimental results. In the model, microtubule 

bundling protein Ase1p, after dephosphorylation, recruits dephosphorylated kinesin 

motors to the spindle. These motors control the overlap distance of antiparallel 
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microtubules and, accordingly, the spindle length. This mechanism ties spindle length to 

the cell cycle. 

Most modeling studies of the spindle address other organisms. Reviewing efforts 

to understand mitosis, Mogilner and others stress the role of modeling in understanding 

how dividing cells form, maintain, and position their mitotic spindle [67]. And they 

describe progress, highlighting models that led to experiments that further led to refined 

models. 

One such loop starts with a theoretical study of the budding yeast spindle during 

metaphase [68]. The authors model how microtubules emanating from the spindle pole 

body position kinetochores, the protein complex that attaches them to chromosomes. 

Their models generate images of simulated kinetochores and spindle pole bodies, which 

they compare statistically to corresponding images of live budding yeast. This rules out 

several models. Their models, which included dynamic instability of microtubules, failed 

to match their data with rescue and catastrophe frequencies independent of distance from 

the spindle. With this dependence included, simulated microtubules behaved as observed. 

This model did not include effects of kinetochore tension on microtubule dynamics. But 

more data emerged [69]. This led Gardner and others to refine the earlier model and 

conclude that a model with tension-dependent regulation better fits experimental data 

[70]. Continuing this line of inquiry, Gardner and others modeled how kinesin motor 

proteins may allow cells to raise the catastrophe rate of longer microtubules [71]. Another 

group employed image analysis to quantify the relationship between microtubules and 

kinetochores in budding yeast [72]. 
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The models reviewed by Mogilner and others  [67] consider the spindle apparatus 

as it functions in many organisms. But animal cells, budding yeast, and fission yeast 

solve this problem differently. The solution evolution found for fission yeast may differ 

due to cell geometry, chromosome count, and the closed nature of mitosis, among other 

factors.  Efficient organelle positioning by microtubules depends on cell shape [73]. 

Pushing forces predominate in short and symmetric cell interiors such as the fission yeast 

nucleus. Pulling forces are more complex, but more capable in asymmetric or large 

interiors. Future quantitative models may support this distinction. 

3-3-4. Modeling Meiosis 

 

The fission yeast spindle pole body oscillates during meiosis. Selecting this 

system since oscillations often signal collective behavior, Vogel and others propose a 

minimal model to capture the cause of spindle pole body oscillations [74]. They focus on 

the collective behavior of dynein motor proteins. According to their study, dynein may 

self-organize and pull dynamic microtubules towards the tips of the cell. In the model, a 

large-scale behavior, oscillations across the cell, arises from simple interaction at the 

molecular level. 

3-4. Lessons from the Existing Models of Fission Yeast 
 

Healthy fission yeast depend on many systems and mechanisms. Modeling them 

individually provides progress towards a piecemeal mathematical description of the 

whole, to be refined according to experimental findings. Although the current description 

may seem more patchwork than quilt, recent models exhibit some overlap. Models of 

polarized growth assume cells define their tips and models of microtubule organization 

explain how cells could define their tips. Accumulating accurate quantitative models of 
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cytoskeletal components reveals new questions about how they fit together and the extent 

to which this modular approach can provide an integrated description of a living cell. 

We began the work that follows by trying to address the issues we pointed out 

with existing models of NETO in section 3-2-1 using mathematical modeling. Early in 

this effort, we met the experimentalists Maitreyi Das and Fulvia Verde, and their work on 

Cdc42 and its role in the control of polarized growth quickly shaped how we thought 

about growth control and shifted the focus of our work from the cytoskeleton, as 

described by Csikasz-Nagy and others [32], to the Cdc42 signaling pathway.  
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4. Modeling Cdc42 Oscillations at 

Growing Cell Tips 

This chapter describes work done in collaboration with the Fulvia Verde and 

Maitreyi Das at the University of Miami. The chapter is based on our joint 

publication in Science [3]. 

4-1. Measuring Tip-Bound Cdc42 and Growth 

In many cell types, the conserved guanosine triphosphatase (GTPase)
1
 Cdc42 

establishes cell polarity by regulating the cytoskeletal asymmetry required for normal cell 

function, differentiation, and motility [75-78].  In budding yeast, Cdc42 breaks the 

symmetry of spherical cells by clustering in one area of the membrane, the site of bud 

growth, through a winner-take-all positive-feedback mechanism [79-82]. However, such 

a mechanism cannot explain how multiple growing zones form simultaneously in other 

cells. Fission yeast (Schizosaccharomyces pombe) cells initially grow in one direction, 

from the tip that existed before division (the old end), and activate bipolar growth that 

includes the new end as well, once a minimal cell length has been achieved (this is 

NETO, as described in section 3-2) [18].  For these reasons, fission yeast is an ideal 

system to study how Cdc42 is distributed at multiple sites. 

To characterize Cdc42 during the transition to bipolar growth, with Fulvia Verde 

and Maitreyi Das we measured the fluorescence intensity of a fusion protein [Cdc42/Rac 

interactive binding peptide–green fluorescent protein (GFP), CRIB-GFP] that binds 

specifically to activated, GTP-bound Cdc42 [83]. This is the active form of the Cdc42 

                                                        
1 GTPases, as described in section 2-1, can bind to and hydrolyze guanosine triphosphate, allowing them 

to perform tasks in the cell that require energy. This is often done with the assistance of other proteins.  
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signaling protein [3]. Our collaborators Maitreyi Das and Fulvia Verde prepared the cells 

and collected images by focusing in the medial plane of the cell.  The integrated CRIB-

GFP intensity was measured over a crescent-shaped area that includes the entire tip 

signal. We subtracted the contribution of the cytoplasmic background by subtracting the 

mean intensity from a cytoplasmic region within the cell, separately for each cell.  This 

process was assisted by an ImageJ plugin that blacks out anything below a threshold set 

to be three standard deviations from cytoplasmic-region mean
2
. This method was found 

to be fast, consistent, and to correspond well to the most careful, time-consuming 

measurements we could make. For time courses, we follow this procedure for every 

frame and collect the intensities of both cell tips. 

In larger bipolar cells, CRIB-GFP intensities at cell ends showed out-of-phase 

oscillations with an average period of 5 min (Figure 9 A and B; Table 1 and Table 2). 

Oscillations were detectable in more than 50% of cells (Table 1), when imaging every 15 

s instead of 1 min (Figure 9 C), and in three dimensions [3]. The rest of the cells 

displayed anti-correlated fluctuations without obvious periodicity. For shorter cells, non-

growing ends still had detectable CRIB-GFP fluorescence, albeit at lower intensities than 

the older, growing ends (Figure 10). The tip intensities still underwent anti-correlated 

oscillations and fluctuations, but around asymmetric averages, unlike longer cells (Table 

1).   

 

                                                        
2 This is available at http://athena.physics.lehigh.edu/cdc42pombe as an ImageJ plugin. 
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Figure 9. Oscillations and fluctuations of CRIB-GFP fluorescence at fission yeast cell 

tips. A. CRIB-GFP fluorescence at cell tips in a bipolar cell (2-min intervals). B. Old 

(red) and new end (blue) CRIB-GFP intensity in a bipolar cell (1-min intervals). A.U., 

arbitrary units. C. As in B, for 15-s intervals. D. Old (red) and new end (blue) CRIB-GFP 

intensity and cell growth at the old (green) and new (purple) ends in a cell undergoing 

NETO. The cell was 8.3 μm long at time 0. Bar, bottom right: 1 pixel = 0.1 μm. E. 

Instantaneous growth rate, binned by CRIB-GFP tip fraction (ratio of intensity at one tip 

over sum of tip intensities) and tip type (old or new). Error bars indicate SEM. F. Heat-

map of CRIB-GFP tip fraction versus cell length in wild-type cells (smoothed data, n = 

653). Note three regions: asymmetric, short cells (I); intermediate-length region with 

large intensity variations (II); symmetric, longer cells (III). 
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Figure 10. CRIB-GFP levels oscillate and fluctuate at both cell tips in monopolar cells. 

A. CRIB-GFP localization at the old (asterisks) and new (arrows) cell tips following cell 

division (1 minute intervals). Bar=5 µm. B, C. CRIB-GFP intensity at the old (red) and 

new (blue) cell tips in two short monopolar cell. D. Plot of tip intensity auto-correlation 

and cross-correlation functions for a cell exhibiting symmetric oscillations. The 

appearance of periodic peaks and valleys indicate oscillatory behavior with period 4 min, 

for both tips. The peak amplitude decays with increasing time difference, indicating a 

loss of coherence over a time interval of order 10 min. The valleys and peaks of the 

cross-correlation function occur together with peaks and valleys of the auto-correlation 

function, indicating that the two tips oscillate with phase difference 180
o
. The value of 

the cross-correlation function at zero time-difference was used to measure the degree of 

anti-correlation between tips.      
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We also examined cells, again prepared by Maitreyi Das and Fulvia Verde, in 

which scaffold protein Scd2 had been labeled with GFP. Scd2 is proposed to mediate 

Cdc42 activation by binding to the Cdc42 guanine nucleotide exchange factor (GEF)
3
 

Scd1 and to Cdc42 itself [84,85]. Scd2-GFP intensity at the cell tips oscillated and 

fluctuated much like CRIB-GFP intensity ([3] and Table 1), as did Scd1-3xGFP and 

Cdc42-GFP [3]. This shows that CRIB-GFP oscillations are unlikely to be a consequence 

of the labeling and instead reflect the behavior of the activated Cdc42 protein complex.To 

understand how GTP-Cdc42 levels might influence the NETO transition, we measured 

instantaneous cell growth rates along with CRIB-GFP intensity in cells undergoing 

NETO, which occurs in cells longer than 9 μm [18]. Intensities at both new and old ends 

fluctuated strongly over time (Figure 9 D). The instantaneous growth rate was correlated 

with abundance of CRIB-GFP at both old and new ends; cell tips with a CRIB-GFP tip 

fraction below 0.2 grew slower than tips with the fraction above 0.2 (Figure 9 E, section 

4-6 in the appendices describes this calculation). Varied degrees of asymmetry were also 

observed at intermediate lengths in a population of asynchronous cells (Figure 9 F, region 

II). These findings indicate that NETO is a noisy transition driven by GTP-Cdc42 

redistribution. 

To determine the essential requirements for the transition from oscillating 

monopolar (asymmetric) to oscillating bipolar (symmetric) states during cell elongation, 

we developed a coarse-grained mathematical model (Figure 11 A) [32].  

                                                        
3 These proteins facilitate the release of guanosine diphosphate (GDP) from a GTPase. This allows 
another guanosine triphosphate to bind to the GTPase. 
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Figure 11. Mathematical model describing Cdc42 oscillations. A. Model schematic 

showing GTP-Cdc42 distribution between tips and the cytoplasm, autocatalytic 

amplification (green), and delayed dissociation (red). B. Simulation showing GTP-Cdc42 

fraction at each tip as cell progresses from monopolar to bipolar growth. C. Model 

predicts three regions similar to Fig. 1G. Asymmetric states (I); “coexistence” of 

symmetric and asymmetric states (II); symmetric states (III). 
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4-2. Mathematical Model of Cdc42 Distribution 

The mathematical model presented in this section describes how Cdc42 is 

distributed through an individual cell. The model is partly phenomenological, because the 

details of the many-protein system responsible for because the quantitative (and in some 

cases qualitative) details of the molecular interactions that guide Cdc42 location and 

activation. We later use this to make predictions about how genetic and pharmacological 

manipulations. 

This model has a population of Cdc42 associated with each tip, Ctip1 and Ctip2, and 

another one in the cytoplasm, Ccyto. We assumed that the tips compete for Cdc42 but 

assumptions that tips compete for Cdc42 GEFs or for Cdc42-GTP lead to similar results. 

The total amount cytotip2tip1tot CCCC  , increases in proportion to cell volume V [3]. 

Cell tips appear to be inherently symmetric in terms of their ability to recruit active 

Cdc42. We looked for the simplest possible symmetric model that can exhibit 

asymmetric (i.e. polarized) behavior depending on the stage of growth. We considered a 

model in which a population of Cdc42 is distributed among three subpopulations: a 

cytoplasmic population (total number Ctot) and one at each tip (total numbers tip1C , tip2C ) 

as in  Figure 11 A. Two observations justify considering distinct tip-bound Cdc42 

subpopulations: (i) fission yeast define their tips with microtubule-delivered polarity 

factors such as Tea proteins [22], and (ii) we observe dense CRIB-GFP signal 

corresponding to tip-bound active Cdc42. We assume that tip-bound Cdc42 remains in 

the tip region since membrane-bound Cdc42 diffusion is sufficiently slow [86,87]. We 

consider the cytoplasmic population to be well mixed because small signaling proteins 
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diffuse across the cell in seconds while tip concentration changes take minutes. This 

justifies considering   as one uniform population. 

With association to the tips from the cytoplasm and dissociation to the cytoplasm 

from the tips, the dynamical equations for this system are: 
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 Here   and k  represent rate constants while V is the cell volume. The volume 

appears in the denominator of the association term because the cytoplasmic concentration 

interacts with the tip surface, a fixed area. Note that fission yeast’s one-dimensional 

elongation keeps volume approximately proportional to length. The third equation above 

is mass conservation, and Ctot  represents the total amount of active Cdc42. 

As written, with   and k  constant, the derivatives can be set to zero and the 
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This solution however is symmetric, representing bipolar cells. To obtain 

asymmetric solutions, representing monopolar cells, we allow the rate constants to 

depend on the local tip amount. Both amplifying association and inhibiting dissociation 

can break the symmetry. We assume amplifying association because of supporting 

evidence in budding-yeast Cdc42 [80,86]. For a linear association rate, tipC  10  , 

the solution is slightly more complicated but remains symmetric. But a higher-order term, 
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n

tipn C   0 , with 2n , gives asymmetric solutions. The analytical expressions are 

unwieldy though, because even for n = 2 the linear tip-amount dependence of Ccyto makes 

the equation cubic. However one salient feature is that solutions remain monopolar as 

volume increases: because nothing in the model allows a weaker tip to catch up so the tip 

with a bigger population always accumulates faster. 

In order to enable the weaker tip to accumulate Cdc42, we introduce saturation at 

the tips by gradual shut-off of the on rate term with an exponential. The rate becomes: 

   
tottip

n

tipn CCC /exp0           (3) 

While the biochemical mechanisms leading to this equation in fission yeast are 

unknown, modeling studies in budding yeast have demonstrated how a power-law 

dependence can arise from the biochemistry of Cdc42 activation, with the order 

depending on the number of molecules required for a reaction [86]. Similarly, saturation 

may arise biochemically from a limit in the number accessory membrane-bound proteins 

or membrane binding sites. Saturation has not been introduced in budding yeast where 

Cdc42 concentrates on one site—here we need it to get bipolarity. 

Equations (1) and (3) define a system that reaches stationary steady states (see 

section 4-7 for numerical methods). Accounting for the observed oscillations requires 

augmentation. A symmetric, two-population system of first-order ODEs—which this can 

be reduced to with mass conservation—cannot oscillate around a symmetric state
4
. To 

model the oscillatory system, we included time-delayed negative feedback [88,89]. Such 

a mechanism is required for oscillations and represents components recruited to the tips 

                                                        
4 Proof: a clockwise or counterclockwise rotation around a symmetric state in the phase portrait implies its 

opposite (i.e., a counterclockwise or clockwise rotation), leading to a contradiction. 
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by Cdc42 that promote its own dissociation.  Likely mechanisms include recruitment of 

GTPase-activating proteins (GAPs)
5
 or Cdc42-mediated nucleation of actin cables that in 

turn increase the rate of cortical Cdc42 dissociation through endocytosis [89]. We write 

the addition as a perturbation in the new parameter ε: 

 

    
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






2
10       (4) 

This adds two more parameters: the time constant, τ, and the Hill coefficient, h. 

The above rate corresponds to a removal mechanism initiated τ ago that acts on the 

current tip-bound population in a switch-like manner. If earlier tip-amount is much larger 

than the current tip-amount, the dissociation rate reaches a value  2/10   kk   When 

the earlier amount is much smaller, the dissociation rate reaches  2/10   kk . The 

switch-like mechanism with an adaptable reference point assumes optimal sensitivity 

near the present value of tip-amount. Large nonlinearities (large h values) could result 

from a cascade of weakly nonlinear feedback mechanisms. Setting ε, h, or τ to zero 

recovers the stationary model, namely equations (1) and (3) with constant k 
-
. 

In the model above we assume that association of Cdc42 to the tips occurs 

through Cdc42 activation, implying that tips compete for a common pool of Cdc42. 

Identical results are obtained in a model that assumes competition for the GEFs of Cdc42. 

In this case, the monopolarity of the gef1∆ cells in Fig. 2E would be interpreted to be due 

to decreased total GEF amounts: it can be shown that decreasing Ctot has a similar effect 

to decreasing the rate constant   as in Supplementary Fig. 6. Another possibility is that 

tips compete for a common pool of Cdc42-GTP. In this case, Ccyto in the model 

                                                        
5 These proteins stimulate the hydrolysis of GTP by GTPases.  
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represents Cdc42-GTP free in the cytoplasm and/or bound to membranes, organelles and 

the nucleus. Deletion of Gef1 would lead to a decrease in the total amount of Cdc42-

GTP, so cells would become more asymmetric due to the scarcity of Cdc42-GTP.  

Instead of describing specific molecular interactions, we took into consideration 

several experimental observations to predict system behavior. We assumed that tips 

compete for Cdc42 or its effectors and regulators, on the basis of observed GTP-Cdc42 

anticorrelations. We also assumed that positive and delayed negative feedbacks combine 

to generate oscillations, as they do in the bacterial Min system [90]. We added noise to 

represent random concentration fluctuations and to capture the observed variability 

(Figure 12 A). The model reproduced the observed time courses: dominant-tip 

oscillations in short cells (with anticorrelated lagging tip) and out-of-phase oscillations at 

both tips in long cells [90]. We added noise to represent random concentration 

fluctuations and to capture the observed variability (Figure 12 A). The model reproduced 

the observed time courses: dominant-tip oscillations in short cells (with anticorrelated 

lagging tip) and out-of-phase oscillations at both tips in long cells (Figure 11 C). 

Allowing different rate constants at the two tips caused them to oscillate around slightly 

different averages, as observed in many cells (Figure 12 B). 
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Figure 12. A. Noise and Perturbations Allow State Switching. Trajectories show the 

amount at each tip versus time using parameters from Table S4, but with ε = 0.5 instead 

of .5375 to better demonstrate the effects. (a) Trajectories for two tips, without noise in 

rate constants (γ = 0) , shows transition to oscillations around a symmetric state. (b) The 

inclusion of noise (γ =0 .12/min) introduces switching between asymmetric states and 

leads to an earlier transition to oscillations around a symmetric state. (c) A perturbation 

that sets the on rate to zero for five minutes leads to an early switch to oscillations around 

a symmetric state (γ = 0 was used). B. Tips Oscillate around Different Averages when 

Rate Constants Differ at the Two Tips. For tip 1 (blue), the rate constants are the same as 

in Table 3. For tip 2 (red) in lower figure, the on rate constants λ
+

0 and λ
+

n are increased 

by 10% and the off rate constant  decreased by 10% with respect to the values in Table 3. 

Noise in rate constants is not included. In the lower figure, the tips transition from an 

initial asymmetric state at short times into a less asymmetric state at long times. The 

change in the rate constants also influences the timing of the transition. 

 

4-3. Testing Predictions of the Model 

The experimental tests of the model were carried out in collaboration with 

Maitreyi Das and Fulvia Verde. We contributed by discussing and recommending 

experiments, and by analyzing results, but our collaborators cultivated the yeast, did the 
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genetic manipulations, imaged the cells, and carried out all the other physical aspects of 

the experiment. 

According to the mathematical model, cells with similar length may show 

different degrees of Cdc42 asymmetry (Figure 9 F,  Figure 11 C, coexistence region; 

Figure 20), and changes in abundance or activity of Cdc42, or of its regulators, can shift 

the system to more asymmetric or symmetric states. The model indicated that cells with a 

lower rate of Cdc42 activation (or decreased total amounts of GTP-Cdc42 or Cdc42 

GEFs) would favor asymmetric states, because the lagging tip would be influenced more 

severely by the accumulation of GTP-Cdc42 at the dominant tip and by the resulting 

depletion of the cytoplasmic pool (Figure 20 B and Figure 13 A). To test this, we 

measured CRIB-GFP tip intensities in gef1∆ cells, which lack one of the two Cdc42 

GEFs and therefore less active GTP-Cdc42 [91], but otherwise grow at a normal rate. 

Most (75%; n = 12) gef1∆ cells had lower amounts of CRIB-GFP at the new tips in time-

lapse recordings (Figure 11 A B). CRIB-GFP tip fractions in gef1∆ cells (n = 381) were 

asymmetric (Figure 11 C), consistent with the model. 

From the definition of this model, increasing cell size increases the total amount 

of active Cdc42 or of Cdc42 GEFs. In the presence of noise, this is predicted to decouple 

oscillations, because one tip no longer depletes the pool available to the other. To test this 

prediction, we studied cdc25-22 cells that delay entry into mitosis, owing to a mutation in 

a cell-cycle control gene, and become longer than wild-type cells at permissive 

temperatures (Figure 14 A D E).  
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Figure 13. A. Decreasing the association rate of Cdc42 to the tips leads to late transition 

to symmetric states. Trajectories for two tips as function of changes in the rate constants 

λ0
+
 and λ4

+
 with respect to those of Table 3 (indicated by subscript “MODEL”), with all 

other parameters unchanged. Here we eliminated noise to show the effect of the 

parameter change. B. Cells expressing increased levels of Gef1 display more symmetrical 

CRIB-GFP and For3 distribution. Cells expressing increased levels of Gef1 display a 

more symmetrical distribution of CRIB-GFP (c) and formin For3p (d) as compared to 

control cells (a and b) at the old and new ends, Bar=5µm. C. Measurement of For3 

localization in control and cells with increased levels of Gef1 p= 0.0175, n>30. D. 

Measurement of CRIB-GFP localization in control and cells with increased levels of 

Gef1 p<0.001, n=40. 
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To test if Cdc42 GEF availability influences the anti-correlation of Cdc42 

oscillations, we measured CRIB-GFP fluorescence in cells that over-expressed Gef1. 

This eliminated the anti-correlation of CRIB-GFP signal at the cell tips (Figure 11 F G). 

Increased amounts of Gef1 also led to increased symmetry of CRIB-GFP and Cdc42-

target formin For3 [92] (Figure 11 A F, Figure 13 B C D). This agrees with the model, 

which predicts that increasing Cdc42 activation rate (or total amounts of active Cdc42 or 

Cdc42 GEFs) (Figure 13 A) leads to more symmetrical GTP-Cdc42 distribution. 

Autocatalytic activation within the Cdc42 complex [84,85,93,94] and actin-

mediated transport [6] are likely contributors to positive feedback, as in budding yeast 

[79-82]. Much less is known about negative feedback [89], a required mechanism for 

oscillations, although another group reported a negative feedback and oscillations in 

budding yeast while our work on the subject was in press [95]. To identify possible 

mechanisms for negative feedback in fission yeast, we analyzed CRIB-GFP in 

morphological mutants [3], including orb2-34 and tea1∆, which are monopolar [24,96]; 

rdi1∆ (encoding the Rho guanine nucleotide dissociation inhibitor); and rga4∆ (encoding 

the only known Cdc42 GTPase-activating protein) [5,83]. orb2-34 mutants oscillated 

asymmetrically, but with a longer period and a decreased amplitude of CRIB-GFP 

oscillations [3]. Conversely, rdi1∆ and rga4∆ mutants displayed normal, mostly 

symmetrical oscillations; tea1∆ mutants fluctuated asymmetrically [3]. 
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Figure 14. Testing the mathematical model describing Cdc42 oscillations A. CRIB-GFP 

in wild-type, gef1∆, cdc25-22 at the permissive temperature (25°C), and Gef1-

overexpressing nmt1-gef1 [+thiamine, in YE medium, which contains dextrose (30 

mg/ml) and yeast extract (5 mg/ml)] cells. Scale bar, 5 μm. B. CRIB-GFP tip intensities, 

in a gef1∆ cell (1-min intervals). C. CRIB-GFP tip fractions versus cell length, in gef1Δ 

cells (as in Fig. 1G, n = 381). D. CRIB-GFP tip intensities, in a cdc25-22 cell at 25°C. E. 

Anticorrelation of CRIB-GFP tip intensities decreases with respect to wild-type cells and 

with increasing cell length in cdc25-22 mutants (*P = 0.03, ***P = 0.00039, Student’s t 

test). F. CRIB-GFP tip intensities of cell moderately overexpressing Gef1 (+thiamine, in 

YE medium). G. CRIB-GFP tip anticorrelation decreases in cells moderately 

overexpressing Gef1 (***P = 5.7 × 10
−6

, Student’s t test). Whiskers in (E) and (G) 

indicate the full range of data. 
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Amounts of CRIB-GFP, Cdc42 GEF Scd1-GFP, and scaffold Scd2-GFP at the 

one growing tip of orb2-34 cells were increased compared with the same complexes in 

control cells ([3] and Figure 15 A B). No localization change was seen for Gef1-3xYFP 

(yellow fluorescent protein) or Rga4-GFP (Figure 15 C) [83]. The intensity of Scd2-GFP 

signal [3] or Scd1-GFP at the growing tip in orb2-34 cells roughly equaled the total 

fluorescence at both tips (new end plus old end) in control cells [3]. Amounts of total 

protein were not changed [3]. The implication is that orb2 regulates intracellular 

distribution of Scd1 and Scd2. In the model, this behavior is expected when the maximal 

active Cdc42 allowable at each tip increases (Figure 15 E). In mutant cells unable to 

suppress maximal tip accumulation, the growing tip could function as a sink, trapping 

Scd1 and Scd2. 

To confirm that orb2-34 mutants remain monopolar because of their inability to 

redistribute Scd1, Scd2, or other regulators, we destabilized the actin-dependent [6] 

localization of Scd1 by exposing cells for 10 min to latrunculin A (LatA). In orb2-34 and 

wild-type cells, CRIB-GFP, Scd1-GFP, and Scd2-GFP became symmetric in the first 

hour after LatA removal [3], consistent with reports of brief actin depolymerization 

promoting bipolar growth in monopolar cells cdc10
ts
 and ssp1∆ [31,32]. However, 90 

min after LatA removal, orb2-34 cells reaccumulated these markers at one tip, which 

could be different than the tip originally growing, whereas wild-type cells remained 

largely symmetric [3]. This agrees with the model’s prediction of lack of a symmetric 

attractor for cells with reduced negative feedback and convergence to a symmetric 

attractor for wild-type cells after a perturbation (Figure 12 A). 
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Figure 15. A. Increase of CRIB-GFP tip signal in orb2-34 cells. CRIB-GFP localization 

in wild type and orb2-34 mutant cells. B. Cortical CRIB-GFP in wild type and orb2-34 

mutants cells, p <0.0001. C. Gef1-3xYFP localization in wild type and orb2-34 mutant 

cells. D-F. Interpretation by model of CRIB-GFP tip signal increase. The increased 

monopolarity and increased CRIB-GFP intensity of orb2-34 cells can be interpreted as an 

increase in parameter Csat in the model. Csat is the model parameter controlling total tip 

amount. Trajectories for two tips as active-Cdc42 saturation at cell tip parameter Csat 

alone increases (E)  or a combination of dissociation rate constant k
-
 decrease and Csat 

increase (F) with respect to that of parameters in Table S4, (D) (indicated by superscript 

“MODEL”). Here we eliminated noise to show the effect of the parameter change. We 

conclude that Pak1 kinase helps decrease Csat in wild type cells (negative regulation).    
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orb2-34, a mutant allele of pak1 (also known as shk1) [96] contains a point 

mutation  in the Pak1 kinase domain that decreases its activity [3]. Pak1, a Cdc42-

dependent kinase [97,98], localizes to tips in an Scd1 and Scd2-dependent manner [6]. 

Negative regulation of Cdc42 could then be linked to its own activation, as expected from 

a negative-feedback loop. It might occur through Scd2, a substrate of Pak1 [93], 

consistent with findings in Saccharomyces cerevisiae, where the Pak1 homolog Cla4 

negatively regulates the interaction of the scaffold protein Bem1, an Scd2 homolog with 

Cdc42 GEF Cdc24 [99]. 

4-4. A Biological Role for Cdc42 Oscillations and Fluctuations 

Increased accumulation of Cdc42 GEFs at the membrane, by Gef1 overexpression 

or loss of negative inhibition (orb2-34 mutants), dampens Cdc42 fluctuations (Figure 16 

A). These mutants are wider, possibly because increasing tip-bound Cdc42 results in 

growth over a wider area [91] (Figure 16 B C). We suggest that wild-type cells regulate 

diameter by maintaining Cdc42 activity at the tips within a normal range and activate 

bipolar growth by Cdc42 redistribution (Figure 17 A). Oscillations and fluctuations may 

regulate cell morphology and help the switch to bipolar growth. Before NETO, 

accumulation of Cdc42 at the old end provides a kinetic barrier to bipolar symmetry by 

depleting the resources available to the new end. Oscillations and fluctuations may 

relieve this depletion, giving the new end a chance to take off by allowing the system to 

reach an otherwise inaccessible state of bipolarity (Figure 18 and Figure 19). Mutations 

affecting Cdc42 regulation may alter the system’s dynamics, by promoting a different 

pattern of Cdc42 distribution and changing cell diameter and symmetry (Figure 17 B). 
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Figure 16. A. Percentage fluctuation of Cdc42-GTP at tip with greater CRIB-GFP 

intensity in wild type and mutant cells as indicated. B. Variation of cell diameter in wild 

type and mutant cell. 

Fission yeast Cdc42 oscillations and fluctuations might represent exploratory 

behavior, a general strategy among self-organizing biological systems [100]. Despite the 

associated energy cost, biological systems may benefit because they acquire the ability to 

quickly reach states that would otherwise be difficult to access. Fluctuations of Cdc42 

activity allows fission yeast to rapidly respond to changing intracellular conditions, such 

as cell volume and length. In an environment with changing external cues, such as 

nutrient or pheromone gradients, Rho GTPase fluctuations may allow eukaryotic cells to 

adapt and redirect the direction of growth. 

4-5. Comparison to Other Models 

 The model described here has similarities and differences to the reaction-diffusion 

model of NETO described by Csikász-Nagy et al. ([32], also see section 3-2-1). In both 

models, symmetric tips compete for a common cytoplasmic substrate. In the reaction-

diffusion model, proteins localized at the cell tips promote the conversion of a fast- 
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Figure 17. Model of self-organization of Cdc42 at the cell tips and control of cell 

morphogenesis. A. In wild-type cells, Cdc42 recruitment or activation balances Cdc42 

removal or deactivation, limiting GTP-Cdc42 tip level and thus setting cell diameter at a 

normal range. Increased GEF availability promotes bipolar Cdc42 activation at the new 

cell tip as cell size increases. B. Changes in the system’s dynamics alter Cdc42 

distribution. Decreased Cdc42 activation (gef1∆ mutants) increases Cdc42 asymmetry 

and decreased cell diameter. GEF overexpression increases Cdc42 activation at both tips, 

which leads to increased diameter. Decreased negative feedback (orb2-34 mutants) leads 

to the accumulation of most Cdc42 activity at one single tip and results in monopolar 

growth. Increased active Cdc42 levels at the growing end results in increased cell 

diameter. 

 
diffusing cytoplasmic component to a slowly diffusing polymer. This process is 

autocatalytic. As cells grow, cytoplasmic diffusion limits the rate of substrate delivery to 
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the tips—similar to the saturation mechanism required for bipolarity [see equation (3)]. 

Because the two models share important similarities (competition, autocatalysis, 

saturation), both models describe NETO as a transition from monopolar to bipolar states 

through a coexistence region. This work further includes delayed negative feedback to 

account for Cdc42 oscillations.  

 

 

Figure 18. Schematic illustration of the evolution of Cdc42 polarization. During growth, 

individual cells trace stochastic paths through a polarity landscape that varies from cell to 

cell, but fits a broad description. Following cell division smaller cell are in an asymmetric 

oscillatory state with most GTP-CDc42 (green line) at the old end. Autocatalytic 

accumulation at the old end depletes the active Cdc42 available (or Cdc42 GEFs that 

activate Cdc42) from the new end, providing an initial kinetic barrier to bipolar 

symmetry. As cells grow, this landscape changes: the symmetric valley expands and 

deepens while asymmetric possibilities are progressively lost. Aided by fluctuations and 

oscillations, the system traverses the waning barrier. The system may revert to 

asymmetric states, but this is usually temporary—the landscape of the longest cells favors 

symmetry.    
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Figure 19. Increasing the strength of delayed negative feedback in simulations increases 

the amplitude of oscillations and allows faster switching to the symmetric state. Plot: Cell 

length at time of first switch to symmetric state where the two tip levels first equate, as a 

function of parameter ε, with all other parameters unchanged (Table 3). Error bars show 

standard deviation. 

 
 

Csikász-Nagy et al. suggested that the reaction-diffusion model’s substrate 

represents actin monomers, since actin filament nucleation factors at the cell tips convert 

G-actin to F-actin. But this is unlikely for three reasons. First, filamentous actin moves 

away from the tip by actin-cable-mediated retrograde flow rather than diffusion [37]. 

Second, the reaction-diffusion model predicts that actin monomers—the model’s limiting 

substrate—are a smaller portion of the total actin than estimates from experiments 

[12,37] (and see Figure 4).  Third, actin-cable-turnover simulation predicts G-actin 

cytoplasmic concentration gradients much smaller than those anticipated by the reaction-

diffusion model [12,37]. Reinterpreting the fast-diffusing substrate of the reaction-
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diffusion model as being cytoplasmic Cdc42 and the slowly diffusing polymer as being 

tip-bound active Cdc42 makes the two models similar. However, here we suggest that 

factors other than cytoplasmic diffusion may contribute to saturation.      

This model for competition described in this chapter has some similarities to the 

model described by Howell et al. [101], which describes mutant budding cells that form 

two Cdc42 sites for bud growth—and the two sites compete for Bem1 (an  SH3-

containing protein scaffold that binds Cdc42 GEF Cdc24).  However, while this model 

allows bipolar states, in that case one bud eventually wins.  

Just before the publication of our work described in this chapter [3], Howell and 

others described similar findings in mutant budding-yeast cells [95]. Wild-type budding-

yeast cells do not oscillate in this manner, and instead the oscillations are offered as a 

consequence of negative feedback in the Cdc42 polarization system, and they use 

modeling to explain that this enhances the robustness of the polarization system to the 

copy numbers of Cdc42 and Bem1p-complex-related proteins.  

After the publication of this work, Cerone and others [102] developed a model 

that combines elements of the earlier reaction-diffusion model [32] with aspects of the 

work described in this chapter [3]. Specifically, they use a three-population model of 

abstract reactants, and the resulting nonlinear system has a similar topological 

progression to that shown in Figure 20 B. They chose an algebraic form for their 

equations that allows for more analytic work and investigate the effect of a third growing 

cell tip, but reach similar conclusions and do not address the role of fluctuations and 

oscillations.  
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4-6. Appendix: Correlation of Growth and CRIB-GFP Signal 

We calculated the correlation between instantaneous growth rate and CRIB-GFP 

intensity using sequences of alternating DIC and CRIB-GFP images from Maitreyi Das 

and Fulvia Verde. We selected cells with a clearly resolved birth-scar position that 

usually corresponded to a spot with low DIC intensity value. This is a feature on the cell 

wall that does not move, and it used as a landmark that defines the frame of reference for 

growth at the two tips. We developed an ImageJ plugin
6
 to track the positions of the scar 

and of cell tips in two kymographs showing the positions of the scar and the tips versus 

time, respectively. The kymographs were constructed by selecting a small strip along the 

long axis of the cell running through the scar and tip position, respectively. The plugin 

located the pixel position of the local intensity minimum within a selected range 

corresponding to the position of the scar. The position of the tip was found similarly by 

locating the position of maximum slope in the DIC signal. Growth was evaluated by 

measuring distance between tips and scar. We discarded those parts of the time courses in 

which the cells move out of focus and where the cell tip interfered with the signal of 

neighboring cells. When necessary, we corrected for cell drift using another ImageJ 

plugin called Stackreg
7
. A least-squares fit of length at seven consecutive time points (6 

min total) determined the growth rate at the middle time point. The average of current tip 

fraction with the previous four tip fractions (4 min interval) determined local tip fraction. 

In Figure 9  E, we used 0.2 as the value of CRIB-GFP tip fraction that discriminated 

growth rates in a statistically significant manner. 

                                                        
6 This plugin can be found at http://http://athena.physics.lehigh.edu/cdc42pombe/. 
7 Available at http://bigwww.epfl.ch/thevenaz/stackreg/. 
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4-7. Appendix: Numerical Solutions for Cdc42 Partitioning Model 

After including saturation in Eq. (3), we lose the ability to find algebraic solutions 

to steady state (another group has since published a more algebraically tractable version 

of this model and investigated its solutions [102], as discussed at the end of section 4-5). 

In this section we examine the steady state and dynamical behavior of the model 

numerically. First, we find steady states of the stationary model by fixing ε=0, which 

removes the delay term. This eliminates the oscillations, which occur around these steady 

states, but this allows a systematic investigation of the complete model. 

We integrated the equations numerically using NDSolve in Mathematica 

(Wolfram Research) to find terminal points that correspond to stable fixed points. We 

used initial conditions distributed randomly throughout phase space. Our criterion for 

convergence was 
22

tot

102

tip2

2

tip1 min10  CCC  . We verify the sufficiency of this 

condition by comparing to visual inspection of stream plots, typical examples of which 

are shown in Figure 20 B. We differentiate between two terminal points if at least one tip 

amount differs by one thousandth of the total amount. For fixed volume, we find one, 

two, or three terminal points (circles in Figure 20 B). Symmetry constraints demand that 

the number of total stable fixed points and the number of symmetric total stable fixed 

points (blue circles) share parity (oddness or evenness) because asymmetric stable fixed 

points (red circles) must exist as pairs.  In all cases, we found that if a system had two or 

three terminal points, two of them were asymmetric.  

Figure 11 C shows the results for terminal points calculated using the parameters 

in Table 3. For this parameter set, the system proceeds from monopolar to bipolar steady 

states through a region of coexistence of monopolar and bipolar states. Figure 20 B 
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(panel II) shows that which steady state is reached within the coexistence region depends 

on initial conditions (blue versus red arrows).  

 

Figure 20. Qualitative dependence of stationary (ε=0) model on parameter values. 

Varying the system's rate constants (see Table 3) by a factor of ten in both directions 

shows that the main qualitative feature of the system (progression through asymmetric 

state, coexistence of symmetric and asymmetric states, and symmetric states with 

increasing cell length) is maintained. This show that this qualitative progression is not a 

result of opportunistic choices of rate constants but a result of the form of the equations 

that represent autocatalytic amplification, competition, and saturation. A. Stable tip 

fractions (black) for increasing total-active-Cdc42 levels, same as in Figure 2C. Vertical 
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lines indicate the start (green) and end (orange) of the coexistence region, described in 

supplementary material. B. Sample stream plots (arrows indicate time progression of 

system, their size indicates speed along trajectory). As volume increases, the system 

allows asymmetric-only states (red) (I), coexisting asymmetric (red) and symmetric states 

(blue) (II), and symmetric-only states (blue) (III). Red circles represent asymmetrical 

terminal points; blue circles represent symmetrical terminal points (attractors) of the 

system. C. Existence of asymmetric states and coexistence (found as described in 

supplementary material) as the two independent parameters (described in supplementary 

material) are varied from those of Table S4 by one decade (a series of ten) in both 

directions. The rough boundary and spots near the border between the regions with and 

without coexistence reflect difficulty distinguishing numerically between the case of 

having a small coexistence region and that of having none—the latter corresponding to 

direct transition from asymmetric-only states to symmetric-only states.  

 

 
 

To explore the parameter dependence of this steady-state model, we varied the 

rate constants and examined the system’s behavior as sattottot /CCC  , and therefore 

volume, increases. We found best agreement to experiment for n = 4. For a given n, 

considering the ratios 
 k/0  and 

 kn /  reduces the number of independent parameters 

to two and does not affect the steady states—only the time needed to converge to them. 

We then varied these two parameters (using Mathematica) and determined the properties 

of steady-state solutions as totC  increases. Figure 20 C shows that three regions in 

parameter space are possible. For some parameter sets, the system fails to break 

symmetry, eliminating monopolar possibilities. For other parameter sets, the coexistence 

region may or may not exist. For cases where the system follows the monopolar–

possible-coexistence–bipolar progression, we calculated the dependence of the bounds of 

the coexistence region on these two ratios (Figure 21). 

To find numerical solutions for the general case with nonzero ε, we integrated the 

equations using the Verlet algorithm in Open-Source Physics (Figure 11 C). Accounting 

for some of the observations, such as switching between monopolar and bipolar states,  
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Figure 21. Quantitative dependence of stationary (ε=0) model on parameter values. 

Varying the system's rate constants (see Table 3) by a factor of ten in both directions 

shows changes to Ctot/Csat  at the onset of the coexistence region and exit from that 

region. A. Lowest value of Ctot/Csat for stable symmetric solutions, coinciding with the 

start of the coexistence region, as parameters are changed. B. Highest value of Ctot/Csat  

for stable asymmetric solutions, coinciding with the end of the coexistence region, as 

parameters are changed. Where the values are the same on both panels, no coexistence is 

possible. In the white region, which corresponds to the purple region on Figure 20 C, the 

model does not admit stable asymmetric states and therefore has no transition from 

asymmetry to symmetry. In the gray region, the coexistence region ends for Ctot/Csat > 

150.   
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requires adding noise to the model. Many sources of noise are possible. We introduced 

noise in rate constants to show examples of system behavior. We included Gaussian 

white noise of amplitude  in both V/  and k  but do not allow them to fall below 

zero. This method keeps mass conservation and active-Cdc42 amounts cannot become 

negative. Increasing the magnitude of the noise term by increments shows the effect of 

noise on the system (Figure 12 A). Increased noise leads to earlier dominant-tip switching 

and loss of sharpness in the transition to the symmetric state. In Figure 11 B, we used  = 

0.04 min
-1

. In addition to intrinsic noise, measured distributions differ from the actual 

active-Cdc42 distributions due to measurement noise. To estimate this effect, we 

compared tip CRIB-GFP intensity measurements of the same tip taken at one-second 

intervals and found a standard deviation of about one tenth of the average signal. This 

indicates that measurement noise is of order 10% or greater.  

We tested that oscillations and existence of symmetric and asymmetric states in 

the model does not depend sensitively on our assumption of identical rate constants at 

both tips. The model exhibited similar features when the rate constants at one tip were 

slightly different than those of the second tip (see Figure 12 B where the rate constants at 

one tip were changed by 10%).   
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5. Modeling How Membrane-Bound Tip 

Growth Factors and the Microtubule 

Cytoskeleton Determine Fission Yeast 

Cell Shape 

 Many cells such as fungal hyphae, pollen tubes, and some bacteria grow from 

their tips by remodeling their cell wall [103-105]. Fission yeast (Schizosaccharomyces 

pombe) also grow this way and, as a well-studied model organism, are good for 

understanding tip growth and, more generally, the mechanisms of acquisition of cell 

shape [22,106,107]. Wild type fission yeast cells have a cylindrical shape and maintain a 

diameter of about 3.4 μm and double in length from approximately 7.5 microns to 15 

microns during their life cycle (Figure 22 A). Many fission yeast shape mutants have 

been identified [108]. Common shape mutants include round cells [108,109], cells with 

wider or thinner diameter [6,110,111], and branched cells [24,108].  

Fission yeast and other eukaryotic tip-growing cells use Rho GTPase signaling 

and the cytoskeleton to maintain polarized growth [107,112]. Prior work, including that 

described in Chapter 4, identified two core modules that regulate distinct aspects of 

fission yeast shape [107,113] (see Figure 22 A): (i) The small Rho GTPase signaling 

protein Cdc42 and its associated proteins establish a system that influences the width of 

the growth zone [3,6,114]. Along with its activators and inhibitors, guanine nucleotide 

exchange factors (GEFs) and GTPase-activating proteins (GAPs) and actin-mediated 

transport, the Cdc42 system contributes to the formation and upkeep of a growth zone 

with characteristic width [6] (Figure 22 B C D). By accumulating at the cell tips, active 

Cdc42 defines an area where vesicle delivery, exocytosis [115], and cell wall remodeling 
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occurs by delivery of cell wall synthases [116,117]. (ii) Microtubules align along the long 

axis of the cells and deliver landmark proteins to the tips, defining the tip region and 

maintain a straight central axis [22,34,43] (Figure 22 E F). Microtubules provide a 

directed track for kinesin-based delivery of +TIP proteins to the cell tip, such as Tea1 

 

Figure 22. Fission yeast cell shape and regulation by the Cdc42 and microtubule systems. 

A. Schematic of fission yeast. Cell outline and nucleus in black, red arrows indicate 

outward cell wall expansion during bipolar growth, green represents growth-factor Cdc42 

signal, purple shows microtubules aligned to the long axis, orange-and-yellow circles are 

protein-carrying vesicles delivered along microtubules that mark the tips. B. CRIB-GFP 

(a marker for active Cdc42 [83]) fluorescence localizes at cell tips in control cells. Plot 

shows intensity along the blue contour in the image. Reproduced from Fig. 1A of [3]. C. 

CRIB-GFP fluorescence in control cells.  D. CRIB-GFP after enzymatic digestion of the 

cell wall that causes cell rounding. CRIB-GFP appears to accumulate in patches along the 

cell surface. E. Atb2-GFP fluorescence shows microtubules in control cells. In elongated 

cells microtubules align along the long axis of the cell.  F. Atb2-GFP in rounded cells 

(after enzymatic digestion of the cell wall as in D) shows microtubules with random 

orientations. G. Tea1-GFP, delivered to cell tips by microtubules shows tip-marker 

location in wild type cells. H. Tea1-GFP fluorescence in nearly-round sla2Δ cells reveals 

misplaced tip markers. (C-F: reproduced with permission from [6]; G, H: reproduced 

with permission from [92]). I. Cell diameter versus CRIB-GFP signal full-width half-max 

(measured as in 1B) for wild-type cells and cells with modulated levels of Gef1, a Cdc42 

activator. 
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[22] (Figure 22 G H). The microtubule system detects shape and marks the cell tips even 

in mutant cells that lack the ability to direct growth but have been confined to narrow 

microchannels, and fails to mark the cell tips if physical restrictions force a shape change 

[34,43,118].  

While a large body of experimental work has identified genetic mutations that 

result in modified cell morphology, such as polarity and width, there has been little 

modeling work [4] to identify which physical features are required for maintaining cell 

shape in fission yeast. Cell-scale features such as polarity and width arise from protein-

scale cell-wall remodeling and expansion events. Signaling proteins, because they 

function through short-range interactions, likely operate on a molecular level as well. The 

specific mechanisms of growth are likely very complex to allow modeling at a molecular 

level at present; for example, Cdc42 regulates at least two parallel growth pathways 

[115]. Because of the large separation of scales, however, we anticipate that the cell relies 

on a modular mechanism that could be approximately described by a coarse-grained 

model that incorporates the main features of the system. In this modeling study, we 

explore how the two modules, one based on Cdc42 and another based on microtubules, 

act in concert to achieve robust regulation—and even recovery—of shape. 

 We first describe a model for how cell shape depends on the distribution of the 

Cdc42 signal on the cell tip, and then turn to the problem of how the distribution of 

Cdc42 could depend on cell shape. We show that stability of cell diameter conditions 

constrain the possible mechanisms for shape-dependent signal. We show that a model 

combining Cdc42-signal-dependent cell expansion with microtubule-dependent detection 

of the long axis of the cell provides a stable system if the Cdc42 signal is shaped by a 
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reaction–diffusion process with an intrinsic length-scale. We discuss the assortment of 

known shape mutants and show that, given what is known about the mechanistic roles of 

the missing or affected proteins, they are consistent with the proposed mechanisms of 

shape regulation.   

5-1. Model for Remodeling Under Turgor: From Membrane-Bound 

Growth Factor Distribution to Cell Shape 

Calcofluor staining that marks new cell wall reveals that new material during 

vegetative growth is incorporated at cell tips [18], where Cdc42 accumulates. Two 

studies [3,6] using a fluorescent marker for active Cdc42 found an approximately 

Gaussian intensity profile along the meriodonal contour with a maximum intensity at the 

cell tip (Fig. 1B). In one of these studies, active Cdc42 distribution in cells that 

overexpress or lack  Cdc42 activator Gef1 show that cell diameter correlates with the 

width of the active Cdc42 signal profile [3] (Figure 22 I).  Since Cdc42 targets actin 

cables to cell tips [115] and also helps the cell target the exocyst using PIP2 

independently of the cytoskeleton [115], and because these two parallel pathways are 

thought to be responsible for bringing the relevant cell-wall synthases such as Bgs1 and 

Bgs4 [116,117]  to the tips for polarized growth, it is likely that the rate of cell wall 

expansion depends on the local concentration of active Cdc42. Newly deposited cell wall 

material will deform under turgor pressure: turgor pressure likely deforms the cell wall 

within the range of its elastic response, because even cells bent by confinement in stiff 

microchambers sometimes recover their shape within seconds [118].  

 Can a model of cell growth where the cell wall is represented as an elastic 

boundary (the peptidoglycan matrix) under turgor pressure being remodeled at growth 
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zones that polarized cells place at the tips predict the correct cell diameter? What is the 

relationship between the size and shape of the growth-zone signal and cell shape and 

diameter? Taking into account the above experimental observations, we developed a 

model of cell growth in which an elastic boundary under turgor pressure is remodeled at 

growth zones marked by Cdc42 at the tips. This model is a modified version of a model 

by Dumais, et al. [119] (see 5-5-2 for comparison to other models of tip shape). 

Specifically we assume that the process of wall expansion can be described by the 

replacement of strained cell wall material by unstrained material at a rate proportional to 

the local concentration of a growth factor Λ(s), where s is distance from cell tip, see   

Figure 23. Function Λ(s) represents the s-dependent concentration of Cdc42 and other 

proteins that contribute to wall remodeling. We assume that the material delivered 

according to Λ(s) is able to maintain a wall of constant thickness around the cell, through 

local cell wall digestion and synthesis processes. In this section we assume that the 

growth-zone signal Λ(s) remains constant during cell growth but in the next section we 

will consider the effect of the signal being also dependent on cell size.  

 First, we calculate the stresses, σs and σθ, necessary to balance turgor pressure P 

for an arbitrary simple axisymmetric shape where the position of a piece of cell wall is 

described by the distance to cell tip, s, and angle θ (Figure 23 A). This depends on cell 

wall thickness, δ, and the principal curvatures, κs and κθ [120]: 
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From the elastic stress–strain relationship, which includes the Young’s modulus, E, and 

the Poisson ratio, ν,  the corresponding strains are: 
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Figure 23. Coordinate axis and model of elastic cell wall remodeled under turgor 

pressure. A. Axisymmetric cell, meriodonal distance s, distance from axis of symmetry ρ. 

Angle φ is the angle between axis of symmetry and the normal to cell surface. Angle θ is 

measured around the axis of symmetry. Enlarged part of cell wall shows unit vectors 


,ŝ

along s and θ. B. Illustration of cell wall remodeling model. Top: Remodeling signal 

causes part of cell wall under tension to remodel and relax to new shape. Bottom: green 

arrow shows replacement of strained cell wall by unstrained material; red arrow shows 

stretching of cell wall under turgor pressure. In the model the two processes happen 

simultaneously. Electron microscopy images of cell wall reproduced with permission 

from [121]. 
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We assume that during remodeling strained material is replaced by unstrained material 

with thickness held constant, corresponding to the wall expanding under turgor pressure 

in proportion to local strain (Figure 23 B). The signal Λ(s) directs remodeling, and the 

cell wall expansion rates ξs and ξθ are the product of the strain and the remodeling rate set 

by the signal: 

 



s s Gmaxs   s Gmax .    (7) 

Here, we assume that Λ(0) = 1 and constant Gmax is the remodeling rate at the cell tip. 

Geometrical considerations relate the expansion rate to the velocities along the normal 

and tangential directions of the surface, vn and vt, of a piece of the cell wall with 

coordinates s and θ [120]: 

 








 

cost

s

t

sns

v
v

s

v
v  , 

   (8)
 

where is the angle between the normal vector and the long axis of the cell and ρ is the 

distance to the long axis, see Fig. 2A. The velocities here are with respect to a frame of 

reference where 
ssnv  /)0(  , meaning the motion at that tip is due to only local 

expansion. 

 We solved Equations (5)-(8) numerically (see section 5-6) to calculate steady-

state tip shape as a function of growth-factor signal Λ(s), see Figure 24.  Osmotic 

pressure P, Young’s Modulus E, and the thickness of wall  combine to form Gmax P/E, 

a constant that affects the speed of expansion but not the steady-state shape [see text 

before Equation (9) below]. Therefore, the only factors that determine the change of 

shape are the geometrical properties of the contour and the signal Λ(s). Simulation results 


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starting from a variety of initial contours reach the same steady-state tip shape, showing 

that the final calculated shape depends only on Λ(s).  

 
Figure 24. Model for remodeling induced by growth factor yields several predictions. A. 

For a Gaussian growth-factor signal, cell diameter is proportional to signal width as 

described in the main text. B. Effect of changing Poisson’s ratio of material inserted on 

the slope in A. C. Using for input an exponential power distribution shows that a pointier 

or blunter signal gives a pointier or blunter cell. Excess kurtosis measures the peakedness 

of the distribution. Parameters q and s are found numerically to match values of excess 

kurtosis while keeping the standard deviation constant. 

 

 We found that the diameter of the steady state cylindrical projection increases 

linearly with the full-width half-max (FWHM) of a Gaussian signal (Figure 24 A). Of 

course this must be the case because the width of the signal is the only length scale in the 

model, but the model predicts the ratio of the cell diameter to the FWHM of the signal 

ranges from 1.23 to 1.37 as the Poisson ratio of the material inserted ranges from 0 to 0.5 
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(the ratio of cell diameter to the standard deviation of the signal   ranges from 2.89 to 

3.22), see  Figure 24 B. This ratio, which comes directly from the theoretical model and 

is not the result of a fit, is close to 1.19, the value of the slope in the experiments of cell 

diameter versus CRIB-GFP signal width in Fig. 1I. We also tested how the shape of the 

growth projection depends on the form of Λ(s) by using the exponential power 

distribution (Figure 24 C). This reveals what we might naively expect: a blunter or 

pointier signal gives a blunter or pointier cell. In order words, the precise shape of the 

growth projection changes in the same way the signal does. We do not know of a genetic 

alteration that produces a drastically non-Gaussian cortical active-Cdc42 profile but 

recent results suggest that cells lacking Mid1 may be able to grow pointier tips under 

some conditions [122], which might occur by sharpening the Cdc42 profile through 

Pom1-dependent regulation by Rga4 [83]. Our results also suggest testing if the ice-

cream cone shape observed in some mutants [123] is due to a non-Gaussian Cdc42 

profile or else due to a Gaussian Cdc42 profile with cell-length-dependent width.   

 Further examination of the model, namely by substitution of Equation (7) into 

Equation (21), substituting Equation (6) followed by Equation (9) into the result, and 

factoring out physical constants (leaving a dimensionless integral) uncovers a relationship 

between growth velocity and the parameters of the model: 

 
E

GrP
v max

2
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 ,      (9)
  

 

where r is cell radius and the numerical prefactor depends on the shape of Λ(s) (here 

Gaussian) and on the Poisson's ratio of the material being inserted. Here we use a 

Poisson's ratio of 0.5; the value of the prefactor increases by 96% as Poisson's ratio is 

decreased to zero because the strain approximately doubles. According to Equation (9), 
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growth velocity scales linearly with turgor pressure.  This linear relationship agrees with 

the experimental findings in [118], where a change in turgor pressure was simulated by 

confining cells in elastic chambers and regulating osmolarity with sorbitol [118]. Using 

1.6 microns for the cell radius, a turgor pressure of .85 MPa [118], a cell-wall thickness 

of 200 nm [124], and a Young’s modulus of 101 MPa  [118], along with a velocity 2 

μm/hr that corresponds to the cell doubling length in its cycle with a constant velocity, 

we estimate for Gmax  ~ 0.33 sec
-1

. While this is only a rough estimate, this number differs 

by about one order of magnitude from 0.022 sec
-1

, an independent estimate of the rate 

membrane is internalized by endocytosis found by multiplying 25 actin patches per tip 

[37] by the area of a 300 nm vesicle [40], dividing by the area of a 4.5µm-wide growth 

zone [3], and dividing by the 20-second lifetime of an actin patch [28]. Perhaps the 

remodeling of cell wall by cell wall synthases happens at a faster rate compared to the 

rate of their delivery or removal at cell tips.   

5-2. Shape-Dependent Growth Signal and Maintenance of Cell 

Diameter 

 The model of the section 5-1 showed that a steady signal for cell wall growth 

distributed according to the measured active Cdc42 distribution at cell tips can generate a 

cylindrical extension with a diameter approximately equal to the measured diameter of 

fission yeast cells. However the spatial distribution of the signal that determines cell 

growth also depends on the cell shape generated by the signal. Moreover, fission yeast 

doubles in volume before division and the distribution of growth signal around the cell tip 

may vary during the cell cycle. For example, the Cdc42 signal changes from monopolar 

to bipolar distributions; as cells grow the signal oscillates and fluctuates, and may also 
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change in width [3]. How can the cell maintain a stable cell diameter despite these mutual 

dependencies? In this section we explore the importance of the mutual dependence 

between signal and shape.  

 Since the period of Cdc42 oscillations [3], ~5 min, is much shorter than the 

doubling time, we expect that using the time-averaged Cdc42 profile along cell tips 

would be a good approximation for Λ(s).  We anticipate a bigger effect is the dependence 

of Λ on cell shape. The main feature of Λ that determines the width of the growing 

projection is its standard deviation,   (Figure 24 A). Since wild type cells are 

approximately spherocylindrical, we approximate the dependence of signal on cell shape 

by function ),( Lw , where w is the average cell diameter along the cell length 

excluding the tip cap regions and L is cell length. Here we allow the cell diameter to vary 

slightly along the cell axis but assume that the average diameter w and cell length L are 

the features of shape that determine   (as long as cells remain approximately 

spherocylindrical).  

The diameter of the growing portion of the cell changes according to ),( Lw . 

This causes the average cell diameter to change with length, making w a function of L. 

This interplay between the diameter of the cell and the extent of a signal for remodeling 

can be described by:  

 LLw
dL

LwLd
),(

)]([
         (10) 

In Equation (10), we assume the diameter of the growing portion depends only on the 

current average dimensions of the cell. Here α is a constant given by the model of the 

preceding section that ranges between 2.89 and 3.22 for a Gaussian Λ (Figure 24 A B). 
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Equation (10) is valid for growth from just one tip or from both tips (as long as both tips 

have the same growth signal distribution). Starting with an initial length 0L  after cell 

division and initial average diameter )( 00 Lww  , integration of Equation (10) gives the 

average cell diameter w  when cell reaches length L. To maintain constant cell diameter 

through repeated cell growth and division, the average cell diameter at division must be 

equal to the initial diameter 0w . This gives the following requirement: 

000 )()2( wLwLw   .       (11) 

The diameter of wild type cells does not change significantly throughout the cell 

cycle, so we can assume that w changes by a sufficiently small amount to allow us to 

perform a linear expansion of  Lw, in Equation (10). Expanding around the initial 

diameter 0w , one has: 
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Substituting Eq. (8) into Eq. (6) and applying the steady state condition, Eq. (7), gives 

 

 
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where the initial width is found by solving the following equation for 0w : 
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Eq. (10) defines a fixed point for the system: its solution for 0w  provides the initial cell 

diameter. Eq. (9) then describes how the average diameter changes with length: it goes 

through a maximum or minimum, depending on the sign of γ. Our linear expansion is 
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self-consistent when parameter 1/ 00 wL , making the term added to 0w in Eq. (9) a 

small correction compared to the initial diameter (for β=1, the maximum value of the 

third term in Eq. (9) is ~ 005.0 L ). The linear expansion in Eq. (8) works as long as the 

magnitude of β is of order unity, or less, after comparing the magnitudes of the last two 

terms in Eq. (8).  

We have calculated a fixed point for cell diameter (Eq. (10)), but this point is not 

necessarily a stable one. Performing linear stability analysis of Eq. (6) and requiring that 

if  |)(| 00 wLw  then   |)()2(| 00 LwLw leads to:  

 β < 1     (cell diameter stability criterion)         (15) 

Thus, the signal that determines cell growth expansion may become more widely 

distributed across the cell tip with increasing cell diameter (β > 0), but this dependence 

has to be weak enough, according to equation (15). Figure 25 illustrates stable and 

unstable cell shapes depending on β, for the simple case γ = 0. When β > 1, the diameter 

of cells become wider and wider (or thinner and thinner) after each division.  
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Figure 25. Stable diameter maintenance depends on how growth signal width varies with 

cell diameter (quantified by the value of β, see Eq. (11)).  A. Unstable case, β > 1. Plot 

shows normalized growth signal width   versus cell diameter w , along with the 

diagonal.  

The intersection between diagonal and  curve determines steady state cell diameter 0w , 

see Eq. (10) (for simplicity we assume no cell length dependence of  , corresponding 

to γ = 0). Small perturbations of the diameter from the value of the fixed point are 

amplified after successive cell divisions. Arrows show how increased (decreased) 

diameter leads to wider (narrower) growth signal that in turn causes an increased 

(decreased) diameter. Illustration to the right shows how a mechanism with microtubule 

tips determining diameter might be unstable: larger (smaller) diameter leads to wider 

(narrower) microtubule tip distribution, leading to increased (decreased) diameter. B. 

Stable case, β < 1. Same as panel A but perturbations in diameter are corrected and the 

fixed point is stable.   
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5-3. Microtubule-based Distribution of Growth Signal and Stability 

of Cell Diameter 

In fission yeast, the most obvious shape-sensing organelle is the microtubule 

cytoskeleton (see Figure 22). During interphase, the part of the cell cycle where the cell 

elongates, microtubules radiate from three to five organizing centers attached to the 

nucleus [48]. From these centers, approximately two microtubules usually extend tipward 

in either direction, undergoing catastrophes and rescues [125,126], often spending one or 

two minutes probing the cell-tip region before shrinking away after a catastrophe. Their 

alignment appears to depend on geometrical confinement within the cell [34,43]. In 

addition to centering the nucleus, these microtubules target the delivery of polarity 

regulators to the cell tips. Microtubules allow motor proteins such as kinesin Tea2 along 

with plus-tip proteins like Tip1 and Mal3 to deliver cargo such as protein Tea1 to the cell 

tips [19,127]. Tea1 forms a complex with Tea4 that also localizes formin and actin-cable-

nucleator For3 to cell tips [128].  

If a narrow tubular shape helps to focus microtubule tips, and if microtubule-

dependent polarity effectors direct growth, can the microtubule system be the main 

mechanism for maintenance of diameter and rod-like shape of fission-yeast? In other 

words, is a mechanism where the width of the growth signal is primarily determined by 

the width of microtubule-based delivery able to maintain cell diameter? Indeed, this has 

been proposed in at least two experimental studies of fission-yeast shape [34,43] . The 

discussion of the preceding section shows that the feasibility of such a mechanism 

depends on criteria such as Equation (15) that have not been explored quantitatively. 
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 As a simple, instructive, model of how microtubule-based signal could help 

control cell diameter, let us approximate the cell as two caps connected by a cylinder of 

diameter w . Let us also assume that microtubules deliver cell tip growth proteins 

approximately uniformly near the cell tip, avoiding the corner region connecting the caps 

to the cylindrical body by a gap of size exw . We further assume that the microtubule 

system can achieve this in a way that signal width  is independent of cell length, i.e. γ 

= 0. One has: 
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where the denominator is a scaling factor that gives the wild type diameter
WT

0w as the 

fixed point in Equation (14).  The magnitude of the width of such a growth signal would 

be consistent with the experimentally-measured Tea1 profile that is approximately 

Gaussian with standard deviation ~ 1 µm [129]. For this dependence of signal on shape, 

we find, using Equation (12): 
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This β value is larger than unity for any positive exw , implying that the signal distribution 

of the simple model of Equation (16) is an unstable width regulation mechanism. It can 

be shown that other such simple geometrical models can give values of β that are smaller 

than unity, but are generally near unity. These β values show that microtubule-only-based 

models of cell diameter regulation may suffer from instability problems.   

 Microtubule buckling [47] could focus the microtubules near the cell tip and 

could reduce the dependence of tip growth factor delivery width on cell diameter 

compared to the model of Equation (16), thus providing a stable width regulation 



78 
 

mechanism. To explore this possibility, we employed a detailed computational model of 

microtubules proposed by Foethke and others [47] (discussed in section 3-2-3), which 

treats the microtubules as growing and shrinking flexible rods attached to a spherical 

nucleus in a viscous fluid by drifting springs (Figure 26 A). We used the two-dimensional 

version of their model (available at www.cytosim.org) that allows extracting locations of 

positions of microtubule tips. We expect the 2D version to give similar results to the full 

3D model, since each microtubule lies approximately on a 2D plane. Microtubule 

catastrophe rates, in that model, increase with both the length of the microtubule and the 

force on the tip. Using that model, we changed the diameter and length of the two-

dimensional confining cell and tracked the coordinates of many microtubule tips (see 

Table 4 for model parameters). This gives a profile of where the microtubule tips touch 

the cell boundary during interphase as a function of cell diameter (Figure 26 B C). 

Snapshots of simulations in Figure 26 A show configurations of microtubules and the 

focusing effect of buckling.  

As an approximation for the microtubule-based growth signal width ),( Lw

derived from the simulations of Fig. 5A, we examined a model in which the growth 

factor distribution across the cell tip is equal to the distribution of the likelihood of 

microtubule tip contact per unit area (see Figure 26 B). Such a model assumes that a 

localized growth factor signal is delivered in proportion to the time-averaged density of 

microtubule tips touching the cell membrane. Repeated simulations of microtubule 

dynamics give a frequency distribution for the location of microtubule tips as a function 

of the meridional distance (Figure 26 C). This probability density function is fitted to a 
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Gaussian distribution and the standard-deviation fit parameter  as function of cell 

diameter and length is shown in Figs. 5D and E. (Note: Conversion of the distribution 

 

 

Figure 26. Microtubule-only model of growth signal distribution leads to unstable width 

regulation. A. Snapshots of microtubule distributions using the 2D version of model of 

Foethke et al. [47] for two different cell widths. B. Microtubule tip locations (red: 

touching cell boundary; blue: not touching) extracted from model shown in A.  C. Time-

averaged probability distribution of microtubule tips touching cell boundary as function 

of distance from cell tip. Continuous curve: Gaussian fit. D. Standard deviation of 

microtubule tip signal from plots as in panel C, versus cell diameter for two parameter 

sets shown in Table 4. Cell length: 8 µm. The red and green lines show curve  /w  

using the upper and lower values for parameter α that depends on the value of Poisson’s 

ratio for inserted material (see Fig. 3B). The intersection between the tip signal width 

curve and the straight lines is the fixed point that determines the cell diameter, see Eq. 

(10) (here the value of γ is small, see panel E).  The graph shows a fixed point at the 

wrong diameter (near 8 µm instead of ~3.2 µm), and that that fixed point is unstable since 

β > 1 at the intersection (similar to Fig. 4A). E. Standard deviation of microtubule tip 

signal varies slightly with cell length. Cell diameter = 3.2 µm. Line shows least-squares 

linear fit with slope 0.0137. 

 



w 
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of Figure 26 C to the corresponding 3D distribution before extracting parameter  does 

not change the following conclusions). 

 Plot of signal width  as a function of cell length in Figure 26 E shows a weak 

length dependence,  0.04 using the parameters of Table 4. The dependence of  on 

cell diameter is approximately linear for cell diameters smaller than 7 µm, for a cell 

length 7 µm (Figure 26 D). As the diameter becomes comparable to cell length however, 

a sharp unfocusing transition occurs and  increases rapidly (spike in Figure 26 D). The 

slope of the linear region is significantly smaller than in Eq. (12); had the  curve in 

Figure 26 D intersected with the green and red lines (which indicate  /w for the 

extreme values of the Poisson’s ratio, see  Figure 24 B) at 
WT

0w = 3.4 µm, we would have 

β  = 0.25 and a stable diameter regulation mechanism. However, the focusing of the 

microtubules by buckling is too strong to allow for such an intersection: the values of   

represent a narrow distribution at 
WT

0w = 3.4 µm. Instead, the candidate fixed point occurs 

at very large diameters around 8 µm, within the microtubule unbundling region where 

>>1, an unstable case. Changing parameters in the model such as reducing the 

characteristic force for force-dependent microtubule catastrophes by a factor of ten 

(Figure 26 D), increasing the hydrolysis rate by up to a factor of five (not shown), or 

increasing the stiffness of microtubules by up to a factor of ten (not shown) did not 

modify  significantly.  

  The models of Equation (16) and Figure 26 are not the only possibilities. 

Additional microtubule-based mechanisms could interpolate between these two models. 
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For example, if Tea1 delivery happens after some time after first touch of microtubule tip 

to cell periphery, this would give a larger  compared to Figure 26 D. Tea1 tip delivery 

events do seem to be distributed over a wider area compared to Figure 26 D (see 

experimental data in Fig. 3E in [129]) but the dependence on cell diameter has not been 

studied. Overall, it appears that several non-trivial mechanisms would have to be added 

to microtubule geometric alignment model to achieve the desired effect of a signal with 

an approximately shape-independent width.    

 One additional mechanism that would enhance stability is that with a growth 

signal that can develop its own, approximately microtubule-independent width, likely via 

a reaction-diffusion mechanism [86,129,130]. In this case the role of the microtubules 

would be to provide a target for the growth signal by delivering landmark proteins that 

direct the signal to the cell tip. Such a mechanism would be consistent with experimental 

observations that show that the lack of fully functional microtubules or missing polarity 

proteins delivered along microtubules lead to defective cell shapes that still show 

polarized growth. For example, cells missing Tea1 can grow a third tip out of the center 

of the cell [24] and mutations of microtubule-associated protein Alp1 can lead to curved 

cells [131]. Mutations of cysteine 354 in beta-tubulin change the overall rate of 

microtubule growth, shrinkage, catastrophe, and rescue [132]; these changes lead to 

partially misplaced Tea1 and often to growth from the side of the cell [132]. These cells 

are also late or defective in initiating bipolar growth, suggesting that the landmarks are 

necessary to place a new growth site as the cell becomes longer and more mature [132]. 

Spheroplasts treated with microtubule inhibitor MBC are able to polarize and extend 

growth projections [114]. Membrane-bound Mod5 appears to cooperate with Tea1 to 
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maintain a robust Tea1 distribution [129]. Related work in budding yeast also supports 

the ability of the Cdc42 system to break symmetry and establish a polarized growth zone 

independently of microtubules [86,87].  

In the next section we show how a model with growth zones, microtubules, and 

landmarks can not only explain stability of fission yeast cell diameter but also several 

features of cell shape in wild type and mutant cells. 

5-4. Model for Shape Maintenance by Growth Zones, Microtubules, 

and Landmarks  

 To investigate how the microtubule and tip signal growth components of shape 

maintenance fit together, we built a qualitative model that includes signal-dependent 

growth, diffusing growth zones with a native width as from a reaction-diffusion system, 

and an axis-sensing microtubule system that delivers landmarks to the cell tips (see   

Figure 27). Then we explored the parameter space of the model. Here we show that 

changes to the focusing of the microtubules and the dynamics of the Cdc42 system can 

lead to bent or bulged shapes, and we describe how many of the known aberrant shapes 

can be understood within this modeling framework.  

In the model we assume that the landmark proteins, such as Tea1, that are 

delivered microtubule system provide an attractive potential U(s) at cell tips for the 

center of the Cdc42 growth zone signal (purple zone in  Figure 27 A). This potential, 

reflecting the interaction between Tea1, Mod5 [129] and associated proteins on the cell 

membrane, that we approximate as a Gaussian distribution, has width MT and depth U0 

that we treat as an independent parameter. We assume that the Tea1/Mod5 interactions 
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allow MT and U0 to be independent of cell length and diameter. While the molecular 

basis of the interactions between this Tea1 zone and the Cdc42 system have not been  

  
Figure 27. Model with growth zones, microtubules and landmarks (see main text and 

Materials and Methods for detailed description). A. Model schematic shows cell outline 

(black) and the potential U(s) defined by the microtubule ends at cell tips (purple 

gradients). B. Center of diffusing growth zone (represented by a green circle) moves 

diffusively in the microtubule-tip-based potential. C. Growth signal (green gradient) 

leads to local cell wall expansion. D. A straight line (purple) representing the microtubule 

system extends towards local length maximum to define the center of the U(s) potential. 

E. Points on the cell outline move towards the cell stencil (red) centered at the position of 

the center of the growth signal and oriented normal to the cell contour. 

 

 

established [92,128,133], we anticipate that this interaction can be captured by a diffusion 

in a potential process: the constant assembly and disassembly of the Cdc42 cap would 

lead to random motion of the center of the growth signal zone that is biased towards the 
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minimum of the potential. This diffusion process can be quantified by one additional 

parameter, gzD , the intrinsic diffusion coefficient of the center of the Cdc42 signal. The 

standard deviation of the growth signal Λ(s), that comes from the Cdc42 reaction-

diffusion system and its regulators is fixed to be  , independent of cell shape. The 

phenotypes of wider or narrower diameters seen in Cdc42-regulator deletion mutants 

such as Rga4Δ and Gef1Δ [6] or overexpression of Gef1 [3] would correspond to 

different   but here we do not model the mechanisms determining  . 

For simplicity, we study the model in two dimensions. We anticipate that features 

of the model, such as how far from the tip the growth zone normally diffuses and how 

often it escapes the microtubule-based potential at the tip, do not depend qualitatively on 

the dimensionality. A 3D model could have additional features such as allowing 

corkscrew-shaped cells that are neglected here. We developed a version of the 3D 

axisymmetric growth model that could be plugged into the 2D model that uses a 

protruding stencil for a growth projection from a 2D contour (see  Figure 27 and section 

5-4). The stencil size scales to match the width of a growth zone. We used a stencil 

model since a direct conversion of the model of Fig. 2 to two dimensions does not work 

because an elastic boundary under turgor pressure in 2D always becomes circular. The 

growth stencil has the shape of a cross-section of the 3D tip shape derived earlier for a 

Gaussian growth-factor signal (Figure 24 A). Instead of calculating the shape change 

based on remodeling under pressure, the outline deforms to accommodate the protrusion 

of the stencil. The 2D model allows us to examine shapes that would not be axially 

symmetric without the added complication and computation of a fully three-dimensional 

model. 
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 Finally, we assume that the microtubule system marks the two most distant parts 

of the cell that correspond to the two cell tips. This is can be represented in the model as a 

line from one point on the cell boundary to another. During every step of the simulation, 

the line representing the microtubule system repeatedly attempts to increase length by 

small movements of these two points. This process finds a local maximum of distance 

between two points on the outline, and for simple shapes such as a rectangle capped on 

opposite sides by semicircles the process finds the global maximum of distance between 

points on the entire boundary. The ends define centers of potential U(s) on the cell 

boundary for diffusing growth zones.  

 To explore the family of shapes produced by the above model we started from a 

2D cross-section of the cell shape calculated in the 3D model (Figure 24 A) and length 8 

μm. This shape was evolved until the long axis of the cell had doubled. For cells that did 

not elongate linearly, we ended the simulation at three times the time it would take the 

long axis to double were the cell growing straight. We simulated cells with either one or 

two growth zones since some shape mutants grow in a monopolar manner (single 

growing tip, such as tea1Δ [24]) while others are bipolar (two Cdc42 zones, such as some 

for3Δ cells [13]).  

 Simulations reveal three families of shapes: straight cells, bent cells, and bulged 

cells (see Figure 28, Figure 29). For small diffusion coefficients and narrow microtubule-

based potentials, cells grow approximately straight (region I on Figure 28, Figure 29). As 

the potential defined by the microtubule becomes wider, if the diffusion coefficient is 

large enough that the growth zone can move away from the tip during the lifetime of the 

cell, the cell often grows away from the axis of the cell, resulting in a bent final shape 
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(region II on Figure 28, Figure 29). Finally, as the diffusion coefficient becomes large 

enough that the potential no longer confines the growth zone or the potential becomes so 

 

Figure 28. Two-dimensional model with one growing tip generates three families of 

shapes. A. Examples of simulated cell outlines from the three regions in parameter space 

show occurrence of: (I) straight cells, (II) bent cells, and (III) wide cells. Cell shapes were 

generated by starting from an outline of a 8 µm long cell with tips shaped according to 

the model of Fig. 6 and a growth zone placed at one tip. The model was evolved until cell 

length doubled or thrice the amount of time necessary for a straight-growing cell to 

double had elapsed. B. Regions of different shapes as function of growth zone diffusion 

coefficient Dgz
 
and standard deviation of microtubule-based potential σMT. Circles on plot 

indicate parameters used for the shapes in panel A. For the definition of the regions, see 

Materials and Methods. The depth of the potential was U0 = 0.2 μm
2
/min, a value that 

shows a range of model behaviors. If the potential is very deep, any diffusion coefficient 

that allows the growth zone to escape from the tip also allows it to explore the side of the 

cell. If the potential is very shallow, a diffusion coefficient that allows the growth zone to 

be confined also precludes exploration of most of the cell boundary during the growth 

phase of the cell. C. Cell bend, measured as squared sine of angle between initial and 

final cell axes as described in Materials and Methods as a function of the same 

parameters as in panel B. D. Cell width, measured as described in Materials and Methods, 

as a function of same parameters as in panel B.  
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Figure 29. Two-dimensional qualitative model with two growing tips generates three 

families of shapes. Same as Figure 28, but with two growing tips. 

 

wide that it extends well beyond the cell tips, the growth zones can explore the entire 

surface of the cell and the cell develops bulges and diameter increases (region III on 

Figure 28, Figure 29). 

Both the bent (region II) and bulged (region III) cell morphologies have been 

observed by experimentalists, as we will discuss in the remainder of this section.  The 

ban mutants become banana shaped [108] and our results suggest that this could be the 

result of the combination of wider Tea1 and other landmark protein distribution with a 

fast diffusing Cdc42 cap. Thus, they may provide an experimental window into the 

interrelationships among growth, Cdc42 signaling, and the microtubule system. We note 
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that our simulations show equal numbers of S-shaped and banana-shaped cells while 

prior reports show primarily banana shapes [108]. One possibility is that the model of 

Fig. 6 is correct in that initial cell bending is due to diffusing growth caps. Aspects of the 

microtubule system not included in the model might subsequently preferentially stabilize 

banana shapes as compared to S-shapes: for example, U-shaped buckled microtubules are 

more likely to occur as compared to S-shapes [47] but the model of Fig. 6 does not 

account for microtubule buckling. Microtubules in the ban5-3 mutant tend to be shorter 

during interphase [108], and the shape of these cells often includes sharp bends. Since the 

ban5-3 mutation is on the gene encoding for alpha tubulin Atb2 [134], the resulting cell 

shape can be attributed to a failure of the microtubule system to reach and indicate the 

tips for growth, consistent with our model. Another possibility is that microtubule 

buckling is the primary cause for some of the banana shapes, rather than growth cap 

diffusion: the landmark distribution generated from buckled microtubules would lead to 

banana-shaped cells. Images of ban2-92, ban3-2, and ban4-81 mutants do show a 

buckled microtubule bundle on one side of the cell [108] but what is cause and effect is 

unclear. The mechanism behind shape in these ban mutants might act through 

components of the microtubule organizing centers attached to the nucleus [135]. We 

propose experimental measurements of active Cdc42 zone diffusion in the ban mutants to 

help separate cause and effect in these shape mutants.  

Long cells blocked in G2 also become curved in a way similar to the banana 

mutants [32,108].  This could be related to a cell-length limit for the normal response of 

the microtubule system: if mictrotubules are unable to extend all the way to cell tip, this 

might give rise to a wider and/or shallower potential U(s). 
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 Bulge-shaped cells have also been observed in Mid1 mutants [122,136] and in the 

sla2∆ cells shown in Fig. 1H [137]. We suggest these shapes might be related to a rapidly 

diffusing growth zone in combination with defects in microtubule organization.  

Alternatively, unregulated random nucleation, growth and disassembly of Cdc42 growth 

zones (as occurs during mating [138]) could explain these shape mutants. To date, bulged 

mutants have not been explored as much as other aberrant shape phenotypes, possibly 

because such a trait may be caused by factors other than mutations.  

Here we did not address T-shaped cells [24]. These phenotypes may occur 

because of a failure to initially place the growth zone at the tips.  

5-5. Discussion 

5-5-1. Summary of Models of This Chapter 

The work presented in this chapter addresses three questions: (1) Can a physical 

model for how fission-yeast cell shape could depend on a cortical signal reproduce the 

observed cell diameter and tip shape using the measured active Cdc42 profile? (2) What 

are the ramifications of a shape-dependent signal for growth, and can a mechanism where 

the width of the tip growth signal is determined by microtubule focusing lead to stable 

regulation of diameter? (3) Can a number of abnormal fission yeast shapes be understood 

in terms of disruptions to a few interacting modular components that link the 

cytoskeleton to Rho GTPase signaling? 

 To address the first question (1), we developed a coarse-grained mathematical 

description of the cell boundary as an elastic shell shaped by turgor pressure (Figure 23 

A), and of how the shape of this boundary would change due to continuous renewal of 
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the boundary material (Figure 23 B). Results from this model include a rate of signal 

width to cell diameter in accord with experimental results [3,6] (Figure 24 A). 

 To address the second question (2), we give an account of how feedback between 

a growth signal and cell shape might affect diameter. Results from this model include a 

condition for stable diameter regulation [Equation (15), Figure 25], and data from a 

detailed microtubule simulation ([47], Figure 26) suggesting that simple feedback 

between growth signal and cell shape through physical exploration by the microtubules 

may not be sufficient to establish a constant cell diameter.  

 To address the third question (3), we describe a qualitative model that 

incorporates components of fission-yeast shape regulation to provide a basis for 

understanding shape abnormalities (Figure 27). The model includes coarse grained 

versions of the microtubule-dependent tip-sensing mechanism, the landmark proteins 

delivered by motor proteins along those microtubules, and the active-Cdc42-dependent 

growth described in the first part (1). Results include an exploration of model parameters 

to show the shape families that arise due to alterations of the distribution of the landmark 

proteins or the diffusive speed of the Cdc42-dependent growth zones.  

As a whole, this theoretical work describes a framework for understanding how 

shape is regulated and maintained in fission yeast, and motivates experimental 

investigation into the physical components of the cell that correspond to mechanisms of 

the model. 

5-5-2. Comparison to other models for tip cell wall growth 

Our model of signal-dependent growth relates to previous models of tip shape in 

other cell types. We note that there are some differences between fission yeast and other 
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tip-growing cell types. Pollen tubes, for example, secrete pectic polymers to build their 

cell wall at the cell tip and they are cleaved of methyl groups as they mature [139,140] 

while fission yeast lacks pectin and its cell wall contains primarily glucan and chitin 

[141,142]. Vegetative fission yeast also does not have a Spitzenkörper [103,143], the 

organizing center for vesicle delivery in growing tips of fungal hyphae, so our model 

differs from models that have investigated the consequences of Spitzenkörper-dependent 

tip growth [144,145]. 

 Our model is most closely related to the model of Dumais et al. [119], who 

modeled the cell wall of tip-growing plant cells (such as elongating root hair cells of M. 

truncatula) as a thin viscoplastic shell. Their model belongs to a class of models for tip 

growth that rely on gradients of mechanical and viscous properties of the cell wall along 

the cell tip [144,146]. In Dumais et al., the mechanical properties of the wall—

extensibility, yield stress, and Poisson’s ratio—vary with distance from the tip and their 

interaction gives rise to shape. The extensibility function plays a similar role to our Λ(s) 

and both models share the same algebraic expressions for elastic shells [120]. In Dumais 

et al., delivery of material is assumed to be tuned to maintain a constant wall thickness. 

Here we assume delivery is proportional to Λ(s) and that the material delivered is able to 

maintain a wall of constant thickness. While the equations that describe the steady state 

are mathematically very similar, here we explicitly link wall expansion to delivery of 

wall material (so we predict that in the absence of delivery expansion would stop, since 

we assume the wall is elastic). We also assume a different expansion rate: in Eq. (3) we 

assume the expansion rate is proportional to local strain while Dumais et al. assume that 
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the strain rate (corresponding to  here) is distributed according to a local energy 

minimization.  

 Campas and Mahadevan [147] identify two length scales in tip growing cells, one 

describing the distance away from the tip at which the polymers of the cell wall become 

increasingly cross-linked causing a transition from a fluid to a solid wall (in pollen tubes 

this depends on pectin methyl-esterases and their inhibitors) and another describing the 

distance from the tip where the rate of material deposited to the wall falls off. These two 

length scales lead to a spectrum of possible cells diameters and shapes where the radius 

of curvature at the tip and the radius of the cell body differ. Here we assume cell wall 

expansion is linked to delivery of wall material through Λ(s). Thus, changes of tip shape 

and diameter rely on different Λ(s) profiles. 

 Fayant et al. [140] developed a finite element model for growing lily pollen tubes 

and use the model alongside experiments to identify a cell-wall component responsible 

for changing the mechanical properties of the wall. In that model, the Young’s modulus 

varies with the angle between the tip and the long axis of the cell, reflecting a continuous 

maturation process as wall material moves backward from the tip. Experiments reveal 

this maturation process to be the esterification of pectin. They assume exocytosis acts to 

maintain constant cell-wall thickness during expansion.   

 The rod shape is not exclusive to eukaryotes: a few well-studied bacteria maintain 

a shape that is similar to that of fission yeast with growth occurring along the cylindrical 

cell body or at cell tips, depending on the organism [148]. B. subtilis, E. coli, and C. 

crescentus grow by patterned insertion of peptidoglycans into the sidewall using a MreB-

dependent mechanism and some disagreement remains as to whether this operates by 


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circumferential motion of a complex including MreB [149,150] or as a consequence of a 

helical MreB structure [151,152]. Huang, Wingreen and others used molecular-level 

models to describe the growth of Gram-negative bacteria such as E. coli [151,153,154]. 

In these studies, an elastic network glycan strands and peptide crosslinks expands as 

material is inserted with some orientation preference. These models capture cracked-cell 

shapes that result from patches of defects in the network [153]. Jiang and others also put 

the growth and shape of multiple Gram-negative cells into a common framework [155]. 

They use a continuum model of the peptoglycan network to show how growth, cell-wall 

mechanics, and the bacterial cytoskeleton can interact to produce shape. According to 

that study, a dynamic helical bundle of MreB exerts forces on the cell wall as it is 

remodeled, keeping it from swelling in response to the turgor pressure. They use the 

model to explain shape change after the loss of the MreB helix due to drug treatment. A 

study by Wang and Wingreen [156] argues that the energetics of MreB and FtsZ 

filaments, along with those of membranes and interactions between filaments and 

membranes, are sufficient to explain filament orientation in rod-shaped bacteria cells. 

Because the models of bacterial shape by Huang et al. [153], Jiang et al. [155], and Wang 

and Wingreen [156] describe cells that use a different mechanism to maintain shape, the 

pattern of growth is very different from the model of fission yeast described in this paper. 

However, the concept of remodeling part of the wall, of breaking down a peptoglycan 

network and inserting new material as in Huang et al. [153] is similar to the assumptions 

of our model, even if the region that expands is different.  
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5-5-3. Modular control of fission yeast shape   

Shape regulation, as described in the last part of this work (Figure 27), is 

essentially modular. The separate components—the microtubule system, the Cdc42 

signaling, and the landmarks—interact but are described by separate genes and consist of 

separate proteins. And to some extent they can operate separately: many of the shaping 

mechanisms are understood because the other modules continue to work if they are 

disrupted, as in the case of banana-shaped cells where the Cdc42 cap may function 

normally but the landmarks are misplaced. Our description of the bent cell shaping 

mechanism differs from the ideas presented in literature that suggest that the banana 

shape comes from a length scale within a reaction-diffusion equation [32] (note: such a 

mechanism also does not distinguish between S and banana shapes) or from whole-cell 

buckling [35]; these contrasting explanations motivate further experimental study of the 

ban mutants. 

The framework described in this work also appears to be consistent with recent 

observations of spheroplasts, cells that have become round because the wall has been 

enzymatically digested [114]. Despite their round shape, these cells form a growth zone 

of the proper size (and of the altered size in cells missing components of the Cdc42 

system) at a random location. Because the growth zone size in this case seems to be 

independent of the physical shape of the cell, this argues that the Cdc42 system has an 

intrinsic length scale that ultimately sets the diameter of the cell. The fact that tip growth 

can occur in spheroplasts treated with microtubule inhibitors [114] provides further 

support for the conclusions of this work. The fact that spheroplasts with microtubules 

unperturbed by drugs grow a straighter protuberance [114] is also consistent with the 
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picture advanced here. This particular study also implies another aspect of shape 

regulation, recovery: cells can recover polarized growth from a spherical shape. This 

indicates that the machinery is robust enough to reestablish polarity even in cases where 

it is lost completely. 

How would more-complex dynamics, such as oscillations or a changing number 

of growth zones [3] affect this picture? Perhaps not so dramatically. Because the shapes 

and parameter dependence of the model do not depend strongly whether one or two 

growth zones is used (Figure 28, Figure 29), maybe the details of partitioning growth on 

the timescale of minutes are important for the efficient use of resources (which may be 

concentrated at one tip in small cells that only have enough growth machinery to grow at 

one tip [3]) but not for overall morphology.  

 In addition to genetic and pharmacological manipulation, prior studies on fission-

yeast shape also included perturbations to the physical environment of the cell. In 

particular, in two prior studies cells were confined within curved chambers to study the 

response of the growth machinery [34,43]. One study used curved passages [34], the 

other used elastic microchambers [43]—but in both cases they found that cells forced to 

adopt curved morphologies misplaced landmarks due to a change in the organization of 

the microtubule system. Both of these studies support the framework of fission-yeast 

shape regulation proposed in this work (Figure 27). Another study also investigated the 

effect of external electric fields on the direction of growth [157]. The ability of an 

external electric field to bias growth [157] could be incorporated into our model as a term 

added to the microtubule-based potential U(s), corresponding to a process where the 

electric field induces changes in intracellular pH and produces a bias for localization of 
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the glucan synthases Bgs1 and Bgs4 or some protein upstream of them, as suggested 

[157].  

Finally, we have identified three mechanisms that could lead to round cells: (1) 

Establishment of a very wide Cdc42 region leading to a diameter comparable to cell 

length; (2) Sensitivity of cell growth signal to cell diameter (case β > 1); (3) Highly 

motile Cdc42 patch (the latter leading mostly to bulgy cells). Future studies imaging the 

distribution and dynamics of Cdc42 and the cytoskeleton in wild type and mutant cells 

could help distinguish among these possibilities and test the validity of the proposed 

modular mechanism.  

5-6. Appendix: Methods related to model for remodeling under 

turgor pressure 

Evolution of tip shape as function of growth-factor signal Λ(s).  The differential equations 

described by Eq. (4) can be rearranged to give a differential equation for vt (as in [119]):  
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The left-hand side is svt  /)csc(sin  , so the expression can be written: 

 



 vt csc 
s

 csc s 
 s












.     (20)
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Adding the boundary condition , which is imposed by axisymmetry, the system 

admits the following solution: 

  

 

  
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
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s
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'csccos
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

























 (21) 

 The axisymmetric nature of the model allows the cell surface to be represented by 

a tip-to-tip contour. For calculation purposes, we discretized the contour to a series of 

points, with s being the sum of segment lengths from tip to point. Derivatives and 

curvatures were calculated using the five-point stencil. For a given cell shape and Λ(s), 

numerical integration of Eq. (17) gives the normal and tangential velocities. Every point 

on the contour was moved by dtv 


 (where v


 is the total velocity vector). After this 

step, new point positions along the segmented contour were calculated to maintain equal 

separation between the points, with additional points added as the contour becomes 

longer to maintain approximately the initial spacing. We checked that dt and the spacing 

between points along s were sufficiently small for numerical integration. To calculate 

whole-cell shapes in  Figure 24 A, steady-state tip shapes were joined to a cylindrical 

middle section and the length of that section was chosen to give constant volume.  

5-7. Appendix: Methods related to model for shape maintenance by 

growth zones, landmarks, and microtubules 

Cell boundary. The outline of the cell border is modeled as a series of discrete points 

(see Figure 25 E)  as described in Materials and Methods section 1 for the axisymmetric 

growth model. Here Catmull–Romm splines were used for the interpolation during 



vt 0 0
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contour resegmentation. This alleviates an effect where repeated linear resegmentation 

erodes the contour, especially as dt becomes small. 

Choice of number of beads. For the simulation to accurately represent the 

continuum model, the number of beads should be chosen so that the distance between 

beads is much smaller than the inverse of any curvature along the contour representing 

the cell outline. Therefore the initial number of beads n is chosen by: 

 ),min(/100 initstencil initPn  ,     (22) 

where Pinit is the length of the perimeter at initialization, stencil is the curvature at the tip 

of the stencil, and init is the curvature at the tip at initialization. 

 Growth stencil (Figure 27 E). For the model of Figure 27, we import a tip outline 

from the three-dimensional model. This is defined as the intersection of the three-

dimensional outline with any plane that includes the axis of symmetry of the three-

dimensional outline, trimmed back at the section of the outline where the cell becomes 

cylindrical. A Gaussian growth-factor profile was used to generate this outline, which can 

then be scaled to match the width parameter of a growth zone. The axis of symmetry of 

this stencil is then aligned to the normal vector at its position on the contour representing 

the cell outline. For growth, the tip is moved along this normal vector by v dt, where v is 

the magnitude of the growth velocity vector, and points along the contour representing 

the cell outline are moved towards points that are the same distance along the stencil. 

Points on the contour representing the cell outline do not move if that movement would 

be inward (if the inner product of the normal vector with the direction to the 

corresponding point on the stencil is negative), and only move a maximum distance of 2 v 

dt (1 – s/S) where s is the distance from the growth zone and S is the maximum distance 
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along the growth stencil. This prevents discontinuities in the contour representing the cell 

outline. 

 Diffusing growth zone (Fig. 6B). While the cells expands, the center of the growth 

signal zone diffuses in a one-dimensional potential, U(s), or equivalently 

/)()(* sUsU  , where  is the drag coefficient. Potential wells surround the tips of the 

microtubule, and they have the form of a Gaussian with standard deviation MT and depth 

U0. The movement of the growth zone is simulated according to Brownian dynamics: 

   R
t

D
sU

t

s gz

s

gz







 2
*

 ,     (23) 

where sgz is the growth-zone position, Dgz is the growth-zone diffusion coefficient, R is a 

random number picked from a Gaussian probability density function with standard 

deviation one and mean zero, and t is the integration time step. 

 Choice of integration time step ∆t. Because, for each time step, only the local 

gradient of the potential, sU
*
(s), is used to describe the interaction of the growth zone 

with the potential, the distance that the growth zone travels during one time step due to 

both that interaction and diffusion should be small compared to the scale of the features 

of that potential. After excluding numerical prefactors of order unity, this leads to the 

conditions: 

 MTgzMT

MT

tDt
U




 ,

*

0
.    (24) 

Changes to the contour representing the cell outline should also be small compared to the 

features of that outline during any single time step. An appropriate scale for the features 
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of the outline is the inverse of the stencil-tip curvature, 1/stencil, and changes to the 

outline go as vgrowth ∆t. This gives the additional condition: 

  growthstencil1 vt         (25) 

To meet the above criteria we chose the time step to be: 

   1

growthstencil

*

0

22
,,min03.


 vUDt MTgzMT     (26) 

 Measuring bend and width from cell outlines. Because the cell shapes tend to be 

mostly tubular (visual observation) the degree of bend is approximated by the angle 

between the line representing the microtubules, which has two ends that move in short 

steps when it will increase length (described above in ‘Model for Shape Maintenance by 

Growth Zones, Microtubules, and Landmarks’), and the initial cell axis (i.e., the angle 

between the purple line and the horizontal in Figure 25 D). We used the squared sine of 

this angle as a metric (the square of the sine has non-zero average). This measure has 

some limitations; for instance, a simulated cell growing at both tips that develops a c-

shape will appear to have no bend. However, conditions leading to c-shapes also lead to 

other bent shapes cells and the squared sine is a representative measure. Measuring width 

also relies on the line simulating microtubules for detecting the endpoints. Moving away 

from each tip, the distances between pairs of points are compared out to half the cell 

length away from the tip and the maximal distance is considered to be the width. To 

divide cells into the three categories of straight cells, bent cells, and bulged cells (Figure 

28, Figure 29), we chose thresholds for the degree of bend (squared sine of 0.0015) and 

measured width (3.45 µm). Category I, straight cells, included only regions of parameter 

space where both the degree of bend and the measured width were below the threshold. 

Category II, bent cells, included only regions where the degree of bend was above the 
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threshold and the measured width was below the threshold. Category III included 

everything else. These thresholds were set by trial and error to match what by inspection 

appeared to be the three categories. 
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6. Conclusion 

The purpose of this research has been to further the understanding of the physical 

control of cell growth. To achieve this end, I have focused on fission yeast and developed 

models for how signaling proteins, the cytoskeleton, and the components of the wall 

come together to produce a simple, robust growth pattern for this organism. Specific 

models described the partitioning of signaling protein Cdc42 between the two cell tips 

[3], how the cell wall expands due to signal-dependent remodeling under turgor pressure, 

and how interacting modules (growth zones, microtubules, and landmarks) could work 

together to regulate shape. 

Future modeling efforts on this topic should be informed by experiments that will 

fill in details, such as of delivery rates and reaction coefficients, about these growth 

processes that are at present missing. Using CRIB-GFP and other markers for Cdc42 and 

related proteins, in conjunction with markers for the cytoskeleton, exocytosis, and wall 

remodeling, to study how these modules relate in wild-type and growth-aberrant cells 

will provide many tests of the models described in this thesis and challenges for future 

models. Studying how the cell wall is remodeled at a molecular level, through 

biochemistry and possibly super-resolution microscopy, will inform coarse-grained 

models of how its shape changes, and study of the Cdc42 pathway and associated 

pathways will clarify the picture of how physical growth events are linked to signaling 

and shape detection. By starting from a similar quantitative framework to the work 

presented here in Section 5-4, but elaborating on and expanding it with details from 

molecular biology experiments, researchers could develop a rich test environment for 
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uncovering more details about the processes and mechanisms responsible for the 

establishment and maintenance of shape. 

To apply these models to more complex organisms, they will almost certainly 

require modifications. But the need for modifications will inform us. Cytoskeletal 

elements and regulators are often strongly conserved. In some cases, asking why the 

models must be adjusted despite this may lead to insight about the organism—may reveal 

why the organism required the adjusted mechanism. To confidently address these 

complex questions, we must first demonstrate the accuracy and predictive power of 

modeling simpler biological systems. The studies described in the review provide first 

steps towards this demonstration. Fission yeast provides, at least, a testing ground for 

modeling methods—a foundation for modeling more complex organisms. 
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 n Non-growing/ 

growing end 
average 

intensity ratio† 

Relative 

intensity 
fluctuations, 

non-growing 

end* 

Relative 

intensity 
fluctuations, 

growing end* 

Fraction with 

at least one tip 
exhibiting 

oscillations, 

lower bound 

Period (min) 

orb2-34, Asymmetric 10 0.05 ± 0.06 1.6 ± 0.5 0.21 ± 0.02 70% 6.3 ± 1.1 

, Asymmetric 10 0.03 ± 0.07 2.0 ± 0.4 0.45 ± 0.05 1/10 cell 

marginally 

oscillates with 

period 3 min 

 

 

† Error bars represent one standard deviation among different time courses 

* Error bars represent standard deviation of mean among different time courses 

Two boxes are unfilled because of insufficient data to calculate a reliable average 

Table 1. CRIB-GFP and Scd2-GFP tip intensities and fluctuations. Over a given time 

course, the tip CRIB-GFP intensities exhibit a complex pattern (see Fig. 1E). The 

parameters in the table were derived under the assumption that the signal consists of a 

rapidly fluctuating pattern superimposed over a slowly changing average. The average 

value may change suddenly due to switching of steady states (e.g. symmetric to 

asymmetric as in Fig. 1E) or slowly over tens of minutes due to changes in the cell 

conditions, e.g. expression levels. We measured many cells and separated the signal from 

each cell into 10-100 min intervals. During such intervals, the behavior at each tip could 

be attributed to fluctuations around a stationary average. Thus we excluded those parts of 

the signal that could be attributed to cells in the process of switching states or those parts 

that included a slow drift of the average value. The value of n is the number of such 

intervals. We separated the resulting time courses into “symmetric” and “asymmetric”, 

depending on whether fraction of CRIB-GFP signal at the tip with the lower intensity was 

larger or smaller than 25% (an empirical value that helped classify the cells into two 

groups). The first three columns show the values of the ratio of average intensity between 

tips and corresponding relative fluctuations (defined as the ratio of standard deviation 

within an individual time course over average intensity). To distinguish between parts 

that exhibit periodic oscillations versus those that simply fluctuate, we calculated the 

auto-correlation and cross-correlation functions for each time course as in Supplementary 

Fig. 3. We then counted the number of cells that exhibited peaks indicative of oscillatory 

 n New end/Old 
end average 

intensity ratio† 

Relative 
intensity 

fluctuations, 

new end* 

Relative 
intensity 

fluctuations, 

old end* 

Fraction with 
at least one tip 

exhibiting  

oscillations, 
lower bound 

Period (min)† 

WT, Asymmetric 6 0.21 ± 0.11 0.71 ± 0.18 0.30 ± 0.07 50% 4.5 ± 1.8 

WT, Symmetric 16 0.84 ± 0.3 0.46 ± 0.04 0.39 ± 0.03 45% 5.1 ± 2.1 

gef1, Asymmetric 10 0.13  ± 0.06 0.88 ± 0.06 0.30 ± 0.03 50% 4.1 ± 1.2 

gef1, Symmetric 7 0.96 ± 0.13 0.52 ± 0.08 0.55 ± 0.07 72% 4.1 ± 0.7 

cdc25-22, Symmetric 
(16+) 

7 0.95 ± 0.15 0.45 ± 0.07 0.38 ± 0.03 14%  

cdc25-22, Symmetric 

(13-16) 

9 1.04 ± 0.27 0.39 ± 0.01 0.38 ± 0.02 33% 6.6 ± 2.8 

rga4∆, Asymmetric 5 0.23 ± 0.09 0.57 ± 0.07 0.30 ± 0.03 60 % 4.0 ± 1.7 

rga4∆, Symmetric 11 0.79 ± 0.21  0.47 ± 0.04 0.55 ± 0.05 64% 4.5 ± 0.7 

pJK 148 nmt1-gef1 

Symmetric 

16 1.07 ± 0.35 0.21 ± 0.02 0.22 ± 0.01 31 % 3.3 ± 0.6 

pJK 148 control, 
Symmetric 

15 1.01 ± 0.33 0.43 ± 0.03 0.41 ± 0.02 87% 4.1 ± 0.95 

Scd2-GFP, Symmetric 14 0.99 ± 0.4 0.50 ± 0.04 0.46 ± 0.04 27 % 4.7 ± 1.5 

Scd2-GFP, Asymmetric 8 0.28 ± 0.05  0.50 ± 0.06 0.43 ± 0.04 50 % 5.1 ±1.5 
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behavior. The measured value of the fraction of oscillating cells should be considered as 

a lower bound since factors such as high signal noise and duration of time course can 

limit our ability to detect the oscillatory component. The period was estimated by 

measuring the position of the peaks in the auto-correlation function.  Cells expressing 

increased levels of Gef1 (pJK 148 nmt1-gef1) were predominantly symmetric, and were 

compared to symmetric cells in the control. We could not detect statistically significant 

differences in the period among the different cell types. This was largely due to ~ 1 min 

measurement error in individual measurements and limited number of oscillating cells for 

certain cell types. See also legend of Table 2 for a comparison of different cells types. 
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Table 2. Cross-correlations of CRIB-GFP and Scd2-GFP tip intensities. Value of 

instantaneous cross-correlation between tip intensities for the same cells as in 

Supplementary Table 2. Cell length (time interval) indicates the average length (time 

interval) of the cells used to calculate the values of Table S2 and S3. Negative values of 

the cross-correlation coefficient indicate anti-correlated behavior (as opposed to positive 

values that indicate positive correlations). 

Comparison of Symmetric Cells in Table 1 and Table 2. 

(a)  gef1∆ Symmetric cells had similar values for the relative intensity fluctuations and 

cross-correlation coefficients with WT Symmetric cells, within one or two standard 

deviation of the mean of one another.  

(b) cdc25-22 Symmetric cells had similar relative intensity fluctuations compared to WT 

cells (within one standard deviation of the mean) but significantly smaller cross-

correlation coefficients than WT cells (several standard deviations of the mean, p = 

0.00019). 

(c) rga4∆ Symmetric cells had similar values for the relative intensity fluctuations and 

cross-correlation coefficients with WT Symmetric cells, within one or two standard 

deviation of the mean of one another.  

(d) Control pJK 148 Symmetric Cells had similar values for the relative intensity 

fluctuations and cross-correlation coefficients with WT Symmetric cells, within one 

standard deviation of the mean of one another. 

(e) pJK148 nmt1-Gef1 Symmetric cells (that over-express Gef1) had characteristically 

smaller relative intensity fluctuations and cross-correlation coefficients than control pJK 

148 Symmetric Cells and WT Symmetric cells, by several standard deviations of the 

mean: p = 0.0000088 for NE relative fluctuations between Gef1 over-expression and 

control pJK148 cells, p = 0.000042 for OE relative fluctuations between Gef1 over-

expression and control pJK148 cells, and p = 0.000022 for cross-correlation coefficients 

between Gef1 over-expression and control pJK148 cells.  The fraction of oscillating 

 n Cross-

correlation 

Cross-

correlation, 

standard 
deviation 

Cross-

correlation, 

standard 
deviation of 

mean 

Cell length ± 

standard 

deviation (mm) 

Time interval  

± standard 

deviation (min) 

WT, Asymmetric 6 -0.43 0.22 0.09 9.5 ± 0.9 13 ± 3 

WT, Symmetric 16 -0.42  0.18 0.05 10.1 ± 0.7 26 ± 11 

gef1, Asymmetric 10 -0.32 0.28 0.08 10.0 ± 0.8 20 ± 14 

gef1, Symmetric 7 -0.42 0.14 0.05 10.7 ± 1.0 27 ± 16 

cdc25-22, Symmetric 

(16+) 

7 0.018 0.19 0.07 17.1 ± 0.8  36 ± 14 

cdc25-22, Symmetric 
(13-16) 

9 -0.23 0.28 0.11 14.5 ± 1.0 36 ± 9 

rga4∆, Asymmetric 6 -0.32 0.31  0.14 9.5 ± 0.6 20 ± 8 

rga4∆, Symmetric 11 -0.56 0.22 0.07 10.0 ± 0.5 26 ± 9 

pJK148 nmt1-Gef1 
Symmetric 

16 -0.014 0.26 0.07 9.0 ± 0.7 28 ± 10 

pJK148 control, 

Symmetric 

15 -0.47 0.19 0.05 10.5 ± 0.7 25 ± 7 

Scd2-GFP, Symmetric   14 -0.2 0.33 0.09 ND 22 ± 5 

Scd2-GFP, Asymmetric 8 -0.25 0.26 0.10 ND 18 ± 7 
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pJK148 nmt1-Gef1 

Symmetric cells also appears smaller then the Control pJK 148 Symmetric Cells and WT 

Symmetric cells.  
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Parameter Description Value Reason 

sat

0

Ck
A 






  
Magnitude of regular 

association compared to 

dissociation rate constant.  

2.25 Four conditions determine 

these parameter choices. (1) 

The upper and lower bounds 

of the coexistence region 

should match the results in   

Figure 11 C as totC  increases. 

(2) The value of n must be 

high enough such that the 

lagging tip accumulates 

enough Cdc42 in asymmetric 

states, see NE/OE ratio in 

Table S4. (3) The model 

requires a significant fraction 

of available Cdc42 at the tips, 

so we impose that 70% of 

available Cdc42 is tip-bound 

for the shortest cells. (4) 

Constant total active-Cdc42 

density requires that this 

occurs over an interval where 

totC  doubles.  






k

C n

satn

B

1
  

Magnitude of autocatalytic 

association rate constant 

compared to dissociation 

rate constant.  

6.467 

sat

tot

tot
C

C
C   

Initial (final) ratio of total 

active-Cdc42 amount to 

saturation amount. Doubles 

during the life of the cell. 

6.5 (13) 

n Non-linearity of 

autocatalytic term 
4 

 

Additional Parameters for Oscillations, Increasing Cell Length 

 

Parameter Description Value Reason 

dtCd /tot  Rate of change of totC  .0271 min
-1 

Cells double in 

approximately four hours. 

  Delay constant for 

dissociation 

amplification 

2 min Affects oscillation 

frequency, tuned so that 

oscillations match observed 

period. 

  Relative strength of 

delayed dissociation 
.5375 Set to match the observed 

oscillation size. 
h Non-linearity of 

dissociation 
40 Set to be sufficiently non-

linear to see significant 

oscillations. 
k  Dissociation rate 4 min

-1 Affects oscillation shape 

and degree of anti-

correlation between tips. 

Set to match observed 

oscillatory behavior. 

 

Table 3. Polarity-Model Parameters. 
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Table 4. Parameters for the two-dimensional model of Foethke et al. (see Figure 26). For 

the units, distances are given in µm, forces are given in pN, and times are expressed in 

seconds. Bolded values are changed for some simulations as described in the text. These 

values are used in a configuration file for the Cytosim program found at 

http://www.cytosim.org/cytosim/index.html. We used the compiled version 3.0 beta 

found on that site, which comes with a set of configuration files. The default values for 

the microtubule simulation can be found in the pombe.cym file. 

Container Parameter Description Value 

simul time_step time step for integration 0.01 

simul kT temperature in energy units 0.0042 

simul viscosity viscosity of cytoplasm 

partially determines mobility 

of nucleus 

0.9 

simul precondition   0 

simul binary_output   0 

space 

pombe 

geometry shape of the cell boundary; 

‘capsule’ indicates 

spherocylinder; 2.4 is half the 

cylinder height; 1.6 is the 

radius of the hemispheres 

( capsule 2.4 1.6 

) 

adjusted to 

change 

dimensions of 

cell, see Figure 

26 

fiber 

microtubule 

rigidity modulus for bending elasticity 30 (up to 300) 

fiber 

microtubule 

confine sets forces between fiber and 

confining space 

inside, 200 

fiber 

microtubule 

activity   dynamic 

fiber 

microtubule 

unit_length length of discrete units of 

assembly/disassembly 

0.008 

fiber 

microtubule 

growing_speed speed of assembly 0.06 

fiber 

microtubule 

shrinking_speed speed of disassembly -0.15 

fiber 

microtubule 

hydrolysis_rate hydrolysis rate of g-units, 

from which the catastrophe 

rate is calculated 

0.058 (up to 

0.29) 

fiber 

microtubule 

growing_force characteristic force of 

polymer assembly, used for 

force-dependent catastrophes 

1.7 (down to 

0.17) 

fiber 

microtubule 

shrinking_fate what happens when a 

microtubule reaches the 

minimum authorized length  

rescue 
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fiber 

microtubule 

min_length minimum authorized length 0.5 

sphere 

envelope 

point_mobility mobility of points on the 

surface 

0.05 

sphere 

envelope 

radius the radius of the sphere 1.3 

sphere 

envelope 

confine flag to confine this object inside, 200 

sphere 

envelope 

piston_effect if true, use special formula to 

calculate mobility 

(presumably as in Foethke, et 

al.) 

1 

bundle 

microtubule

_bundle 

fibers the name of the fiber in the 

bundle 

microtubule 

bundle 

microtubule

_bundle 

nb_fibers the number of fibers in the 

bundle 

4 

bundle 

microtubule

_bundle 

overlap the length of the zone where 

the fibers in the bundle 

overlap 

0.5 

bundle 

microtubule

_bundle 

stiffness stiffness of the links that 

connect overlapping fibers 

1000 

nucleus 

nucleus 

sphere name of the sphere envelope 

nucleus 

nucleus 

nb_bundles number of MTOCs 4 

nucleus 

nucleus 

bundles the bundles at the MTOCs microtubule_bun

dle 

nucleus 

nucleus 

stiffness stiffness of assembly links 200 
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