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The aim of the current research was to investigate the possible relation between changes

in eye activity parameters, variations in human remnant at the perceptual level and changes

in human operator model parameters. Fourteen subjects performed a pitch tracking task,

in which the display brightness was varied by changing the background color around a

simplified primary flight display, in order to create a controlled, quasilinear change in the

pupil diameter through the pupillary light reflex. Pupil diameter, blink, eye opening, and

opening and closing amplitudes and speeds were recorded using an eye tracker. Participants

controlled single integrator-like and double integrator-like dynamics. The variation in pupil

diameter did not introduce significant differences in neither remnant characteristics nor the

human operator model parameters. An interesting effect occurred in the human controller’s

time delay for the single integrator task, where the time delay was significantly higher

for the darkest brightness compared to the other levels of brightness. This effect was

not observed for the double integrator dynamics. Data suggested that the more difficult

controlled dynamics induced a squinting effect, visible in smaller eye opening, and smaller

eye opening and closing amplitudes. These results suggest that performance, and control

behavior are invariant to the display brightness. Moreover, monitoring changes in the eye

activity could represent a method of predicting variations in human remnant characteristics

and human controller model parameters, introduced by task difficulty.

Nomenclature

Af forcing function amplitude, deg
blcount blink count, -
bldur blink duration, ms
cla eye closing amplitude, mm
cls eye closing speed, cm/s
e error signal, deg
eyeop eye opening, mm
ff forcing function, deg
Hc controlled dynamics response

Hp human operator response
Hol open-loop response
Kd controlled dynamics gain, deg
Kr remnant gain, -
Kv visual gain, 1/deg
nf forcing function prime, -
opa eye opening amplitude, mm
ops eye opening speed, cm/s
pupd pupil diameter, mm
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Re remnant injected at e, deg
Ru remnant injected at u, deg
s Laplace operator
Sff power spectrum of ff , deg

2 s/rad
Suu power spectrum of u, deg2 s/rad
Suu,f Suu due to ff , deg

2 s/rad
Suu,r Suu due to Re, deg

2 s/rad
Td controlled dynamics time constant, s
TL visual lead time constant, s
Tm measurement time, s
Tr remnant time constant, s
u control input signal, -

Symbols

ζn neuromuscular damping, -
τv visual time delay, ms
φf forcing function phase, deg
φm open-loop phase margin, deg
Φrr,e remnant power spectrum, deg2 s/rad

Φ̇rr,e normalized Φrr,e, s/rad
θ output pitch angle, deg
ω frequency, rad/s
ωc open-loop crossover frequency, rad/s
ωi forcing function bandwidth, rad/s
ωf forcing function frequency, rad/s
ωm measurement time base frequency, rad/s
ωn neuromuscular frequency, rad/s
ωr remnant break frequency, rad/s

I. Introduction

Linear transfer functions have been widely used to model human manual control behavior and can explain
a large part of the mechanism behind it.1 The part that cannot be modeled by linear transfer functions,
the remnant, can be attributed to different sources, related to system noise and the exploratory nature of
human behavior. A few examples include true observation noise (the error in observing task variables),
motor noise, nonlinearities in the human controller (time-varying parameters, time delays), or aperiodic
sampling of the perceived variables.2 As Flach mentions in his work on active psychophysics, the part of
the control signal linearly correlated to the input gives information on the task and performance of the
human operator, whereas the remnant gives an insight into the human operator himself.3 Levison et al.
concluded that the remnant can be represented as an equivalent observation noise injected at the human
operator’s perceptual level.2 They hypothesized that the remnant is in fact white noise injected on each of
the perceived variables. The variation of remnant characteristics with most task variables is relatively well
studied and understood.4 However, no previous studies looked at the possible relation between physiological
eye parameters and remnant characteristics. The eyes being the channel through which visual perception
is achieved, it is interesting to investigate if changes in the eye parameters create changes in the human
perceptual remnant.

The importance of a better understanding of the human remnant is three-fold. First, identifying and
explaining certain sources of the remnant will give a better insight on whether the remnant is of physiological
nature, an intrinsic perceptual process or a combination of both. Second, more complex human operator
models that account for human variability and other external environmental factors can be developed in
order to better predict human manual control behavior. Lastly, correctly identifying remnant sources could
potentially be used in predicting human operator workload and state.

The goal of this paper is to investigate the possible relation between changes in physiological eye pa-
rameters, changes in remnant model characteristics and human operator model parameters. The approach
consists of a pitch manual tracking task in which an eye tracker was used to capture changes in eye activ-
ity parameters, such as blink count and duration, pupil diameter, eye opening and closing amplitudes and
speeds. Pupil diameter was controlled through the activation of the pupillary light reflex, by varying the color
of the background around a simplified primary flight display (PFD). Furthermore, two different controlled
dynamics were considered: simple, single integrator-like dynamics, and more difficult, double integrator-like
dynamics, to investigate if the task difficulty has an impact on the investigated relations. Lastly, the human
remnant was modeled according to Levison’s representation, as an equivalent observation noise injected into
the error signal. This model resembles a squared low pass filter in the frequency domain, being composed of
a gain and a break frequency.

The paper is structured as follows. First, an overview of the pitch tracking task is given, including
an explanation of different task variables and the remnant model used. Next, a method section describes
the experiment design and data analysis. At the end of this section, several hypotheses are formulated.
Following, the results of the experiment are presented. These findings are covered in detail in the discussion
section. The paper ends with conclusions and references.

2 of 25

American Institute of Aeronautics and Astronautics



II. Control task

In this experiment, a compensatory pitch tracking task was considered, in which an eye tracker was used
to collect eye measurements. The control diagram is depicted in Fig. 1. The goal of the human operator was
to minimize the error e presented on a simplified primary flight display (PFD), by providing control inputs u
with a joystick. These inputs were transformed into the output θ through the controlled dynamics transfer
function Hc. The error e represents the difference between the target forcing function ff and the output θ.

The quasi-linear human operator model is typically composed of two parts.1 A linear transfer function,
Hp is used to model equalization dynamics, time delays, and neuromuscular limitations. The second part is
the remnant signal, Re which accounts for human controller’s nonlinear behavior. It represents a signal in
the control loop that embodies control behavior that is not linearly correlated to the input forcing function.
The remnant can be represented anywhere in the control loop, for example also at the control input u, as
marked by Ru, due to the linear nature of the other transfer functions. However, representing the remnant at
the perceptual level of the human operator through Re allows for a straightforward comparison of remnant
characteristics with changes in eye parameters. Note that, regardless of where it is injected in the control
loop, the remnant signal represents a lumped contribution of nonlinearities from all sources, as it is impossible
to distinguish between them.

In the remainder of this section, the different elements in the control loop in Fig. 1 are described.

Hp(s)
ff θe

-
Hc(s)

controlled
dynamics

human
operator

Re

u

Ru

e +

+

+

+

+

Figure 1. Compensatory tracking task control diagram.

1. Controlled dynamics

Two different controlled dynamics were considered in this experiment. They were varied between a simple,
single integrator-like and a more difficult double integrator-like dynamics. The transfer function of both
controlled dynamics is given by Eq. (1).

Hc(s) =
Kd

s(sTd + 1)
, (1)

where Kd is a gain and Td a time constant that indicates at which frequency (ωd = 1/Td) the controlled
dynamics become a double integrator. The choice for this model for the controlled dynamics will later be
explained in Section 3. The magnitude and phase of their frequency response functions are shown in Fig. 2a
and Fig. 2b.

The vertical, thinner lines indicate the location of the dynamics break frequency ωd. The response
indicated with ”SI-like” dynamics is easier to control, with a higher break frequency of 6 rad/s, whereas for
the ”DI-like” dynamics the break frequency is 1 rad/s. The smaller the break frequency of the controlled
dynamics, the harder the task becomes since frequencies in the control input are suppressed earlier, not
contributing to the output θ. Therefore, visual lead has to be generated at earlier frequencies.1 Also note
the increased phase lag for the DI-like dynamics. The gain of the dynamics transfer functions was chosen
such that the control authority was similar for both controlled dynamics.

2. Human operator transfer function

Most of human control behavior in this type of tracking tasks can be captured by a linear transfer function
that captures the visual response of the human controller. Moreover, according to the crossover model,
humans adjust their control strategy such that the human controller-vehicle dynamics open-loop frequency
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Figure 2. Controlled dynamics frequency response functions.

response function approximates single integrator dynamics near the crossover frequency.1 Considering the
controlled dynamics presented in Section 1, visual lead is required near the break frequencies of the controlled
dynamics.1 The human operator transfer function then becomes:

Hp(s) = Kv(1 + TLs)e
−τvs

ω2
n

ω2
n + 2ζnωns+ s2

(2)

Visual gain Kv and visual lead time constant TL parametrize the human operator’s equalization used to
achieve the desired performance, whereas physical limitations are characterized by the visual time delay τv,
neuromuscular damping ζn and neuromuscular frequency ωn.

Measures of stability and performance can be obtained by analyzing the crossover frequency and phase
margin of the human-vehicle open-loop frequency response function, indicated in Eq. (3).

Hol(jω) = Hp(jω)Hc(jω) (3)

3. Remnant

To investigate if changes in eye activity affect human remnant, a model to capture remnant characteristics is
needed. In their early work, McRuer et al. concluded that the remnant power spectral density is a smooth
function of frequency and that its most consistent representation is as an equivalent observation noise injected
at the controller’s input.5 Moreover, their work showed that the order of the controlled dynamics heavily
impacts the remnant spectrum. In addition, Pew et. al reported that the remnant spectrum is invariant
to the bandwidth of the input forcing functions and display gain.4 Later research confirmed these findings,
showing that an equivalent observation noise at the human controller’s input, normalized by the variance of
the error, is invariant to control input characteristics, ultimately meaning that the absolute remnant power
scales with the magnitude of the error.6

Levison et al. concluded that, if noise signals following Weber’s law act on each of the perceived variables
in a tracking task (typically error position e and rate ė), then perceptual remnant can be represented as
an equivalent observation noise injected on the error signal e. Then, this equivalent remnant spectrum at
the perceptual level, normalized by the variance of the error position σ2

e , can be represented by a squared
first-order low pass filter model. The power spectrum of such model is given by:

Φ̇rr,e(ω) =
Φ2

rr,e

σ2
e

=
Kr

1 + T 2
r ω

2
=

Kr

1 + 1
ω2

r
ω2

(4)

where Kr represents the gain of the remnant, Tr is a constant that dictates the ratio in the perception gains
on the error rate (ė) and error displacement (e), and ω denotes frequency. Note that the remnant filter
break frequency is then given by ωr = 1/Tr, and is expected to change with the controlled dynamics, due
to the variation of the perception gains on ė and e introduced by the equalization of the human operator.
The variation of Kr with the controlled dynamics is more difficult to predict, since it not only depends on
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the perception gains on ė and e, but also on the variance of the error position and rate signals.2 In Eq. (4),
Φrr,e represents the power spectral density of the signal Re depicted in Fig. 1.

This model has been validated by Jex et. al, in a study that compiled remnant data obtained from
numerous experiments.7 As mentioned before, the remnant characteristics are affected by controlled dynam-
ics.5 It was experimentally found that, for controlled dynamics of the form Hc(s) = Kd/s(sTd + 1), where
the time constant Td is neither too small or too large, the remnant model has two identifiable parameters,
Kr and ωr. However, in case Td approaches zero or infinity, the remnant break frequency will also become
infinity or zero, respectively, meaning that the only identifiable parameter in Eq. (4) is the gain Kr. This is
the result of the ratio between the weighings applied by the human controller on perceiving the error rate
and error position, which is affected by the order of the controlled dynamics. In the present experiment, Td

was chosen such that both the remnant gain and break frequency can be identified from the power spectrum
of the remnant, for both the single integrator-like and double integrator-like controlled dynamics.

4. Visual display

In order to create a controlled change at the visual perceptual level, different levels of display brightness
were used in order to activate the pupillary light reflex which dilates and constricts the pupil, regulating the
amount of light entering the eye.8 Pupil size is the eye parameter of choice since activating the pupillary
light reflex represents a non-intrusive and straightforward way to create a controlled change of at least one
parameter at the perceptual level.

Different levels of luminance (perceived brightness) can be achieved by varying the background color of
the display on which the simplified PFD is represented. Fig. 3 shows the layout of the display presented.

background

e

PFD

Figure 3. Primary Flight Display, with the background color around it.

In the figure above, the display containing a simplified PFD and the background color around it are
shown. The error signal e is also depicted in the figure. In this case, the background color is light grey.
The total luminance of this display can be changed by altering the background color. It was preferred
to choose several greyscale RGB values for the background color (thus, brightness) that result in a linear
change in the pupil diameter, in order to achieve the highest variation between experimental conditions.
Pupil diameter is not a linear function of luminance, however, as shown by several studies that attempted to
create a mathematical model of pupil variation with light intensity.9 Furthermore, the luminance perceived
is composed of the light coming from the display background color and the PFD itself. Lastly, the perceived
brightness also depends on where the subject is looking at a given time. Therefore, in order to achieve a
linear change across several brightness levels, the RGB values were chosen empirically, analyzing the pupil
response from the first author of this study in a small experiment. The procedure followed is summarized
below.
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• The greyscale RGB values [v, v, v] of the display background color were changed from [0, 0, 0] - black
background to [1, 1, 1] - white background, in steps of [0.33 0.33 0.33]

• A tracking task was performed for at least 30 seconds for each RGB set, in order to allow for the pupil
diameter to achieve a stable level

• Pupil diameter was recorded for all the RGB levels presented above, and an exponential model of the
form given by Eq. (5) was fit through the measurements, normalized between 0 and 1, where a, b and
c are parameters of the exponential curve, v the RGB value and p the pupil diameter

• A number of brightness levels (N = 4) was chosen, and RGB values (vi, vi, vi) that would result in a
linear change in pupil diameter. They were calculated using Eq. (6), with the starting RGB value, v1,
equal to [0.0, 0.0, 0.0].

p(v) = a+ be−cv (5)

vi = −
1

c
ln(1−

i

N − 1

1

b
), i = 2, .., N (6)

p
u
p
il
d
ia
m
et
er
,
-

predicted pupil diameters

RGB level, -

pupil variation

v1 = 0.00 v2 v3 v41.0

p(v4)

p(v3)

p(v2)

p(v1) = 1.00

Figure 4. Predicted RGB values for a linear change

in pupil diameter.

Fig. 4 shows an example of the obtained
RGB values ([v1, v1, v1], [v2, v2, v2], [v3,
v3, v3] and [v4, v4, v4]) that would po-
tentially result in a linear change in pupil
diameter. Analyzing the figure, it can be
seen that p(v1)-p(v2)=p(v2)-p(v3)=p(v3)-p(v4). For
this specific example, N=4 (four different pupil
diameters, linearly spaced), and the resulting
parameters from the model fit were a=-0.17,
b=1.18, and c=2. Using Eq. (6), the obtained
RGB levels were v1=0.0, v2=0.17, v3=0.42, and
v4=0.94.

The described method does not guarantee a linear
change in pupil diameter, since the pupillary light re-
flex might be different from individual to individual.
However, it provides an initial estimation for the back-
ground colors that would result in clear differences in
pupil diameter.

5. Eye measures

The eye tracker recorded several eye parameters during the experiment: pupil diameter, blink count and
duration, eye opening, opening and closing amplitude and speeds. A detailed description on how these
parameters are obtained can be found in Appendix A. As mentioned before, Levison hypothesized that in a
tracking task, one possible source for the remnant is in fact represented by white noise injected on each of
the perceived variables.2 By comparing changes in the recorded eye parameters with the remnant behavior,
the possible relation between the two can be investigated. It could be that the amount of light entering
the eye (inferred from the pupil diameter) affects the power of this white noise, which in turn affects the
remnant gain. Another possibility is that an increase in blink count and/or duration could affect the ratio
between the perceptual gains on error velocity and position, resulting in changes in the break frequency
of the remnant. Since no previous studies looked at such relations, the evolution of all the eye measures
mentioned above will be recorded from the eye tracker.
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III. Method

A. Experiment design

1. Experimental conditions

The two independent variables manipulated in the experiment were the controlled dynamics (DYN), and
display brightness (BR). Two different controlled dynamics and four different levels of brightness were tested.
Table 1 provides an overview of all the experimental conditions.

In the first four conditions (C1-C4), the task was to control single integrator-like dynamics (SI), while
the display brightness was varied across four levels (BR1-BR4). The same brightness settings were tested
with more difficult, double integrator-like dynamics (DI).

The main difference in the controlled dynamics is given by ωd, the frequency at which the frequency
response of the dynamics transits from a single-integrator to a double integrator (Fig. 2). For the task
that was easier to control, ωd was higher, meaning that the dynamics were single integrator-like for a wider
frequency range. For the more difficult task, ωd was much smaller. As mentioned previously, the gain Kd

was selected such that the control authority was similar for both controlled dynamics.
The display brightness was varied by changing the greyscale background color of the PFD. The RGB

values, together with the resulting background color used to create a quasi-linear change in pupil diameter are
provided in Table 1. Background luminance was measured using a Konica Minolta LS-100 luminance meter.
It is important to mention that, in order to keep the same level of luminance regardless of the magnitude of
the pitch angle displayed in Fig. 3, the colors of the PFD sky and ground planes were isoluminent, with a
luminance of 6.5 cd/m2.

Table 1. Experimental conditions.

Condition DYN BR
Kd, ωd Transfer

(R, G, B)
Luminance Background

[rad, rad/s] function [cd/m2] Color

C1

SI

BR1

(0.8, 6.0) 0.8
s(s/6+1)

(0.00, 0.00, 0.00) 0.07

C2 BR2 (0.20, 0.20, 0.20) 2.60

C3 BR3 (0.49, 0.49, 0.49) 18.30

C4 BR4 (0.93, 0.93, 0.93) 60.80

C5

DI

BR1

(0.196, 1.0) 0.196
s(s+1)

(0.00, 0.00, 0.00) 0.07

C6 BR2 (0.20, 0.20, 0.20) 2.60

C7 BR3 (0.49, 0.49, 0.49) 18.30

C8 BR4 (0.93, 0.93, 0.93) 60.80

2. Participants

Fourteen general aviation pilots participated in the experiment. Two pilots had significantly more flying
hours than others, with 1200 and 2000 hours, respectively. The average number of flight hours was 366
hours with a standard deviation of ± 585 hours. Participant age was between 19 and 35 years, with the
mean age of 27 years and a standard deviation of ±5 years. One participant did not have the general aviation
license, however he/she had more than five hours tracking tasks experience in fixed-based simulators.

3. Apparatus

Two different systems were used for the experiment, one running the tracking task, and one running the eye
tracker software. The tracking task was performed on a Microsoft Windows system running at 100 Hz. The
control loop was developed using the control systems library for Python. For visualization, the OpenGL
library was used. The computer was equipped with a LCD display having a resolution of 1920x1200 pixels,
set at the lowest brightness. The PFD shown had a physical size of 15x15 cm. A BG Systems Inc. JFx
joystick was used for making control inputs. The joystick was unlocked in all axes. However, only the pitch
commands were used in the task. Joystick output was normalized to the -1 and 1 range, corresponding to
full pitch up and pitch down inputs, respectively.
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For eye tracking, a SmartEye Pro system collecting data at 60 Hz was used on a different desktop
computer. The subjects were illuminated with two sets of infrared LED arrays. Four different infrared
cameras that captured the head’s position and rotation in the physical space were used for the eye tracking.
The tracking task and the eye tracker systems communicated via an UDP connection, using a network switch.

An overview of the experimental setup is depicted in Fig. 5, where both the pitch tracking task and
the eye tracker setup are visible. In addition, a more detailed description of the applications used for the
experiment and their interaction is given in Appendix B.

PFD
eye tracker

joystick

Figure 5. Experiment setup.

4. Procedure

At the beginning of the experiment, participants received a thorough briefing, being instructed to follow the
forcing function as closely as possible, by minimizing the tracking error, keeping the aircraft symbol on the
PFD aligned with the horizon (Fig. 3). Examples of bad and good control inputs were demonstrated prior
to the beginning of the experiment. Bad control inputs were indicated as ”bang-bang” inputs, no inputs at
all, or inputs in which the strategy changed drastically during individual runs. Good inputs were indicated
as smooth, high-frequency content inputs. Pilots were encouraged to obtain a better score than the highest
score obtained by previous participants. Financial compensation was provided to all participants.

Calibration of the eye tracker was performed next. Participants were instructed to sit in the most
comfortable position for the experiment, while making sure that their facial features were visible in all four
infrared cameras. The last step consisted of participants slightly moving and rotating their heads while
keeping their focus in the center of the display. This allowed the eye tracker software to create a model of
the participant’s face and head that is robust to small head movements and rotations, during the experiment.
This procedure ensured a higher accuracy in the collection of the eye measurements.

All participants performed 80 runs, each lasting 90 seconds. The first 40 runs were either a latin square
distribution of conditions C1 to C4, or C5 to C8. In the last 40 runs pilots performed the other controlled
dynamics, with a latin square distribution of the four possible brightnesses. That is, in order to obtain a
balanced experiment, eliminating the potential effects on control behavior of performing certain controlled
dynamics first, half of the subjects did conditions C1-C4 first, and the other half C5-C8 first. This distribu-
tion resulted in participants seeing each brightness ten times for each controlled dynamics in the complete
experiment. The first 16 runs for each dynamics were used as training. In the data analysis, only the last
24 runs for each controlled dynamics (six runs for each brightness) were used.

After each run, the display background color changed, and a 15-second break was indicated as a count-
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down, in order to allow participants’ pupil diameter to adapt to the new brightness. Moreover, subjects
could take a three to five minutes break after each set of eight runs, and a 15 minutes break after 40 runs.
The score, calculated as the root mean square (RMS) of the tracking error, was displayed on the PFD after
each run. Participants were encouraged to obtain a value as small as possible for the score, indicating a low
RMS of the tracking error, and thus a good performance.

At the end of the experiment, subjects were asked to rate the level of discomfort caused by each display
brightness (”annoyance factor”) on an ordinal, Likert-like scale from 1 to 4. A value of 1 indicated the
brightness that resulted in the smallest discomfort while controlling the task, whereas a value of 4 was a
measure of the most irritating level of brightness. The rating considered the SI and DI tasks together.

5. Forcing function

The forcing function ff was composed of a summation of ten sine-waves with different amplitudes, frequencies
and phases, as indicated in Eq. (7):

ff (t) =

10∑

k=1

Af (k)sin[ωf (k)t+ φf (k)], (7)

Table 2. Overview of the forcing function prop-

erties.

nf ,− ωf , rad/s Af , deg φf , deg

6 0.460 6.2472 −84.774

13 0.997 4.3688 −4.269

27 2.070 1.9712 40.141

41 3.144 1.0616 −112.088

53 4.065 0.7128 −161.179

73 5.599 0.4416 120.470

103 7.900 0.2808 −149.989

139 10.661 0.2048 129.202

174 13.346 0.1712 −38.612

229 17.564 0.1456 11.127

where Af (k), ωf (k), and φf (k) represent the amplitude, fre-
quency and phase of individual sine-waves, and t the time
variable. Table 2 gives an overview of the ten components
of the forcing function.

The measurement time in each run used for data anal-
ysis was Tm = 81.92 seconds, resulting in a base frequency
of ωm = 2π/Tm = 0.0767 rad/s. The frequencies of the
individual sine-waves, ωf (k), were integer multiples nf of
the base frequency ωm. The amplitudes were determined
using a second-order low-pass filter that reduces the ampli-
tudes of the forcing function at high frequencies. This re-
sults in a task that is not extremely difficult to control, even
when controlling double integrator-like dynamics. The inte-
ger multiples, together with the second order low-pass filter
used for determining the amplitudes were successfully used
to identify human control behavior in another experiment.10

Furthermore, the phases chosen resulted in the forcing func-
tion having an average crest factor.11

6. Dependent measures

One subjective measure indicating the level of discomfort
caused by different levels of brightness was analyzed (”annoyance factor”). Thirteen subjective measures
were the remnant model parameters and total power (Kr, ωr, σ

2
Φ̇rr,e

), RMS of tracking error and control

input (RMSe, RMSu), human operator model variables (Kv, TL, τv, ζn, ωn), the variance accounted for
(V AF ) of the control input, and performance and stability measures (ωc, φm). Finally, the eye tracker
recorded eight eye parameters during the experiment: pupil diameter (pupd), eyelid opening (eyeop), blink
count and duration (blcount, bldur), and eye opening and closing amplitudes and speeds (opa, ops, cla, cls).
An explanation on the nature of the collected eye parameters is given in Appendix A.

7. Hypotheses

Several hypotheses were formulated, based on previous research. First, increasing the level of display bright-
ness should result in an almost linear decrease in pupil diameter caused by the pupillary light reflex (H1).
Furthermore, it was hypothesized that the changes in pupil diameter will be invariant to the difficulty of the
controlled dynamics, due to the fact that a manual tracking task involves skill-based behavior, the more un-
stable dynamics not requiring more cognitive workload that would potentially increase the pupil diameter12

(H2). However, more continuos attention would be required to perceive error position and rate, which will
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affect the gains applied on these variables. Total remnant power was expected to be larger in the DI task,
compared to the SI task. In addition, the DI task would result in a lower remnant break frequency and a
higher remnant gain (H3).7 It is also hypothesized that the potential effects of changes in eye parameters on
the remnant characteristics would be rather small, and remnant characteristics would be affected by some
of the eye activity measures only (H4). Finally, subjective ratings on how much discomfort is caused by a
certain display background would have an effect on the human remnant and performance. It is hypothesized
that the most irritating background colors will result in an increase in both nonlinear behavior and tracking
error (H5).

B. Data Processing

1. Data aquisition

To obtain the dependent measures described in Section III.A.6, several methods were used, as summarized
in this subsection. The last six out of ten recorded runs, for each brightness and dynamics, were used to
calculate all the dependent measures.

Human operator model parameters For estimating the human operator model parameters defined
in Eq. (2), the time domain data of the error signal e and control input u were averaged over six runs for
each condition, in order to minimize the contribution of the stochastic remnant signal, that increases the
bias in parameter estimation. A time-domain parameter estimation technique that uses maximum likelihood
estimation was applied in order to obtain the parameter vector [Kv TL τv ζn ωn].

13 This method uses
a genetic algorithm in order to determine initial parameter estimates, which are then refined through a
gradient-based Gauss-Newton estimation. A set of human controller model parameters is obtained for each
of the conditions summarized in Table 1. Once a parameter set is found, the crossover frequency and phase
margin can be obtained from the human operator-controlled dynamics open-loop transfer function.

Remnant at the human perceptual level The remnant at the perceptual level cannot be directly
measured in the experiment, since it is a process internal to the human operator. However, it can be retrieved
from signals circulating in the loop.2 Due to the linear nature of the transfer functions, it is then possible
to obtain the remnant signal at any position in the control loop. In this case, the location of the tracking
error e is chosen, as previously indicated in Fig. 1.

Eq. (8) - Eq. (13) show how to obtain the remnant spectrum at the forcing function frequencies ωf , from
the control input u:

Suu(ωf ) = Suu,f (ωf ) + Suu,r(ωf ) (8)

Suu,r(ωf ) =

ωf+2∑

ω=ωf−2
ω 6=ωf

Suu(ω)/4 = (9)

= Φrr,e(ωf )
|Hp(ωf )|

2

|1 +Hp(ωf )Hc(ωf )|2
(10)

Suu,f (ωf ) = Sff (ωf )
|Hp(ωf )|

2

|1 +Hp(ωf )Hc(ωf )|2
(11)

=> Φrr,e(ωf ) = Sff (ωf )
Suu,r(ωf )

Suu,f (ωf )
(12)

Φ̇rr,e(ωf ) = Φrr,e(ωf )/σ
2
e (13)

In Eq. (8), Suu(ωf ) represents the power spectral density of the control signal u at the frequencies ωf

of the forcing function. At these frequencies, the total power of the control signal u is composed of the
power due to the forcing function Suu,f (ωf ), and the remnant contribution Suu,r(ωf ). Since the remnant is
a continuous function of frequency,5 its power at the location of u at the input frequencies can be obtained as
the average power of the control input at the neighboring frequencies, shown in Eq. (9).14 Furthermore, the
remnant power at the control input can be related to the remnant at the perceptual level, Φrr,e(ωf ), through
Eq. (10), where Hc(ωf ) are the controlled dynamics and Hp(ωf ) the human operator transfer function.
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Similarly, the forcing function power in the control input signal can be related to the power spectral density
of the forcing function itself, as shown in Eq. (11). From Eq. (10) and Eq. (11), the remnant spectrum at
the perceptual level can then be obtained directly from the power spectral densities of the input forcing
function and the control input (Eq. (12)). Lastly, the normalized remnant at the perceptual level is obtained
by dividing it with the variance of the control signal, σ2

e , shown in Eq. (13).
Normalized remnant power spectra (Φ̇rr,e(ωf )) are obtained for each of the six analyzed runs, and then

averaged in the frequency domain, in order to obtain a characteristic remnant power spectrum for each
combination of brightness and controlled dynamics tested in the experiment.

Once the remnant spectrum is obtained, parameters Kr and ωr from Eq. (4) have to be obtained from
the frequency domain data. A model is fit using an interior-point algorithm, in which the cost function takes
into account the variability of the data at each frequency. Since the power spectrum Φ̇rr,e(ωf ) is obtained
by averaging data from six runs in the frequency domain, the frequencies at which the variability is high
can be given less weight in the cost function. The method of weighing the cost function with the variance
of the power spectra at a certain frequency was successfully used in the past to reduce uncertainty in the
model fit.15 The cost function that quantifies the difference between the measured power spectrum and the
obtained model power spectrum is given in Eq. (14):

J(θ) =

10∑

i=1

| ˙̂Φrr,e(ωf )− ˙̃Φrr,e(ωf ; θ)|
2

σ2
̂Φ̇rr,e(ωf )

(14)

When there is a large uncertainty at a certain frequency given by a large variance (σ2
˙̂Φrr,e

), the error

between the obtained model ( ˙̃Φrr,e) and the measured data in the frequency domain ( ˙̂Φrr,e) will not heavily
contribute to the cost function. In Eq. (14), θ = [Kr ωr] represents the parameter vector for the model fit.
Fig. 6 shows an example of a remnant model fit, taken into account the variability of the remnant power
spectra at each frequency. The light grey curves indicate the individual remnants, the black circles represent
the mean remnant, the error bars the 95% confidence intervals of the mean at each frequency, and the dashed
black line the model fit. Note that the error bars are not symmetrical in the plot due to the logarithmic
axes.
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̂Φ̇rr,e

˜Φ̇rr,e

σ2

̂
Φ̇rr,e

100 101
10-4

10-3

10-2

10-1

Figure 6. Example of a remnant spectrum model fit.

Mean eye activity parameters The last 81.92 seconds in the same six runs were used to obtain the
data for the eye parameters. Mean values for each experimental condition were obtained by averaging the
time domain data of the six runs. That means, a single representative value was obtained for each eye
measure, for each condition and subject. As an example, mean blink duration for subject 3 for condition C1
was 373 ms.
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2. Statistical analysis

A two-way repeated measures Analysis of Variance (ANOVA) was performed to determine if any significant
differences were introduced by the display luminance and controlled dynamics on all the dependent measures
mentioned in Section 6. The two within-subject factors are represented by the controlled dynamics (DYN)
and the brightness level (BR). The controlled dynamics had two levels, whereas brightness had four different
levels, as summarized in Table 1 from Section III A.

Outliers that resulted from values greater than ±3 standard deviations were removed. There were few
outliers in the remnant gain and break frequency parameters, which were kept in the analysis, since they
did not result from erroneous model fits. The majority of the dependent measures were normally distributed
as assessed by Shapiro-Wilk’s test of normality on the studentized residuals. Sphericity was tested using
Mauchly’s test of sphericity. In case the sphericity assumption was violated (p < 0.05), the Greenhouse-
Geisser correction was applied.

First, it was determined whether there was a two-way interaction between dynamics and brightness. If
a significant interaction existed, simple main effects were investigated by performing a one-way repeated
measures ANOVA for each of the within-subject factors. If no significant interaction was found, significant
main effects for the two within-subjects factors were interpreted.

Data for all the dependent measures were collected from 14 participants. For one participant, the data
for the remnant parameters was not used for double integrator-like dynamics, since the remnant spectrum
shape could not be fit with the proposed model. Moreover, one participant blinked very rarely throughout
the experiment, which resulted in missing data for parameters affected by blink: blink duration, opening and
closing amplitudes and speeds. These data were not used in the analysis, and considered as missing cases in
the ANOVA analysis, where the degrees of freedom are reduced for the respective dependent measures.

IV. Results

When applicable, in all figures in this section markers represent the means and the error bars the 95%
confidence intervals of the mean for each dependent measure. The four different levels of brightness are shown
on the horizontal axis (BR1 - BR4), whereas the two different dynamics are indicated with two different
markers (SI and DI, respectively). Between-subject variability was removed before calculating the confidence
intervals.

Table 3 in Appendix C provides a summary of the two-way repeated measures ANOVA on all the
dependent measures.

A. Subjective ratings
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Figure 7. Subjective ratings for each bright-

ness level.

Participants were asked to rank the discomfort of each
brightness setting, on a scale from 1 to 4. The results are
shown in Fig. 7, where the sums of subjective ratings from
all subjects for each brightness are presented. In general,
participants found BR2 and BR3 the most comfortable, and
the extreme cases in BR1 and BR4 the least comfortable.
Brightness level 2 was the overall preferred brightness level,
with the lowest level of discomfort, and brightness level 4,
with a white background, was found to cause the most dis-
comfort.

B. Performance and control activity

Fig. 8a shows the RMS value of the error. The overall RMS
of the control error e is higher on average by about 3.5 de-
grees for the DI condition due to the more unstable dynam-
ics, which made the task more difficult to control. Tracking error does not seem to be influenced by the
different levels in brightness. There was no statistically significant two-way interaction for the error RMS,
as expected by inspecting Fig. 8a. The main effects of the controlled dynamics were statistically significant,
F (1, 13) = 216.00, p < 0.05. No significant difference was found for the main effect of the brightness level.
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The RMS of the control input is shown in Fig. 8b, where no notable trends can be observed. No significant
two-way interaction between the dynamics and the brightness level was found. The main effects were also
not statistically significant.
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Figure 8. RMS of error and control input.

C. Eye activity parameters

Fig. 9 shows the evolution of all the eye parameters collected from the eye tracker. Pupil diameter is depicted
in Fig. 9a. As expected, the pupil diameter decreases with increased display brightness almost linearly. A
statistically significant main effect is obtained for the brightness factor, F (1.2, 15.6) = 122.27, p < 0.05. There
is no main effect of the controlled dynamics, nor a significant two-way interaction between the controlled
dynamics and the brightness, as can be verified from Fig. 9a. Eye opening is shown in Fig. 9b. For both the SI
and DI tasks, it seems that the eye opening is the smallest for the lowest brightness of the display. Moreover,
in case of the more difficult DI task, the eye opening seems smaller overall, suggesting that subjects squint
while controlling this task, compared to the easier SI case. Squinting might be evidence of subjects trying to
focus more during the DI task. However, both trends are not statistically significant, see Table 3. Blink count
and blink duration are plotted in Fig. 9c and Fig. 9d. Blink count data suggest that participants blinked
more frequently in the DI task. Furthermore, blink count seems to decrease with increased display brightness
for both the SI and DI tasks. This main effect of brightness is marginally significant, F (3, 39) = 2.48, p < 0.1.
However, post-hoc tests in which the Bonferroni correction for multiple comparisons was applied, did not
reveal any significant effects for different brightnesses. Fig. 9d depicts the blink duration. The trend seems
to be very similar between the SI and DI tasks, the lowest level of brightness resulting in a longer blink
duration and the highest brightness in the shorter blink duration. The ANOVA reveals, however, that these
effects are not significant.

In Fig. 9, eye opening and closing amplitudes and speeds are also shown. A few interesting observations
can be made. First, the eye closing speeds are higher than the opening speeds, as seen when comparing
Fig. 9e to Fig. 9f. Second, opening and closing amplitudes seem to be the slowest for the lowest brightness.
Lastly, the opening and closing amplitudes for the DI task are smaller compared to the SI task. This may
be related to the squinting effect observed in the eye opening parameter in Fig. 9b. When the distance
between the eyelids is smaller (smaller eye opening), the eyelids have to travel a shorter distance (smaller
opening and closing amplitudes). However, the ANOVA analysis does not show any significant effects of
controlled dynamics, brightness or the interaction between both factors for any of these dependent measures,
see Table 3.
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Figure 9. Eye activity measures.
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D. Remnant characteristics.

Remnant power at the perceptual level is shown in Fig. 10a. No significant two-way interaction was found
for this dependent measure, nor for the brightness main effect. The main effect of the controlled dynamics
was statistically significant, F (1.0, 12.0) = 8.26, p < 0.05, the normalized remnant power being higher
for the DI dynamics. Remnant gain also shows a significant difference for the main effect of dynamics,
F (1, 12) = 34.06, p < 0.05, and no significant two-way interaction or main effect of brightness. The average
remnant gain was higher for the DI case. As expected, since the remnant is highly dependent on the controlled
dynamics, the remnant filter break frequency shows a significant main effect of the controlled dynamics, with
F (1, 12) = 66.63, p < 0.05, where the break frequency is lower for the DI dynamics. The variability of the
remnant break frequency is higher for the SI task. Moreover, the second brightness seems to introduce a
slightly higher variability in the remnant break frequency in the SI task, compared to the other levels of
brightness.
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Figure 10. Remnant parameters.

E. Human operator parameters

Human operator parameters were obtained following the method presented in Section III. The visual gain
is depicted in Fig. 11a. This variable seems to be invariant to different levels of brightness. No significant
two-way interaction between brightness and controlled dynamics, or a significant main effect of brightness
were found. A significant main effect was identified for the controlled dynamics, F (1, 13) = 83.755, p < 0.05,
where visual gain was significantly higher for the single integrator-like dynamics by a value of 0.96.

No significant two-way interaction, or for main effects of brightness were found for the lead time constant.
The main effects of the controlled dynamics was highly significant for the lead time constant depicted in
Fig. 11b, F (1, 13) = 149.86, p < 0.05. The lead time constant is notably larger for the DI task. According
to McRuer’s crossover model,1 this is expected since the human controller has to generate lead at lower
frequencies compared to the SI task. For the single integrator-like dynamics, the time constant was around
0.166 seconds, meaning that the human operator is expected to generate lead at ωd = 6 rad/s. Results show
that participants generated lead at around 1/0.22 = 4.54 rad/s, at slightly lower frequencies than expected,
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indicating the generation of more phase at mid-frequencies. In the case of the DI task, ωd was 1 rad/s, and
the participants generated lead at around 1/0.9 = 1.11 rad/s, at a slightly higher frequency. In Fig. 11b, the
solid horizontal line represents the break frequency of the SI dynamics, and the dashed horizontal line the
break frequency of the DI dynamics.

Measured effective time delay in the control loop is depicted in Fig. 11c. Two interesting observations
can be made. First, the time delay seems to be affected by display brightness for the SI task, and not for the
DI task. Moreover, it is lower for the SI task compared to the DI task for all brightnesses except BR1, the
darkest display background. For this variable, there was a significant two-way interaction between controlled
dynamics and display brightness, F (3, 39) = 3.99, p < 0.05. Therefore, simple main tests were performed.
First, simple main effects of dynamics were tested, at each level of display brightness. Visual time delay
was not significantly different between the SI and DI tasks for brightness 1. However, it was around 16
ms lower for the SI task compared to the DI task for brightness levels 2 and 3, a statistically significant
difference, p < 0.05. A marginally statistically significant difference (F (1, 13) = 3.72, p < 0.1) existed at BR4
between the time delay in the SI task compared to the DI task, an absolute difference of 11 ms. Next, simple
main effects of brightness were evaluated. As expected from evaluating Fig. 11c, there was a statistically
significant difference in the time delay in the SI task over the levels of brightness, F (3, 39) = 5.42, p < 0.05,
and no statistically significant difference in the DI task. More specifically, the time delay in the SI task for
BR2 was 10 ms lower compared to BR1, p < 0.05. Also, the time delay in the SI task for brightness level 3
was 9 ms lower compared to brightness level 1, p < 0.1. No other significant differences were found.

The neuromuscular damping ratio is depicted in Fig. 11d. No statistically significant two-way interaction
or main effect of brightness were found for this variable. However, the main effect of the controlled dynamics
showed that there was a statistically significant difference between the SI and DI conditions, F (1, 13) =
16.51, p < 0.05. The double integrator-like dynamics resulted in a larger neuromuscular damping compared
to the DI task. Neuromuscular frequency is shown in Fig. 11e. A marginally statistically significant two-way
interaction was found, F (3, 39) = 2.316, p = 0.09. Simple main effects of dynamics showed statistically
significant differences at all levels of brightness, where the neuromuscular dynamics was higher for the
SI task. Next, simple main effects of brightness were investigated. A marginally statistically significant
difference in neuromuscular frequency was found for the SI task over the different levels of brightness,
F (1.8, 23) = 0.21, p < 0.1, given by the ”bowl”-like shape that can be observed in Fig. 11e. No significant
difference was found for the DI task. With the single integrator-like dynamics, the neuromuscular frequency
for BR2 was 0.18 rad/s smaller than for BR1, p < 0.05. No statistically significant differences were found
for the other levels of brightness.

F. Variance Accounted For

The variance accounted for indicates how much of the control input signal measured from the participants
can be explained by the proposed linear model described in Section II. It can be interpreted as the accuracy
with which the linear human controller model fits the measured control signal data. The VAF values for
different conditions are shown in Fig. 11f. Since six runs are averaged in the time domain to reduce the
effect of the remnant in order to obtain accurate pilot model parameters, the VAF values are high for all
conditions and have values around 91%. No significant interactions were found between the factors in the
ANOVA.

G. Crossover frequencies and phase margins

Performance and stability of the human-vehicle system are assessed by looking at the crossover frequencies
and phase margins of the open-loop system, shown in Fig. 11g and Fig. 11h. The crossover frequency seems
to be invariant with the controlled dynamics. The phase margins do differ however, the double integrator-
like dynamics showing a reduced phase margin compared to the single integrator-like dynamics. This is
probably mostly due to the inherently higher phase lag introduced in the DI task, as shown in Fig. 2b. A
marginally significant two-way interaction was found for the crossover frequency, F (2.04, 25.54) = 2.95, p <
0.1. However, no statistically significant differences were found when running simple main effects of controlled
dynamics and brightness. No significant two-way interaction between controlled dynamics and brightness
was found for the phase margin. However, as suggested in Fig. 11h, there was a statistically significant
difference in controlled dynamics, F (1, 13) = 26.9, p < 0.05. On average, the single integrator task had a
12.6 degrees higher phase margin than the double integrator task.
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Figure 11. Human operator parameters, VAF, crossover frequencies and phase margins.
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V. Discussion

The objective of this research was to investigate if changes in eye activity have an effect on human
remnant and control behavior. Fourteen general aviation pilots performed a pitch tracking task, in which
pupil diameter was controlled via different background colors of the display that impacted the perceived
brightness. Both single integrator-like and double integrator-like dynamics were tested in order to verify if
the possible effects depend on task difficulty.

Subjective ratings revealed that the tasks with the darkest and brightest background respectively, resulted
in highest discomfort. The reason is that in condition BR1 the PFD was considerably brighter in comparison
to the background, whereas in condition BR4 the background color (white) was very bright compared to the
PFD in the middle.

Tracking performance, as indicated by the RMS of the tracking error, was not affected by the different
levels of brightness. It was hypothesized that the tracking performance would degrade depending on how
comfortable the display background was perceived by the participants (H5). However, this effect is not
present in the results, as the performance was independent of brightness. With the more unstable double
integrator-like dynamics, participants did show consistently larger tracking errors, thus lower performance.
Control inputs were not effected by neither the display brightness nor the controlled dynamics.

Pupil diameter was the eye parameter that was purposely varied via the pupillary light reflex. As
hypothesized, pupil diameter reduced almost linearly with increasing brightness (H1). Since manual tracking
tasks rely on skill-based behavior of the human operator and there is no need for cognitive load, it was also
hypothesized that the pupil diameter change will be identical with both dynamics (H2). It was shown that
this is indeed the case, and no significant difference was introduced by the different controlled dynamics.
Several other eye activity measures were recorded during the experiment. Eyelid opening seems consistently
smaller in the DI task compared to the easier SI task, although the ANOVA revealed that this effect was not
statistically significant. This effect might suggest, however, that participants are squinting with the more
difficult task, since squinting typically helps people focus, obtaining a sharper focus by changing the shape of
the cornea. Neither brightness nor controlled dynamics introduced significant variations in number of blinks
or blink duration, as revealed by the ANOVA. The results suggest, however, that the more difficult task
resulted in a slightly larger number of blinks, consistent for all levels of brightness. Previous studies suggest
that blinks are not always random and they happen as the brain ”pauses” and processes the information,
disconnecting itself from the continuos intake of visual stimuli.16 It might be that with more lead required
to perform the task, the brain requires more effort to process the information, which is subconsciously
materialized in more blinks. Furthermore, the results also suggest that the blink duration is longer for the
darkest background and shorter for the very white background, compared to the two in-between brightness
levels. This might be due to the fact that the dark environment is understimulating the participants, which
can result in boredom and sleepiness, reflected in longer blinks. On the other hand, it can also happen that
the white background color in condition BR4 makes the blink duration shorter due to the overstimulation
of the participants. Eye opening and closing amplitudes seemed smaller in the DI task for all levels of
brightness, compared to the SI task. Although these results were not statistically significant, they hint again
at the squinting effect encountered in the eyelid opening measure. With the eyelids closer together, it is
then natural for the opening and closing movements to have smaller amplitudes. Opening and closing speeds
did not significantly change with brightness or controlled dynamics, although it seems that they are slightly
lower in the SI task. This difference is, however, not consistent for all levels of brightness.

Remnant characteristics were assessed in terms of total power, remnant gain, and remnant break fre-
quency, following the model proposed by Levison et al.2 The controlled dynamics used in this experiment
were chosen to allow the identification of both the remnant gain and break frequency. It was hypothesized
that some of the eye measures will have an effect on remnant characteristics (H4). However, none of the
characteristics of the human remnant obtained at the perceptual level showed changes with the display
brightness. This already shows that either perceptual remnant is invariant with the amount of light entering
the eye (since pupil diameter significantly changed over different brightnesses) or, the influence of the eye
activity on its characteristics is very small and could not be detected. Total remnant power was slightly
higher for the DI task, a significant result. However, it did not change according to the subjective ratings, as
hypothesized (H5). With the more difficult dynamics, the remnant gain was higher and the break frequency
lower (Kr = 0.42, ωr =0.75 rad/s) than the SI task (Kr =0.1, ωr =1.5 rad/s), as hypothesized (H3). The
results for the remnant break frequency are in agreement with the findings of Jex et al.7 and McRuer,17

considering the controlled dynamics used in the current experiment.

18 of 25

American Institute of Aeronautics and Astronautics



Human operator visual gain was not affected by different brightness levels. Visual gain was lower in
the DI task compared to the SI task, this difference being influenced by the different gains used in transfer
function of the controlled dynamics. Due to the nature of the controlled dynamics, human operators had to
generate lead for both dynamics. Naturally, the lead time constant was higher for the dynamics requiring
more lead generation, DI. It is interesting to note that lead is generated at a lower frequency than the
controlled dynamics break frequency for the DI task, and at a higher frequency for the SI task. This result
is very similar to the findings of Zollner et al.,18 for whom the lead generation also happened at a later
frequency. In their experiment, the difference between the lead time constant and the controlled dynamics
time constant decreased with decreasing values of the dynamics time constant.

An interesting result is obtained for the human operator time delay, for which a two-way interaction
between the dynamics and brightness was found. First, the time delay for the DI task is in general higher
than the delay in the SI task. This is expected, since it is known that the time delay is dependent on the lead
that has to be generated by the human operator.17 However, this expected effect was not found for BR1,
the task with the darkest display. In this condition, the time delay is not significantly different for the two
controlled dynamics. Furthermore, the time delay for BR1 in the SI task is around 10 ms higher compared
to the other brightnesses. One possible explanation for this is that, since the pupil is fully opened at this
brightness level, it is harder to focus on the PFD due to the large aperture that results in a larger circle of
confusion on the retina. This effect is not present in the DI task probably because most of the time delay
is due to the lead generation and the impact of pupil opening on the time delay in this task is negligible.
Another possible explanation is that the squinting effect observed in the DI task helps the participants focus
better in this task with a black display background, eliminating the effect seen in the SI task. It can also
just be that the time delay is related to the subjective ratings for the SI task, where the dark and bright
backgrounds resulted in the worst subjective ratings, and BR1 affected the time delay the most in reality.
Again, the difficulty of DI might make the effects of brightness on the time delay negligible.

Performance and stability of the closed loop were assessed by the crossover frequency and phase margin
of the human operator-controlled dynamics open-loop frequency response function. Crossover frequency was
not statistically significantly affected by brightness or controlled dynamics. It is interesting to notice that
the crossover frequency is virtually identical for both controlled dynamics. This is not in agreement with
the findings of McRuer et al.,1 who found a significantly higher crossover frequency for dynamics similar to
the one in the DI task. There are various possible reasons for this finding. First of all, all participants in the
current study were general aviation pilots with no previous tracking experience. Pilots in general tend to
avoid high frequency inputs, which results in a low crossover frequency in the experiment, regardless of the
control dynamics. Moreover, the bandwidth of the forcing function was small (1.21 rad/s), which was shown
to affect the behavior of the crossover frequency.17 In addition, crossover frequencies that are similar for
both single integrator and double integrator dynamics were found in another experiment.19 Lastly, it was
previously shown that in a roll compensatory tracking task, display gain has a big impact on the crossover
frequency and phase margin of the open-loop system.20 More specifically, small display gains resulted in
significantly lower crossover frequencies and higher phase margins. Although a pitch tracking task, it is
possible that a higher display gain would have resulted in a larger crossover frequency. In the current
experiment, the phase margin is significantly higher by around 13◦ for the SI task compared to the DI task.
This is probably due to a combination of smaller phase lag and the differences between the generated lead
and the break frequency of the controlled dynamics.

VI. Conclusions

Human remnant behavior is relatively well understood in terms of its behavior relative to task variables
such as input forcing function and controlled dynamics. However, its possible link to physiological measures
was never investigated. The main goal of the present work was to investigate the possible role of eye activity
in the characteristics of human perceptual remnant. The eye parameter that was controlled was the pupil
diameter, which was varied via the involuntary pupillary light reflex by changing the background color of a
simplified PFD. In a pitch tracking task, two different controlled dynamics were tested, similar to a single
integrator and a double integrator, in order to investigate if the possible relation between eye parameters
and human remnant is affected by the task difficulty.

The only eye parameter that statistically significantly changed with different brightness levels was the
pupil diameter through the pupillary light reflex, as intended. Moreover, the results suggested a squinting
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effect, when subjects were controlling the more difficult dynamics, visible in eye opening and eye closing and
opening amplitudes, probably in an attempt to obtain a better focus on the PFD. Remnant characteristics
were invariant to the four different brightness levels and only changed with the different controlled dynamics.

A few interesting findings are worth mentioning. First, although subjects reported high levels of dis-
comfort caused by the very dark and very bright background (revealed in the subjective ratings), tracking
performance, together with closed-loop performance and stability were unaffected by the different levels of
brightness. Second, a higher time delay for the single integrator-like task with the very dark background
was found, an effect not visible with the more difficult dynamics. This might suggest that human operator
limitations, and not performance, are affected by environment variables (brightness). It is possible that, with
the task becoming more difficult, the environmental effects become negligible and task difficulty becomes
the only responsible for such limitations. Future experiments should investigate the physiological ways in
which the humans adapt to more difficult tasks, reflected in the human operator model parameters.

No definite conclusions can be drawn regarding the relation between eye activity and human perceptual
remnant. The only eye parameter controlled in the experiment was the pupil diameter, and it was shown
that the remnant is not related to the amount of light entering the eye, but it might be affected by other eye
measures. However, since no big changes were observed in other eye parameters, it is not yet possible to draw
any conclusions. Another possibility is that eye activity has a very small effect on the remnant characteristics,
and the amount of data collected lacks the statistical power to reveal any significant interactions.

It could be that, rather than eye activity parameters affecting the remnant characteristics and human
operator control behavior, the controlled dynamics affects the eye parameters, in turn. Although not sta-
tistically significant, the more difficult task resulted in a possible squinting effect and changed the remnant
power and parameters. More subjects will be tested in the future in order to verify the existence of this
phenomenon. If this is the case, then monitoring the eye activity could represent a method of predicting
changes in human remnant characteristics caused by the level of task difficulty.
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A. Description of eye parameters recorded during the experiment

Eye opening parameters

In Fig. 12, the time evolution of the eyelid opening recorded by the Smart Eye Pro system before, during
blink is shown. This gives an insight on how some of the eye parameters are obtained during the experiment
by the eye tracker.

Figure 12. Explanation of some of the eye parameters. Adapted from the Smart Eye Pro manual.

Eyelid opening is defined by the distance between the top eyelid and the bottom eyelid of the participant,
as measured by the eye tracker system. The eye closing amplitude is the difference between the eyelid opening
before the blink and the minimum point in the eyelid opening value. The eye opening amplitude is determined
similarly. Note that the two measures are usually not equal. The opening and closing speeds represent the
time derivative of the eyelid opening value, after the eye starts closing until it is almost closed, and from
when it starts opening until it is fully opened again, respectively. Blink duration is calculated as the duration
between the eyelid starting dropping until it reaches a stable non-zero level again. Movements similar to
blinks which last longer than 700 ms are not considered as blinks by the eye tracker system.

Pupil diameter filtering

The pupil diameter was one of the continuous variables recorded during the experiment. A third order
Butterworth filter was applied in order to eliminate system noise. In order to choose the break frequency of
this filter, a method based on correlation of the data from the left and right eyes was used, as follows:
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• A third order Butterworth band-pass filter with a bandwidth of 1 Hz was applied to the pupil diameter
measurements from both the left and right data; the low and high frequencies were initially set to 0.01
and 1.01 Hz respectively, the zero frequency being located at 0.5 Hz.

• The correlation coefficient between the two resulting signals is calculated

• The band-pass filter zero frequency is moved in steps of 0.5 Hz, and the correlation coefficient is
calculated again.

• The calculation stops when the zero frequency of the band-pass filter reaches 25 Hz.
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Figure 13. Correlation coefficient between the left and right eye, at different frequencies.

A similar method was successfully applied by Klingner et al.,21 in a research aimed at analyzing task-
evoked pupillary responses. Fig. 13 shows an example of the correlation coefficient method obtained from one
subject. Correlation coefficient is placed on the vertical axis and the zero frequency of the band-pass filter on
the horizontal axis. As can be seen in Fig. 13, at around 12 Hz the correlation coefficient becomes negative,
meaning that the combined information from the left and right eyes is not usable above this frequency.
Multiple tests with different subjects were performed, and the average frequency at which the correlation
coefficient becomes negative was between 10 and 15 Hz. Therefore, to be on the conservative side, a third
order Butterworth low-pass filter with a break frequency of 10 Hz was chosen for filtering the pupil diameter
in the experiment.

B. Description of the applications used in the experiment

This appendix provides an overview of the applications used in the experiment, where their interaction
and properties are further explained.

Fig. 14 is a schematic view of the two different systems used in the experiment. The first one, running at
100 Hz, is used for the pitch tracking task, and the other is connected to the Smart Eye Pro system collecting
data at 60 Hz. Ideally, the time used for recording data on both machines is the same. The two PC systems
were connected by cable via a router. Since the tracking task application was developed in Python, a Smart
Eye API for Python was used in order to send commands to the eye tracker application.

The difference in sampling frequency from the two systems did not pose many problems for the purpose of
the experiment, since the mean eye tracker data from one run of 81.92 seconds were used in the experiment.
The only important aspect was for the data to have the same start and end time used for recording. When the
pitch tracking task started, a command was sent via the UDP connection from the tracking task application
to the Smart Eye system to start tracking and logging the data. Both machines log the Unix epoch time in
milliseconds. After running multiple tests, it was found that the delay between the two systems was invariant
to the length of the run and it varied between 300 - 1000 milliseconds. This is probably due to the fact that
it takes some time for the eye tracker system to start tracking and log the data. In order to deal with this
delay, an extra three seconds were added to the beginning of the runtime, and the time domain data were
aligned using the logged Unix epoch time.
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Figure 14. Schematic view of the systems used in the experiment.

Fig. 15 shows the user interface of the tracking task, including the PFD that the participants saw during
the experiment.

Figure 15. User interface of the tracking task application.

The main goal of the user interface was to set parameters used in the tracking task experiment. The
parameters that can be set are: stick gain (”Ks”), display gain (”Kr”), participant name (”Pilot”), runtime
(”t”), controlled dynamics (single integrator, double integrator, somewhere in-between), forcing functions
(target, disturbance, or both). Furthermore, ”continous” indicates that there will only one run performed.
The other option, ”with pauses”, will run the task eight times, with 15 seconds break between each run.
Moreover, the bottom of the user interface shows the run number for the participant with the given name
and his performance, indicated by the RMS of the tracking error. The button ”Connect to eye tracker”
attempts to establish the connection with the eye tracker system. On the right side of Fig. 15, the PFD is
shown, with the RMS score at the end of the run displayed. When the ”Start” button is pressed, the PFD
is maximized and the tracking task starts after three seconds, as mentioned before.

In order to give a more detailed overview of the logic behind the tracking task application, Fig. 16 shows
its different components and their roles in the application.

In the main.py file, the user interface shown in Fig. 15 is defined. Apart from containing the user interface
and initializing all the parameters, including the joystick, gains, runtime, controlled dynamics, connection
with the eye tracker, it also represents the center that communicates with all the other modules. After the
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Figure 16. Components of the tracking task application and their interaction.

user selects the stick gain and desired controlled dynamics, the state space representation of the controlled
dynamics is created in dynamics.py. The joystick input value u is then used to calculate the output pitch
angle θ, which is returned to the main file. The main file then commands the display.py file to animate
the PFD, using the calculated θ and display gain ”Kr”. Furthermore, the main file makes the connection
between the two PCs through the Smart Eye API for python. This file sends the start/stop commands for
eye tracking and logging commands. Finally, the main file logs all the measurable signals in the control loop
on the tracking application machine.

C. ANOVA results

This appendix provides a summary of the two-way repeated measures ANOVA on all the dependent
measures. P values below 0.05 are considered highly significant (**), between 0.05 and 0.1 marginally
significant (*), and above 0.1 not significant (–).
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Table 3. Summary of the two-way repeated measures ANOVA.

Dependent DYNxBR DYN BR

Variable df F p Sig. df F p Sig. df F p Sig

RMSe 3, 39 1.187 0.327 – 1, 13 216.035 0.000 ** 2.117, 27.516 0.247 0.795 –

RMSu 3, 39 0.416 0.742 – 1, 13 0.043 0.839 – 3, 39 0.103 0.958 –

NPOW 3, 36 0.188 0.904 – 1, 12 8.262 0.014 ** 3, 36 0.431 0.732 –

Kr 3, 36 0.292 0.831 – 1, 12 34.057 0.000 ** 3, 36 0.342 0.795 –

ωr 3, 36 0.987 0.410 – 1, 12 66.632 0.000 ** 3, 36 0.528 0.666 –

pupd 3, 39 0.856 0.472 – 1, 13 0.125 0.729 – 1.196, 15.554 122.267 0.000 **

blcount 3, 39 0.053 0.984 – 1, 13 1.908 0.190 – 3, 39 2.477 0.076 *

bldur 3, 36 0.165 0.919 – 1, 12 0.018 0.895 – 3, 36 1.923 0.143 –

eyeop 3, 39 1.024 0.393 – 1, 12 0.845 0.375 – 1.721, 22.378 1.807 0.190 –

ops 1.928, 23.137 0.960 0.395 – 1, 12 0.888 0.365 – 3, 36 1.099 0.362 –

opa 3, 36 0.277 0.842 – 1, 12 1.959 0.187 – 3, 36 1.072 0.373 –

cls 3, 36 0.482 0.697 – 1, 12 0.722 0.412 – 3, 36 0.897 0.452 –

cla 3, 36 0.517 0.673 – 1, 12 1.963 0.186 – 3, 36 0.994 0.406 –

Kv 3, 39 1.741 0.175 – 1, 13 83.755 0.000 ** 3, 39 0.218 0.884 –

TL 3, 39 0.159 0.923 – 1, 13 149.858 0.000 ** 3, 39 0.619 0.607 –

τv 3, 39 3.985 0.014 ** 1, 13 5.277 0.039 ** 3, 39 1.260 0.301 –

ζn 3, 39 1.871 0.150 – 1, 13 16.507 0.001 ** 3, 39 0.299 0.826 –

ωn 3, 39 2.316 0.090 * 1, 13 68.890 0.000 ** 3, 39 1.015 0.397 –

V AF 3, 39 1.268 0.299 – 1, 13 1.057 0.323 – 3, 39 1.277 0.296 –

ωc 2.042, 26.541 2.947 0.069 * 1, 13 0.008 0.930 – 3, 39 0.125 0.945 –

φm 3, 39 1.515 0.226 – 1, 13 26.900 0.000 ** 3, 39 0.447 0.721 –
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