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Abstract Dynamic Spectrum Access (DSA)/Cognitive
Radio (CR) systems access the channel in an oppor-
tunistic, non-interfering manner with the primary net-
work. DSA/CR systems utilize spectrum sensing tech-
niques to sense the availability of Primary user (PU).
CR users can benefit from the knowledge of PU ac-
tivity statistics. In this work, comprehensive analysis
of estimation of distribution of PU idle and busy peri-
ods is carried out using Generalized Pareto and Pareto
distributions for long and short time scale models re-
spectively and closed form expression is derived. More-
over, the impact of sensing periods on the accuracy
of estimated PU idle/busy periods is studied. Further-
more, the error in proposed estimation of distribution
of PU idle and busy periods is quantified using the
Kolmogorov-Smirnov test. From this study we conclude
that the proposed model is better fit for the real sce-
narios eliminating practical limitations. Mathematical
analysis is substantiated with the simulation results.

Keywords Dynamic spectrum access · Cognitive
radio · Spectrum sensing · Generalized Pareto
distribution · Primary user activity statistics.

1 Introduction

With the rapid development of wireless communica-
tions technology and the advent of 5G massive MIMO,
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spectrum resources are becoming highly scarce [1]. Ac-
cording to a spectrum occupancy campaign in 2016,
the overall usage of the spectrum band ranges from 7%
to 34%, which is quite poor [2]. The spectrum alloca-
tion needs to be dynamic for efficient usage and op-
portunistic access of the spectrum band. Digital Spec-
trum Access (DSA)/ Cognitive Radio (CR) systems is
envisaged to be a reliable approach to solve this prob-
lem [3]. CR systems are classified in the literature as
interweave, overlay and underlay paradigms. In inter-
weave paradigms, which is the focus of this work, the
secondary users (SUs) are not allowed to transmit dur-
ing the activity of primary user (PU). On the other-
hand, in underlay and overlay paradigms, simultaneous
transmissions are allowed under the interference con-
straints.

DSA/CR system aims at increasing the spectral ef-
ficiency by allowing unlicensed or secondary users (SUs)
to opportunistically access licensed spectrum bands tem-
porarily unused by the licensed or primary users (PUs)
in a non-interfering manner [4]. More specifically, CR
exploits the parts of radio spectrum that are not oc-
cupied at some specific time instances in some specific
locations and moves its operation to these parts called
spectrum holes or white spaces for opportunistic access
by spectrum sensing [5], [6]. Spectrum sensing decisions
can be utilized by CR users to obtain information on
PU channel activity. SU sense the PU channel peri-
odically to decide the channel state (idle or busy) at
every sensing event based on a signal detection algo-
rithm [5], [7]. These spectrum decisions can be used to
estimate the idle/busy time duration of the PU.

Once spectrum sensing is carried and opportunity
of white space/ spectrum hole is found, channel predic-
tion becomes an important aspect of DSA/CR systems.
CR’s can learn from their past observations, can pre-
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dict and exploit the best channel from the pool of chan-
nels. Primary user activities also affect the channel pre-
diction. There are many works in the literature where
the channel prediction based on PU activity has been
studied. Authors in [8] focuses on predicting the pri-
mary user channel activity using learning based hidden
Markov model (HMM) for dynamic spectrum access, [9]
studies the effect of PU activity on channel predictabil-
ity. Also, the scenario becomes realistic when multiple
users are present. Authors in [10] have provided a com-
prehensive study of orthogonal channel sets to the mul-
tiple users.

For a SU to opportunistically access a licensed spec-
trum band, it is important to have the knowledge of
PU availability. The availability of the spectrum band
can be estimated based on the PU’s activity statistics
(idle/busy periods, duty cycle etc.). Numerous work has
been carried out in literature dealing with the statis-
tics of idle/busy periods. For instance, the distribu-
tion of idle periods of PU is approximated using hyper-
exponential density functions in [11]. Detailed analyti-
cal study of PU traffic classification using gamma and
exponential distribution was carried out in [12]. Fur-
thermore, unconstrained general idle time distribution
of PU under imperfect sensing of SU and imperfect col-
lision was studied in [13]. In a recent past, the compre-
hensive study of machine learning based prediction of
PU activity statistics was carried out for CR systems
in [14].

An investigation of how the statistical distribution
of PU activity pattern in the time domain affects the
ability of the CR system to obtain accurate statisti-
cal information based on spectrum sensing observations
was carried out in [15]. This investigation proved that
different occupancy patterns provide different accuracy
levels. An analytical study relating the sensing period
with the observed spectrum occupancy was carried out
in [16]. The distributions of idle and busy periods were
estimated considering the exponential distribution. More-
over, an accurate estimation of PU traffic based on peri-
odic spectrum sensing was studied in [17]. Furthermore,
an improved PU statistics prediction under imperfect
spectrum sensing was carried out in [18].

Analytical study of estimating the PU idle and busy
state holding times considering an exponential distri-
bution was carried out in [16]. However, exponential
distribution is a very specialized case and applies to
certain specific scenarios. In [19], an empirical measure-
ment study was carried out for various spectrum bands.
In particular, long and short time scale measurements
were carried out using spectrum analyzer and USRP
respectively. As per [19], it was empirically proven that
idle and busy states of PU over most of the spectrum

bands is Generalized Pareto (and Pareto), which are
considered as the best fit for long and short time scale
measurements.

To the best of the authors’ knowledge, no work in
the literature has considered the estimation of PU ac-
tivity statistics using the Generalized pareto and Pareto
distribution, which is more realistic and empirically proven.
In this context, our contribution in this article are three-
fold and can be summarized as follows:
– Firstly, an analytical study on the estimation of dis-

tribution of duration of PU idle and busy periods is
carried out for long and short time scale models us-
ing Generalized Pareto and Pareto distributions as
opposed to [16] in which exponential distribution is
considered .

– Secondly, the impact of sensing periods on the accu-
racy of estimated PU idle/busy periods is studied.

– Thirdly, an error in the proposed estimation of dis-
tribution of PU idle and busy periods is quantified
using the Kolmogorov-Smirnov (KS) goodness of fit
test.
The rest of the paper is organized as follows. Section

2 describes the problem formulation of the PU channel
activity statistics based on spectrum sensing. Section 3
analyses the estimation of long time scale model using
Generalized Pareto distribution and estimates the error
using KS distance. Section 4 analyses the estimation of
short time scale model using Pareto distribution along
with the analysis of estimation error using KS distance.
Numerical results are discussed in section 5. Section 6
derives conclusion from the paper followed by Appen-
dices.

2 Problem Formulation

Consider that SU detects PU based on the following
alternating states as shown in Fig. 1. The idle/busy
time duration of the PU can be estimated based on the
sequence of the above stated binary alternating states.

Fig. 1: Estimation of idle and busy periods.
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Let Ts denote the periodic sensing duration, Ti denote
the original period duration, where T0 represents the
time duration for which the PU was idle and T1 rep-
resent the time duration for which the PU was busy.
Similarly, let T̂i denote the estimated period duration,
where T̂0 represents the estimated time duration for
which the PU was idle and T̂1 represent the estimated
time duration for which the PU was busy. Here, T x

e and
Ty
e represent the error components encountered in the
starting and ending estimated time durations as shown
in Fig. 1 For the ease of analysis, we assume that the
considered model in Fig. 1 is stationary. The concept
of stationarity is relative, since a non-stationary process
may be seen as “discretely stationary” when looked over
a sufficiently short time interval such that it is nearly
stationary in each observation interval, even though it
may change from one observation interval to the next
one. This is the reason why this work considers mod-
els at both long and short time scales and provides a
separate analysis for each case. Even if the true dis-
tribution is not stationary, these models and the re-
sults presented in this work are still valid by considering
that the distribution type is the same (e.g., Generalised
Pareto, which is a more generic model and for which the
Pareto distribution is a particular case) but the param-
eters of the distribution change over time. Such type
of model was indeed proposed in Section IX of refer-
ence [19] (Two-Layer Modeling Approaches), where the
use of the Pareto and Generalised Pareto models was
justified based on results from empirical measurements.
Further we assume that the idle and busy period fol-
lows the same distribution. Although the distribution
is never stationary and it keeps evolving as per users’
activity, the parameters of distribution vary over time
(for both short and long time scale models considered).

Here, we assume high signal to noise ratio (SNR)
scenarios with no sensing errors so that the only de-
grading effect of concern is the sensing duration, Ts.
Ideally, the PU activity periods should be sensed accu-
rately at the time of PU state change (i.e. from idle to
busy or vice versa). However, in practice, the sensing
of the PU state change is de-synchronised with sens-
ing duration, Ts as shown in Fig. 1. Thus the estimated
busy time duration can be written as follows :

T̂i = Ti + Te (1)

where Te = Ty
e − T x

e , denotes the error encountered in
the estimation of busy duration of PU. Hence, the es-
timated duration, T̂i not only depends on the original
busy duration Ti, but also on the sensing duration, Ts.
The main objective of this work is to derive closed form
expressions of probability density function (PDF) and

cumulative distribution function (CDF) of T̂i as s func-
tion of Ti and Ts.

The error components T x
e and Ty

e lie in the range (0,
Ts) which can be appreciated from Fig. 1. Let both the
error components, T x

e and Ty
e follow uniform distribu-

tion (i.e. T x
e and Ty

e ∼ U(0,Ts)) [16].
Now, since Te = Ty

e − T x
e the PDF of combined error Te

can be obtained by the convolution of distributions of
Ty
e ∼ U(0,Ts) and −T x

e ∼ U(−Ts,0) [20].

fTe (t) = fT y
e
(t) ∗ f−T x

e
(t) =

∫ ∞

−∞

fT y
e
(τ) f−T x

e
(t − τ)dτ (2)

The ‘∗’ operator indicates the convolution operation.
The convolution of two uniform distributions leads to
a symmetric triangular distribution with width 2Ts,
Te ∼ ∆(−Ts,Ts).

The PDF of combined error Te is as follows :

fTe (t) =


0, t < −Ts

Ts+t

T2
s
, −Ts ≤ t < 0

Ts−t

T2
s
, 0 ≤ t ≤ Ts

0, t > Ts

(3)

Refer Section 8, Appendix 1 �

3 Analysis of Long Time Scale Model

3.1 Estimation of Idle and Busy Periods Using
Generalized Pareto distribution

Empirical test bed based spectrum measurement study
carried out in [19] proved that long time scale measure-
ments precisely follow Generalized Pareto distribution.
In this analysis, we consider that the PU’s idle and busy
periods (i.e. T0 and T1) are assumed to be independent.
The detailed study of correlation between the distribu-
tions of idle and busy periods was carried out in [21].
The correlation was quantified using Pearson, Kendall
and Spearman correlation co-efficient. Findings in [21]
suggest that the coefficient although not zero, is very
low and thus not tightly correlated. Generalized Pareto
distribution is a very generic case and highly reliable to
real life scenarios than any other distribution such as
exponential, Gamma etc. [19].

The PDF and CDF of Generalized Pareto distribu-
tion can be written as [22].

fTi (t) =


0, t < µ

(σ)
1
ξ(

σ+ξ(t−µ)

) 1
ξ +1

, t ≥ µ (4)
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fT̂i (t) =



0, t < µ − Ts
(Ts+t−µ)

T2
s

− 1
(1−ξ)(T2

s )

[
σ − (σ + ξ(t + Ts − µ))2 fTi (t + Ts)

]
, µ − Ts ≤ t < µ

Ts−t+µ

T2
s
+ 1
(1−ξ)(T2

s )

[
σ − 2(σ + ξ(t − µ))2 fTi (t) + (σ + ξ(t + Ts − µ))2 fTi (t + Ts)

]
, µ ≤ t ≤ µ + Ts

1
(1−ξ)T2

s

[
(σ + ξ(t + Ts − µ))2 fTi (t + Ts) + (σ + ξ(t − Ts − µ))2 fTi (t − Ts) − 2(σ + ξ(t − µ))2 fTi (t)

]
, t > µ + Ts

(5)

Refer Section 9, Appendix 2 �

FT̂i
(t) =



0, t < µ −Ts

Ts t+
t2

2 −µt−µTs+
T2
s
2 +

µ2

2

T2
s

−
σ(t−µ+Ts )

(1−ξ )T2
s
+

(σ)
1
ξ

(2ξ−1)(1−ξ )T2
s

[
(σ + ξ(t +Ts − µ))

2− 1
ξ − (σ)

2− 1
ξ

]
, µ −Ts ≤ t < µ

1
2 +

(σ)(t−Ts−µ)

(1−ξ )T2
s
−

µ−t
Ts
−
(µ−t )2

2T2
s
+

(σ)
1
ξ

(2ξ−1)(1−ξ )(T2
s )

[
(σ)

2− 1
ξ + (σ + ξ(t +Ts − µ))

2− 1
ξ − 2(σ + ξ(t − µ))

2− 1
ξ

]
, µ ≤ t ≤ µ +Ts

1 + (σ)
1
ξ

(2ξ−1)(1−ξ )(T2
s )

[
(σ + ξ(t +Ts − µ))

2− 1
ξ − 2(σ + ξ(t − µ))

2− 1
ξ + (σ + ξ(t −Ts − µ))

2− 1
ξ

]
, t > µ +Ts

(6)

Refer Section 10, Appendix 3 �

FTi (t) =

0, t < µ

1 −
(
1 + ξ(t−µ)

σ

)− 1
ξ
, t ≥ µ

(7)

where, µ, σ and ξ are the distribution’s location, scale
and shape parameters respectively.
Since T̂i = Ti +Te, the PDF of estimated periods can be
written as a convolution of two distribution, obtained
in similar way as (2),

fT̂i (t) = fTi (t) ∗ fTe (t) =
∫ ∞

−∞

fTi (τ) fTe (t − τ)dτ

The resulting expression for PDF of estimated periods,
fT̂i (t) is as shown in (5). Moreover, the CDF of the es-
timated periods, FT̂i (t) can be obtained from the PDF
of estimated periods fT̂i (t) as follows [20]:

FT̂i (t) =
∫ t

−∞

fT̂i (t)dt (8)

The resulting expression for CDF of estimated periods,
FT̂i (t) is shown in (6). It can be noted that PDF and
CDF of estimated periods hold different distributions
for different range of values of time(t) which is due to
the convolution of PDF of original and error compo-
nents (similar for CDF). The significance of these 4 dif-
ferent cases lies in the fact that the estimated periods
depend not only on original PU channel activity period
duration, but also on sensing duration (Ts). Hence, the
idle/busy periods of PU may lie in any range of the 4
possible ranges as shown in (5) and (6). Now, the PDFs
and CDFs obtained in (5) and (6) have a continuous do-
main, while the actual distributions at the Secondary

User have a discrete domain as indicated in Fig. 1. Such
discrete distributions can be obtained by evaluating (5)
and (6) at the right points of each interval/bin of the
PDF and CDF, respectively as

gT̂i (k) = fT̂i (kTs), (9)

GT̂i
(k) = FT̂i

((
k +

1

2

)
Ts

)
, (10)

where g(.) and G(.) denotes the estimated PDF and
CDF respectively in the discrete domain and k is the
integer value. The set of expressions derived above in
(9) and (10) provide closed-form relations between the
distributions of the original periods Ti resulting from
PU transmission, the distribution of the estimated peri-
ods T̂i as observed by the SU based on spectrum sensing
decisions and the employed sensing duration, Ts.

3.2 Error of the Estimated Distribution

In this section, we quantify the error between the origi-
nal distribution and the estimated distribution of idle/
busy periods. Error of the estimated distribution can be
calculated using KS test, a non-parametric test which is
a well-known and most commonly used metric to quan-
tify error between two distributions. The KS distance is
defined as the largest absolute error between two con-
tinuous CDFs and given as follows [23] :

Dks = sup
t
|FT̂i (t) − FTi (t)|. (11)
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fT̂i (t) =



0, t < µ − Ts
λ
(
λ+t+Ts−µ

λ

)1−α
+(α−1)(t+Ts−µ)−λ

(α−1)T2
s

, µ − Ts ≤ t < µ

λ
T2
s (λ−αλ)

[ (
λ+t−µ
λ

)−α
((α − 1)Ts + λ + t − µ) +

(
λ+t−µ
λ

)−α
(−αTs + λ + t + Ts − µ)

−(λ + t + Ts − µ)
(
λ+t+Ts−µ

λ

)−α
+ (α − 1)(t − Ts − µ) − λ

]
, µ ≤ t ≤ µ + Ts

1
T2
s (λ−αλ)

[
− λ2

(
λ+t+Ts−µ

λ

)1−α
− λ

(
λ

(
λ+t−Ts−µ

λ

)1−α
−

(
λ+t−µ
λ

)−α
((α − 1)Ts + λ + t − µ)

)
+λ

(
λ+t−µ
λ

)−α
(−αTs + λ + t + Ts − µ)

]
, t > µ + Ts

(12)

Refer section 11, Appendix 4 �

FT̂i
(t) =



0 , t < µ −Ts

1
2(α−1)T2

s

[ 2λ(
λ
(
λ+t+Ts−µ

λ

)2−α
−λ

)
2−α + (t +Ts − µ)((α − 1)(t +Ts − µ) − 2λ)

]
, µ −Ts ≤ t < µ

1
2(α−1)T2

s

[ 2λ(
λ
(
λ+Ts
λ

)2−α
−λ

)
2−α +Ts ((α − 1)Ts − 2λ)

]
− 1
(α−1)T2

s

[
−

λ2
((

λ+Ts
λ

)−α
−2

)
α−2

+
λ
(
λ+t−µ

λ

)1−α
(αTs−λ−t−2Ts+µ)

α−2 −
λ
(
λ+t−µ

λ

)1−α
(αTs+λ+t−2Ts−µ)

α−2 +
(λ+t+Ts−µ)

2
(
λ+t+Ts−µ

λ

)−α
α−2 +

T2
s

(
λ+Ts
λ

)−α
2−α

+λ

(
µ −

2Ts

(
λ+Ts
λ

)−α
α−2

)
+ αt2

2 − αtTs − αtµ + (α − 1)Tsµ +
1
2 (α − 1)µ

2 − λt − t2

2 + tTs + tµ] , µ ≤ t ≤ µ +Ts

1
2(2−α)(α−1)2T2

s

[
2T2

s

(
−

(
λ+t−Ts−µ

λ

)−α
−

(
λ+t+Ts−µ

λ

)−α
+ α

( (
λ+t−Ts−µ

λ

)−α
+

(
λ+t+Ts−µ

λ

)−α
−(α − 4)α − 5

)
+ 2

)
+ 4(α − 1)Ts (λ + t − µ)

((
λ+t+Ts−µ

λ

)−α
−

(
λ+t−Ts−µ

λ

)−α )
+2(α − 1)(λ + t − µ)2

((
λ+t−Ts−µ

λ

)−α
+

(
λ+t+Ts−µ

l

)−α
− 2

(
λ+t−µ

λ

)−α ) ]
, t > µ +Ts

(13)

Refer section 12, Appendix 5 �

In order to find the value of ‘t’ that returns the
maximum value of KS Distance from (11), the par-
tial derivative of the absolute difference is taken and
equated to zero as follows :

∂[FT̂i (t) − FTi (t)]

∂t
= 0. (14)

On evaluating (18), the largest difference occurs at t =
µ, where FTi (t) = 0. Hence, the final expression for KS
distance will be

Dks = FT̂i
(t) =

1

2
−

σ

(1 − ξ)(Ts )
−

σ2

(2ξ − 1)(1 − ξ)(T2
s )

+
σ

1
ξ (σ + ξTs )

2− 1
ξ

(2ξ − 1)(1 − ξ)(T2
s )

(15)

Equation (15) denotes the expression for calculating
the KS distance between the estimated and original dis-
tributions. Conversely, the value of Ts can be calculated
on setting the target error in (15).

4 Analysis of Short Time Scale Model

4.1 Estimation of Idle and Busy Periods Using Pareto
Distribution

In this section, we estimate the distribution of idle and
busy periods of short time scale model as Pareto distri-
bution. For simplicity, the PU’s idle and busy periods
(i.e. T0 and T1) are assumed to be independent. Pareto
distribution is empirically proven efficient distribution
for the spectrum measurements using USRP [19]. The
PDF and CDF of Pareto distribution is given as [22],

fTi (t) =

0, t < µ

α
λ

(
1 + t−µ

λ

)−(α+1)
, t ≥ µ

(16)

FTi (t) =
0, t < µ

1 −
(
1 + t−µ

λ

)−α
, t ≥ µ

(17)

where α, λ and µ are the shape, scale and location
parameters respectively. The estimated periods can be
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Fig. 2: Validation of PDF of estimated periods for Generalized Pareto distribution using (µ = 10, σ = 12, ξ = 0.1)
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Fig. 3: Validation of CDF of estimated periods for Generalized Pareto distribution using (µ = 10, σ = 12, ξ = 0.1)

written as

fT̂i (t) = fTi (t) ∗ fTe (t) =
∫ ∞

−∞

fTi (τ) fTe (t − τ)dτ,

where fTi (τ) and fTe (t−τ) are the PDF of Pareto distri-
bution and error component respectively. On further
evaluating the integral in the four intervals/cases as
mentioned earlier and on solving in the similar lines as
done for long time scale models and with the aid of [24]
and [25], the estimated PDF and CDF of idle/busy pe-
riods for short time scale measurements can be obtained
as (12) and (13) respectively. Refer appendices 4 and 5
for proof.

4.2 Error of the Estimated distribution

In this section the KS distance of the estimated idle and
busy periods using Pareto distribution is computed in
similar fashion as calculated in section 3.2. In order to
find the value of ‘t’ that returns the maximum value
of KS Distance, the partial derivative of the absolute
difference is taken and equated to zero as follows :

∂[FT̂i (t) − FTi (t)]

∂t
= 0 (18)

On evaluating (18), we can observe from the CDF plot
of Pareto distribution that the largest difference occurs

at t = µ, where FTi (t) = 0. Hence, the final expression
for KS distance will be:

Dks =
1

2
(
α2 − 3α + 2

)
T2
s

[
T2
s

(
α2 − 2

(
λ + Ts

λ

)−α
− 3α + 2

)
+ λ2

(
2 − 2

(
λ + Ts

λ

)−α)
+ 2λTs

(
−2

(
λ + Ts

λ

)−α
− α + 2

) ]
(19)

Equation (19) denotes the expression for calculating the
KS distance between the estimated and original distri-
butions.

5 Numerical Results

In this section, we verify the accuracy of the closed
form expressions of estimated PDF and CDF derived
in Section 3 and 4 by comparing them with the original
and simulated PDF and CDF distributions of PU. Fur-
ther, we study effect of sensing time on the estimated
distribution by considering the KS distance values for
different values of sensing time, Ts. For simulation and
analysis, idle and busy period are assumed to follow the
same distribution (in respective time-scale models).
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Fig. 4: Validation of PDF of estimated periods for Pareto distribution using (µ = 5, α = 2, λ = 2.5)
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Fig. 5: Validation of CDF of estimated periods for Pareto distribution(µ = 5, α = 2.5, λ = 1.5)

For all the cases considered here, the value of sensing
duration, Ts is configured such that it does not exceed
the value of µ (i.e. Ts < µ) in order to ensure that no
activity periods are missed in the sensing process, since
we are ignoring the effect of missed detections and false
alarms in our analytical framework. Notice that this
consideration implicitly assumes that the minimum PU
activity is known to the SU, so that the value of sens-
ing time, Ts can be configured as stated above. This as-
sumption is realistic too, since the value of µ is available
for some well-known standardized radio technologies or
can also be obtained with methods such as blind recog-
nition/estimation [26] or from PU beacon signals [27].
The idle and busy period were generated considering
both to be independent. The comprehensive study in
our previous work [21] suggest that the distribution has
a very low value of Pearson-coefficient and thus can be
considered independent.

Fig. 2 shows the PDF of estimated busy period fT̂i (t)
of the PU, in comparison with the simulated busy pe-
riod gT̂i (t) and the original distribution fTi (t) for differ-
ent values of Ts (i.e. Ts = 1, 3 and 5 time units). The
parameters of the Generalized Pareto distribution are
configured to values : µ = 10, σ = 12, ξ = 0.1. It can
be appreciated that the closed form analysis provides
an excellent fit with the simulation results for all the

considered scenarios, which verifies the validity of the
mathematical expression obtained for the PDF.

Fig. 3 shows the CDF of estimated busy period
FT̂i (t) of the PU, in comparison with the simulated busy
period GT̂i

(t) and the original distribution FTi (t) for dif-
ferent values of Ts (i.e. Ts = 1, 3 and 5 time units). The
parameters of the Generalized Pareto distribution are
configured to values : µ = 10, σ = 12, ξ = 0.1. We can
notice the closed form analysis provides a good match
with the simulation results for all the considered sce-
narios, which verifies the validity of the mathematical
expression obtained for the CDF as well.

Fig. 4 and Fig. 5 shows the PDF and CDF of esti-
mated busy period fT̂i (t) of PU, for Pareto distribution
in comparison with the simulated busy period gT̂i (t) and
the original distribution fTi (t) for different sensing time
duration, Ts (i.e. Ts = 1, 3 and 5 time units). The pa-
rameters of the Pareto distribution are : µ = 5, α = 2,
λ = 2.5 for estimated PDF while µ = 5, α = 2.5, λ = 1.5

for estimated CDF. We observe that the closed form
analysis provides an excellent fit with the simulation
results for all the considered scenarios, which verifies
the validity of the expression obtained for the PDF and
CDF for short time scale model.
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Fig. 6: Comparison of KS Distance for Pareto and Generalized
Pareto distribution.

Fig. 6 shows the comparison of KS Distance v/s Ts

for simulated and analytical CDF with respect to the
original distribution for Generalized Pareto and Pareto
distribution. As it can be appreciated from Fig. 6, the
analytical expression in (15) and (19) gives a prediction
of the estimation error for both the time scale mod-
els. Also, we observe that the values of errors becomes
slightly large for larger values of sensing time duration,
Ts. Hence, the desired value of estimation error can be
achieved by configuring the sensing duration accord-
ingly. We can observe that the estimated and original
CDF are in good agreement for both the models.

In summary, we can conclude that the assumptions
made in the study are reasonable from a practical point
of view. The obtained results corroborate that they are
acceptable since the simulation results and the mathe-
matical models are accurate.

6 Conclusion

DSA/CR systems periodically monitor the PU channel
activity statistics. Hence, the CR would highly benefit
from the accurate knowledge of the derived analytical
expressions for the PDF and CDF of the idle and busy
time periods of the PU. From this study, we conclude
that the analysis of estimation of distribution of PU
idle and busy periods is carried out using Generalized
Pareto and Pareto distributions for long and short time
scale models provides an accurate fit with the original
distribution, which are verified using simulations. More-
over, the impact of sensing periods on the accuracy of
estimated PU busy/idle periods has also studied. Fur-
thermore, an error in the proposed estimation of distri-
bution of PU idle and busy periods is quantified using
Kolmogorov-Smirnov test for Generalized Pareto and

Pareto distribution. Our work can be seen as a study
where we provide the “tool” i.e., the analytical expres-
sions for the true and estimated distributions, and the
resulting estimation error. the analytical expression can
be useful in the design and dimensioning of CR net-
works. The current analysis can be extended by consid-
ering the imperfect spectrum sensing, which is further
more realistic assumption and yet is to be reported in
literature. Furthermore, the online learning of distribu-
tions of the idle and busy period would be an interest-
ing study of prospective research. Moreover, the analy-
sis carried in this work is for interweave CR paradigm.
The comprehensive study considering the underlay and
overlay paradigm, which includes the interference sce-
nario is out of the scope of this work and will be ad-
dressed in our future work. From this study we conclude
that the proposed analysis is more generic, is better fit
for the real scenarios eliminating practical limitations
and can be used in the design and development of CR
systems.
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8 Appendix 1: Derivation of the combined
error Te

fTe (t) = fT y
e
(t) ∗ f−T x

e
(t) =

∫ ∞

−∞

fT y
e
(τ) f−T x

e
(t − τ)dτ (20)

Case 1 : t < −Ts

No overlap in both the distributions, i.e. fT y
e
(τ) and

f−T x
e
(t − τ).

∴

∫ −Ts

−∞

fT y
e
(τ) f−T x

e
(t − τ)dτ = 0

Case 2 : −Ts ≤ t < 0

∫ t

−Ts

fT y
e
(τ) f−T x

e
(t − τ)dτ =

∫ t

−Ts

( 1
Ts

) ( 1
Ts

)
dτ =

Ts + t
T2
s

Case 3 : 0 ≤ t ≤ Ts∫ Ts

t

fT y
e
(τ) f−T x

e
(t − τ)dτ =

∫ Ts

t

( 1
Ts

) ( 1
Ts

)
dτ =

Ts − t
T2
s

Case 4 : t > Ts
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No overlap in both the distributions, i.e. fT y
e
(τ) and

f−T x
e
(t − τ).

∴

∫ ∞

Ts

fT y
e
(τ) f−T x

e
(t − τ)dτ = 0

9 Appendix 2 : Derivation of PDF of estimated
periods for Generalized Pareto Distribution

Case 1 : t + Ts < µ =⇒ t < µ − Ts

No overlap in both the distributions, i.e. fTi (τ) and
fTe (t − τ).

fT̂i (t) =
∫ µ−Ts

−∞

fTi (τ) fTe (t − τ)dτ = 0

Case 2 : µ − Ts ≤ t < µ

fT̂i (t) =
∫ t+Ts

µ

(σ)
1
ξ(

σ + ξ(τ − µ)
) 1

ξ +1

(Ts + t − τ
T2
s

)
dτ

=
(σ)

1
ξ

T2
s

[ ∫ t+Ts

µ
(Ts + t)

(
σ + ξ(τ − µ)

)− 1
ξ −1

−

∫ t+Ts

µ
(τ)

(
σ + ξ(τ − µ)

)− 1
ξ −1

dτ

]
Solving both the above integrals separately and com-
bining them, we get,

fT̂i (t) =
(Ts + t − µ)

T2
s

−
1

(1 − ξ)(T2
s )

[
σ − (σ + ξ(t + Ts − µ))

2 fTi (t + Ts)

]
Case 3 : µ ≤ t ≤ µ + Ts

fT̂i (t) =
∫ t+Ts

µ
fTi (τ) fTe (t − τ)dτ

=

∫ t

µ

(σ)
1
ξ(

σ + ξ(τ − µ)
) 1

ξ +1

(Ts − t + τ
T2
s

)
dτ

+

∫ t+Ts

t

(σ)
1
ξ(

σ + ξ(τ − µ)
) 1

ξ +1

(Ts + t − τ
T2
s

)
dτ

Solving the above integrals separately and combin-
ing them, we get,

fT̂i (t) =
Ts − t + µ

T2
s

+
1

(1 − ξ)(T2
s )

[
σ − 2(σ + ξ(t − µ))2 fTi (t)

+ (σ + ξ(t + Ts − µ))
2 fTi (t + Ts)

]

Case 4 : t > µ + Ts

fT̂i (t) =
∫ t+Ts

t−Ts

fTi (τ) fTe (t − τ)dτ

=

∫ t

t−Ts

(σ)
1
ξ(

σ + ξ(τ − µ)
) 1

ξ +1

(Ts − t + τ
T2
s

)
dτ

+

∫ t+Ts

t

(σ)
1
ξ(

σ + ξ(τ − µ)
) 1

ξ +1

(Ts + t − τ
T2
s

)
dτ

Solving the above two integrals and combining them,
we get,

fT̂i (t) =
1

(1 − ξ)T2
s

[
(σ + ξ(t + Ts − µ))

2 fTi (t + Ts)

+ (σ + ξ(t − Ts − µ))
2 fTi (t − Ts)

− 2(σ + ξ(t − µ))2 fTi (t)
]

10 Appendix 3 : Derivation of CDF of
estimated periods for Generalized Pareto
Distribution

FT̂i (t) =
∫ t

−∞

fT̂i (τ)dτ (21)

Case 1 : t < µ − Ts

Substituting the PDF derived in Case 1 of Section
9, we get,

FT̂i (t) =
∫ t

−∞

0dτ = 0

Case 2 : µ − Ts ≤ t < µ

FT̂i (t) =
∫ t

−∞

fT̂i (τ)dτ =
∫ µ−Ts

−∞

0dτ +

∫ t

µ−Ts

fTi (τ)dτ

Solving the above integrals by substituting the ap-
propriate PDFs derived for Case 1 and Case 2 in Section
9 and combining them, we get,

FT̂i (t) =
1

2
−
(µ − t)

Ts
+
(µ − t)2

2T2
s

−
σ(t − µ + Ts)

(1 − ξ)T2
s

+
(σ)

1
ξ

(2ξ − 1)(1 − ξ)T2
s

[
(σ + ξ(t + Ts − µ))

2− 1
ξ − (σ)2−

1
ξ

]
Case 3 : µ ≤ t ≤ µ + Ts
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FT̂i (t) =
∫ t

−∞

fT̂i (τ)dτ

=

∫ µ−Ts

−∞

0dτ +

∫ µ

µ−Ts

fTi (τ)dτ +
∫ t

µ
fTi (τ)dτ

Solving the above integrals by substituting the ap-
propriate PDFs derived for Case 1, Case 2 and Case 3
in Section 9 and combining them, we get,

FT̂i (t) =
1

2
−
µ − t
Ts
−
(µ − t)2

2T2
s

+
(σ)(t − µ − Ts)

(1 − ξ)T2
s

+
(σ)

1
ξ

(2ξ − 1)(1 − ξ)(T2
s )

[
(σ + ξ(t + Ts − µ))

2− 1
ξ

+ (σ)2−
1
ξ − 2(σ + ξ(t − µ))2−

1
ξ

]
Case 4 : t > µ + Ts

FT̂i (t) =
∫ t

−∞

fT̂i (τ)dτ

=

∫ µ−Ts

−∞

0dτ +

∫ µ

µ−Ts

fTi (τ)dτ

+

∫ µ+Ts

µ
fTi (τ)dτ +

∫ t

µ+Ts

fTi (τ)dτ

Solving the above integrals by substituting the ap-
propriate PDFs derived for Case 1, Case 2, Case 3 and
Case 4 in Section 9 and combining them, we get,

FT̂i (t) = 1 +
(σ)

1
ξ

(2ξ − 1)(1 − ξ)(T2
s )

[
(σ + ξ(t + Ts − µ))

2− 1
ξ

− 2(σ + ξ(t − µ))2−
1
ξ + (σ + ξ(t − Ts − µ))

2− 1
ξ

]

11 Appendix 4 : Derivation of PDF of
estimated periods for Pareto Distribution

Case 1 : t + Ts < µ =⇒ t < µ − Ts

No overlap in both the distributions, i.e. fTi (τ) and
fTe (t − τ).

fT̂i (t) =
∫ µ−Ts

−∞

fTi (τ) fTe (t − τ)dτ = 0

Case 2 : µ − Ts ≤ t < µ

fT̂i (t) =
∫ t+Ts

µ

α

λ

(
1 +

t − µ
λ

)−(α+1) (Ts + t − τ
T2
s

)
dτ

On solving the above integral, we get

fT̂i (t) =
λ

(
λ+t+Ts−µ

λ

)1−α
+ (α − 1)(t + Ts − µ) − λ

(α − 1)T2
s

Case 3 : µ ≤ t ≤ µ + Ts

fT̂i (t) =
∫ t+Ts

µ
fTi (τ) fTe (t − τ)dτ

=

∫ t

µ

α

λ

(
1 +

t − µ
λ

)−(α+1) (Ts − t + τ
T2
s

)
dτ

+

∫ t+Ts

t

α

λ

(
1 +

t − µ
λ

)−(α+1) (Ts + t − τ
T2
s

)
dτ

Solving the above integrals separately and combin-
ing them, we get,

fT̂i (t) =
λ

T2
s (λ − αλ)

[ (
λ + t − µ

λ

)−α
((α − 1)Ts

+ λ + t − µ) +
(
λ + t − µ

λ

)−α
(−αTs + λ + t + Ts − µ)

− (λ + t + Ts − µ)

(
λ + t + Ts − µ

λ

)−α
+ (α − 1)(t − Ts − µ) − λ

]
Case 4 : t > µ + Ts

fT̂i (t) =
∫ t+Ts

t−Ts

α

λ

(
1 +

t − µ
λ

)−(α+1) (Ts − t + τ
T2
s

)
dτ

+

∫ t+Ts

t

α

λ

(
1 +

t − µ
λ

)−(α+1) (Ts + t − τ
T2
s

)
dτ

Solving the above two integrals and combining them,
we get,

fT̂i (t) =
1

T2
s (λ − αλ)

[
− λ2

(
λ + t + Ts − µ

λ

)1−α
− λ

(
λ

(
λ + t − Ts − µ

λ

)1−α
−

(
λ + t − µ

λ

)−α
((α − 1)Ts + λ + t − µ)

)
+ λ

(
λ + t − µ

λ

)−α
× (−αTs + λ + t + Ts − µ)

]
.
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12 Appendix 5 : Derivation of CDF of
estimated periods for Pareto Distribution

FT̂i (t) =
∫ t

−∞

fT̂i (τ)dτ (22)

Case 1 : t < µ − Ts

Substituting the PDF derived in Case 1 of Section
11, we get,

FT̂i (t) =
∫ t

−∞

0dτ = 0

Case 2 : µ − Ts ≤ t < µ

FT̂i (t) =
∫ t

−∞

fT̂i (τ)dτ =
∫ µ−Ts

−∞

0dτ +

∫ t

µ−Ts

fT̂i (τ)dτ

Solving the above integrals by substituting the appro-
priate PDFs derived for Case 1 and Case 2 in Section
11 and combining them, we get,

FT̂i (t) =
1

2(α − 1)T2
s

[2λ (
λ

(
λ+t+Ts−µ

λ

)2−α
− λ

)
2 − α

+ (t + Ts − µ)((α − 1)(t + Ts − µ) − 2λ)

]

Case 3 : µ ≤ t ≤ µ + Ts

FT̂i (t) =
∫ t

−∞

fT̂i (τ)dτ

=

∫ µ−Ts

−∞

0dτ +

∫ µ

µ−Ts

fT̂i (τ)dτ +
∫ t

µ
fT̂i (τ)dτ

Solving the above integrals by substituting the ap-
propriate PDFs derived for Case 1, Case 2 and Case 3
in Section 11 and combining them, we get,

FT̂i (t) =
1

2(α − 1)T2
s

[2λ (
λ

(
λ+Ts
λ

)2−α
− λ

)
2 − α

+ Ts((α − 1)Ts

− 2λ)

]
−

1

(α − 1)T2
s

[
−

λ2
((
λ+Ts
λ

)−α
− 2

)
α − 2

+
λ

(
λ+t−µ
λ

)1−α
(αTs − λ − t − 2Ts + µ)

α − 2

−

λ
(
λ+t−µ
λ

)1−α
(αTs + λ + t − 2Ts − µ)

α − 2

+
(λ + t + Ts − µ)

2
(
λ+t+Ts−µ

λ

)−α
α − 2

+
T2
s

(
λ+Ts
λ

)−α
2 − α

+ λ
©­­«µ −

2Ts

(
λ+Ts
λ

)−α
α − 2

ª®®¬ +
αt2

2
− αtTs − αtµ

+ (α − 1)Tsµ +
1

2
(α − 1)µ2 − λt −

t2

2
+ tTs + tµ

]
Case 4 : t > µ + Ts

FT̂i (t) =
∫ t

−∞

fT̂i (τ)dτ

=

∫ µ−Ts

−∞

0dτ +

∫ µ

µ−Ts

fT̂i (τ)dτ

+

∫ µ+Ts

µ
fT̂i (τ)dτ +

∫ t

µ+Ts

fT̂i (τ)dτ

Solving the above integrals by substituting the appro-
priate PDFs derived for Case 1, Case 2, Case 3 and Case
4 in Section 11 and combining them, we get,

FT̂i (t) =
1

2(2 − α)(α − 1)2T2
s

[
2T2

s

(
−

(
λ + t − Ts − µ

λ

)−α
−

(
λ + t + Ts − µ

λ

)−α
+ α

( (
λ + t − Ts − µ

λ

)−α
+

(
λ + t + Ts − µ

λ

)−α
− (α − 4)α − 5

)
+ 2

)
+ 4(α − 1)Ts(λ + t − µ)

( (
λ + t + Ts − µ

λ

)−α
−

(
λ + t − Ts − µ

λ

)−α )
+ 2(α − 1)(λ + t − µ)2

×

( (
λ + t − Ts − µ

λ

)−α
+

(
λ + t + Ts − µ

l

)−α
− 2

(
λ + t − µ

λ

)−α )]
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