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Abstract

Robust stability theory for stochastic dynamical systems

by

Anantharaman Subbaraman

In this work, we focus on developing analysis tools related to stability theory for certain classes of stochastic dynamical systems that permit non-unique solutions. The non-unique nature of solutions arise primarily due to the system dynamics that are modeled by set-valued mappings. There are two main motivations for studying such classes of systems. Firstly, understanding such systems is crucial to developing a robust stability theory. Secondly, such system models allow flexibility in control design problems.

We begin by developing analysis tools for a simple class of discrete-time stochastic system modeled by set-valued maps and then extend the results to a larger class of stochastic hybrid systems. Stochastic hybrid systems are a class of dynamical systems that combine continuous-time dynamics, discrete-time dynamics and randomness. The analysis tools are established for properties like global asymptotic stability in probability and global recurrence. We focus on establishing results related to sufficient conditions for stability, weak sufficient conditions for stability, robust stability conditions and converse Lyapunov theorems. In this work a primary assumption is that the stochastic system satisfies some mild regularity properties with respect to the state variable and random input. The regularity properties are needed to establish the existence of random solutions and results on sequential compactness for the solution set of the stochastic system.

We now explain briefly the four main types of analysis tools studied in this work. Sufficient conditions for stability establish conditions involving Lyapunov-like functions satisfying strict decrease properties along solutions that are needed to verify stability
properties. Weak sufficient conditions relax the strict decrease nature of the Lyapunov-like function along solutions and rely on either knowledge about the behavior of the solutions on certain level sets of the Lyapunov-like function or use multiple nested non-strict Lyapunov-like functions to conclude stability properties. The invariance principle and Matrosov function theory fall into this category. Robust stability conditions determine when stability properties are robust to sufficiently small perturbations of the nominal system data. Robustness of stability is an important concept in the presence of measurement errors, disturbances and parametric uncertainty for the nominal system. We study two approaches to verify robustness. The first approach to establish robustness relies on the regularity properties of the system data and the second approach is through the use of Lyapunov functions. Robustness analysis is an area where the notion of set-valued dynamical systems arise naturally and it emphasizes the reason for our study of such systems. Finally, we focus on developing converse Lyapunov theorems for stochastic systems. Converse Lyapunov theorems are used to illustrate the equivalence between asymptotic properties of a system and the existence of a function that satisfies a decrease condition along the solutions. Strong forms of the converse theorem imply the existence of smooth Lyapunov functions. A fundamental way in which our results differ from the results in the literature on converse theorems for stochastic systems is that we exploit robustness of the stability property to establish the existence of a smooth Lyapunov function.
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Notation

• $\mathbb{R}_{\geq 0}$ denotes the non-negative real numbers.

• $\mathbb{Q}$ denotes the set of rational numbers.

• $\mathbb{Z}_{\geq 0}$ denotes the non-negative integers.

• For $S \subset \mathbb{R}^n$, the symbol $I_S$ denotes the indicator function of $S$ i.e., $I_S(x) = 1$ for $x \in S$ and $I_S(x) = 0$ otherwise.

• For vectors $f_1, f_2 \in \mathbb{R}^n$, $\langle f_1, f_2 \rangle$ denotes the inner product.

• For $c \geq 0$ and a function $V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$, $L_V(c) := \{x \in \mathbb{R}^n : V(x) = c\}$ denotes the level set of the function $V$.

• $\mathcal{B}$, $\mathcal{B}^o$ denote the closed and open unit ball in $\mathbb{R}^n$.

• $\partial S$, $\overline{S}$ and $\overline{co}S$ represents the boundary of the set $S$, closure of the set $S$ and the closed convex hull of the set $S$ respectively.

• Given a closed set $S \subset \mathbb{R}^n$ and $\epsilon > 0$, $S + \epsilon \mathbb{B}$ represents the set $\{x \in \mathbb{R}^n : |x|_S \leq \epsilon\}$ and $S + \epsilon \mathbb{B}^o$ represents the set $\{x \in \mathbb{R}^n : |x|_S < \epsilon\}$.

• $\mathcal{B}(\mathbb{R}^m)$ denotes the Borel $\sigma$-field, the subsets of $\mathbb{R}^m$ generated from all open subsets of $\mathbb{R}^m$ through complements and finite and countable unions.

• For a compact set $A \subset \mathbb{R}^n$, a function $V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ belongs to the class $\mathcal{PD}(A)$ if $V(x) = 0$ for $x \in A$ and positive elsewhere.

• For $\tau \geq 0$, we define the sets $\Gamma_{\leq \tau} := \{(s, t) \in \mathbb{R}^2 : s + t \leq \tau\}$ and $\Gamma_{\geq \tau} := \{(s, t) \in \mathbb{R}^2 : s + t \geq \tau\}$.
• The functions $\pi_i : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0} \times \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ are such that $\pi_i(t_1, t_2, z) = t_i$ for each $i \in \{1, 2\}$.

• For sets $S_1, S_2 \subset \mathbb{R}^n$, $I_{\subset S_1}(S_2) = 1 - \sup_{x \in S_2} I_{\mathbb{R}^n \setminus S_1}(x)$ and $I_{\cap S_1}(S_2) = \sup_{x \in S_2} I_{S_1}(x)$ with the convention that the maximum’s are zero when $S_2 = \emptyset$. 
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Chapter 1

Introduction

Stability theory for dynamical systems is one of the most well studied topics in control theory and is pioneered by the work in [1]. For continuous-time systems, results for certifying asymptotic stability of the origin are found in the seminal work by Lyapunov in [1]. In particular, through the use of a Lyapunov function that is decreasing strictly along solutions, asymptotic stability of the origin can be concluded for the system without explicit knowledge of the actual solution to the ordinary differential equation.

The sufficient conditions proposed in [1] is one among the many different analysis tools studied in the literature. A natural relaxation of the sufficient condition leads to the use of Lyapunov-like functions satisfying non-strict decrease conditions to establish asymptotic stability of the origin. The invariance principle in [2], [3] characterize the behavior of complete, bounded solutions using the notion of $\Omega$-limit sets which are invariant. Under the additional assumption of a non-increasing Lyapunov-like function it is also established that complete, bounded solutions converge to the largest invariant sets inside level sets of the Lyapunov-like function. This key result is then used to establish weak sufficient conditions for asymptotic stability that do not insist on the existence of a Lyapunov function satisfying strict decrease properties.
In [4] and [5] instead of using one non-strict Lyapunov function, multiple non-strict but nested functions (referred to as Matrosov functions) are utilized to conclude asymptotic stability. In essence, the invariance principle and Matrosov function theory provide weak sufficient conditions for the asymptotic stability property. However, the invariance principle requires knowledge about solution behavior on certain level sets of the Lyapunov function to conclude asymptotic stability whereas the Matrosov function based approach does not.

Another important problem studied in the literature relates to robustness of stability properties. In particular, conditions for which the stability property of the nominal system is preserved under the action of sufficiently small perturbations are studied. The perturbations affecting the nominal system can be measurement errors related to the state or modeling uncertainties in the system description. Robustness properties can be studied from the viewpoint of the regularity properties of the nominal system ([6], [7]), or through a Lyapunov function approach which usually involves an assumption regarding the existence of a Lyapunov function satisfying good regularity properties for the nominal system ([8], [7]) or by explicitly considering the disturbance/ noise inputs to the system as in the various works on input to state stability ([9], [10]).

Converse Lyapunov theorems are used to establish the equivalence between asymptotic stability properties and the existence of Lyapunov-like functions that satisfy certain decrease conditions along solutions. Converse Lyapunov theorems for a locally Lipschitz differential inclusion appear in [11], with its discrete-time counterpart in [9]. Strong stability of the origin for a differential inclusion under mild regularity assumptions is proved to be equivalent to the existence of a smooth Lyapunov function in [12]. For difference inclusions under similar regularity assumptions a converse Lyapunov theorem is established in [7], where sufficient conditions for existence of a smooth Lyapunov function for difference equations with discontinuous right hand sides is also established. Results on
the existence of smooth Lyapunov functions under the assumption of $KL$-stability with respect to two measures for differential and difference inclusions is in [6], [13] respectively.

Next, we briefly discuss the development of analysis tools for a larger class of hybrid systems. Hybrid systems are a class of dynamical systems that combines continuous-time dynamics and discrete-time dynamics. The developments in area of stability analysis for hybrid systems are a bit recent. In particular, [14] establishes Lyapunov function based sufficient conditions for global asymptotic stability, converse Lyapunov theorems, robust stability and the invariance principle under mild assumptions on the system data. The work by [15] and [16] establish a Matrosov theorem and input to state stability results respectively.

The literature on analysis tools for stability in stochastic systems has also taken a similar route but is more diverse. The diversity arises primarily due to many variants of the stability properties that can be studied for stochastic systems (See [17]). This is a direct consequence of the different notions of convergence that exist for sequence of random variables (See [18, Chapter 6]). In particular, for stochastic systems stability properties can be studied based on convergence in mean, convergence in probability, almost sure convergence and convergence in distribution. Some of the stability properties studied frequently in the literature are mean square asymptotic stability (asymptotic, exponential), almost sure asymptotic stability, asymptotic stability in probability, stability in distribution, positive recurrence and null recurrence. We refer the reader to [19], [20], [21], [22] and [23] for results on Lyapunov function based conditions for certifying stability, invariance principle and converse Lyapunov theorems.

Stochastic hybrid systems are a class of dynamical systems that combine continuous-time dynamics, discrete-time dynamics and randomness. In stochastic hybrid systems randomness can affect the system dynamics in a number of different ways and consequently the modeling frameworks studied in the literature vary in complexity and scope.
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(See [24], [25], [23] and [26]). We also refer the reader to [27] for details on the many different classes of stochastic hybrid systems and related developments in stability theory.

Stability analysis tools for stochastic systems modeled by set-valued mappings are seldom studied in the literature. In this dissertation, we emphasize the key role set-valued stochastic systems play in the development of a robust stability theory for stochastic systems. We will focus on discrete-time stochastic systems and stochastic hybrid systems modeled by set-valued mappings and establish a range of analysis tools related to stability theory. We restrict our study and the development of analysis tools to global recurrence of open, bounded sets and global asymptotic stability in probability of compact sets.

1.1 Outline of the results

In the following chapters we aim to establish a variety of analysis tools related to stability theory for stochastic systems. In particular, we study properties like recurrence and asymptotic stability in probability for a class of discrete-time stochastic systems and stochastic hybrid systems.

In Chapter 2, we study the recurrence property for non-stochastic hybrid systems. Under mild regularity properties for the hybrid system we establish that recurrence of bounded sets is equivalent to the well studied property of ultimate boundedness. We also establish that the recurrence property is robust to sufficiently small state dependent perturbations and develop a converse Lyapunov theorem. Chapter 2 serves as an introduction to the recurrence property and to the type of analysis tools that will be studied for a more general class of stochastic systems in the subsequent chapters.

In Chapter 3, we introduce a class of discrete-time stochastic systems modeled by set-valued mappings (stochastic difference inclusions). We characterize the notion of a random solution to the stochastic difference inclusion and establish sufficient conditions
Introduction
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for stability, an invariance principle, conditions for robust stability and a converse Lyapunov theorem under good regularity properties for the stochastic difference inclusion.

In Chapter 4, we analyze robustness for a class of discrete-time stochastic systems stabilized by discontinuous feedback laws. The results from Chapter 3 on robustness are generally not applicable in the case of discontinuities in the control law. Hence, we develop a Lyapunov function based approach to verify robustness as opposed to relying on the regularity properties of the closed loop system.

In Chapter 5, we study a class of stochastic hybrid systems modeled by set-valued mappings. In particular, we focus on systems where the randomness is restricted to the discrete-time dynamics. For this class of systems, we present a result related to the invariance principle for characterizing the behavior of bounded random solutions. Application of this result to establishing weak sufficient conditions for recurrence and asymptotic stability in probability is also presented.

In Chapter 6, we provide a Lyapunov function based characterization of the recurrence property for the class of stochastic hybrid systems studied in Chapter 5. In particular, we establish robustness results and a converse Lyapunov theorem for global recurrence of open, bounded sets.

In Chapter 7, we summarize the contributions of this dissertation and point out future research directions.
Chapter 2

Hybrid systems

2.1 Introduction

Hybrid systems are a class of dynamical systems that combine continuous-time dynamics and discrete-time dynamics. Several frameworks have been proposed in the literature for the modeling and analysis of hybrid systems. We refer the reader to [28], [29] and [30] for details. The aim of this chapter is to review a mathematical framework for hybrid system models proposed in [28], give the reader an introduction to the study of a property called recurrence, and, establish a Lyapunov function based characterization for the recurrence property. The main results presented in this chapter are from [31]. The subsequent chapters will build upon the fundamental results in this chapter and extend the results to a larger class of systems affected by randomness.

2.2 Preliminaries on hybrid systems

We follow the mathematical framework in [28] for modeling hybrid systems. As explained in [14] Chapter 1] other models for describing hybrid systems can be encom-
passed within the framework of [28]. So, we consider a class of hybrid systems with a state $x \in \mathbb{R}^n$ written formally as

$$
\begin{align*}
\dot{x} &\in F(x), \ x \in C \\
x^+ &\in G(x), \ x \in D
\end{align*}
$$

(2.1a) (2.1b)

where $C, D \subset \mathbb{R}^n$ represent the flow and jump sets (where continuous and discrete evolution of the state is permitted) respectively and $F : \mathbb{R}^n \rightrightarrows \mathbb{R}^n, G : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ represent the set-valued flow and jump maps respectively. In essence, the continuous-time dynamics is modeled by a differential inclusion and the discrete-time dynamics is modeled by a difference inclusion.

### 2.2.1 Solution concept

We define solutions to the hybrid system on a generalized time domain that uses two variables $t, j$ to keep track of the continuous evolution of the state and the number of jumps elapsed respectively. To define solutions to (2.1) we require the notion of a hybrid time domain: a subset $E$ of $(\mathbb{R}_{\geq 0} \times \mathbb{Z}_{\geq 0})$, which is the union of infinitely many intervals of the form $[t_j; t_{j+1}] \times \{j\}$, where $0 = t_0 \leq t_1 \leq t_2 \leq \ldots$, or finitely many of such intervals, with the last one possibly of the form $[t_j; t_{j+1}] \times \{j\}, [t_j, t_{j+1}) \times \{j\}$, or $[t_j, \infty) \times \{j\}$. A function $\phi : E \to \mathbb{R}^n$ that maps a hybrid time domain to the Euclidean space and for which $t \mapsto \phi(t, j)$ is locally absolutely continuous for fixed $j$ is called a hybrid arc.

A hybrid arc is a solution to (2.1) if $\phi(0, 0) \in C \cup D$ and:

1) for all $j \in \mathbb{Z}_{\geq 0}$ and almost all $t$ such that $(t, j) \in \text{dom } \phi: \phi(t, j) \in C, \ \dot{\phi}(t, j) \in F(\phi(t, j))$

2) for all $(t, j) \in \text{dom } \phi$ such that $(t, j+1) \in \text{dom } \phi: \phi(t, j) \in D, \ \phi(t, j+1) \in G(\phi(t, j))$.

A solution to the hybrid system is called maximal if it cannot be extended, and
Hybrid systems

Figure 2.1: A solution to a hybrid system - hybrid arc \( \phi \)

complete if its domain is unbounded. See Figure 2.1 for a representation of a hybrid arc.

We will represent the hybrid system \((2.1)\) through its data as

\[ \mathcal{H} := (C, F, D, G). \] (2.2)

We denote by \( \mathcal{S}_H(K) \) the set of all maximal solutions starting from the set \( K \subset \mathbb{R}^n \) for the hybrid system \( \mathcal{H} \). We assume throughout this chapter that \( \mathcal{H} \) satisfies certain regularity properties listed below.

**Standing Assumption 2.1** The data \( \mathcal{H} \) of the hybrid system \((2.1)\) satisfies the following conditions:

1. The sets \( C, D \subset \mathbb{R}^n \) are closed.

2. The mapping \( F \) is outer semicontinuous, locally bounded, convex valued and non-empty on \( C \).

3. The mapping \( G \) is outer semicontinuous, locally bounded and non-empty on \( D \).
If $F, G$ are single-valued mappings, then Standing Assumption 2.1 reduces to the mappings $f, g$ being continuous on $C$ and $D$ respectively. The system (2.1a) is said to have no finite escape times if there are no solutions of (2.1a) that escape to infinity at a finite time.

### 2.2.2 Systems modeled by set-valued mappings

In this section we explain the motivations for studying systems modeled by set-valued mappings and the system regularity properties imposed in Standing Assumption 2.1.

The main reasons for studying systems modeled by set-valued mappings are listed below.

- Firstly, set-valued mappings arise in the context of analysis of systems in the presence of disturbances. This notion is illustrated for the simple case of a discrete-time system $x^+ = g(x)$ in Figure 2.2. Analysis of the nominal system $x^+ = g(x)$ in the presence of measurement errors in the state $x$ and modeling uncertainties in the mapping $g$ leads to the study of the difference inclusion $x^+ \in g(x + \delta B) + \delta B$, where $\delta > 0$ is the size of the perturbation. Hence, the study of set-valued mappings is crucial for the development of a robust stability theory for dynamical systems. This aspect will be explored further in this chapter and in the subsequent chapters for a larger class of stochastic systems. We refer the reader to [32, Chapter 1] for more details.

- Secondly, allowing set-valued mappings can provide a degree of flexibility in the control design process and also be a useful technical tool in solving control synthesis problems. For example, [33], [34, Chapter 7] and [32, Chapter 1] present scenarios in the context of control system analysis related to optimal control synthesis, local controllability analysis, study of constrained control systems where set-valued
mappings arise. We refer the reader to [35] for more examples that illustrate the importance of set-valued analysis in control systems. Set-valued mappings arising in control design oriented problems are in [36], [37], [38], [39] and [40].

- Finally, set-valued systems also arise frequently in the study of discontinuous systems of the form $\dot{x} = f(x)$ or $x^{+} = g(x)$ through the Krasovskii/ Filippov regularization and in defining notions of generalized solutions for discontinuous systems. For example, the Krasovskii regularization for discontinuous flow and jump maps $f, g$ are given by $\cap_{\delta > 0} \overline{\text{con}} f(x + \delta B)$ and $\cap_{\delta > 0} \overline{g(x + \delta B)}$ where $\overline{\text{con}}$ refers to the closed convex hull. The Krasovskii regularization can also be used to infer robustness of stability properties for the original discontinuous system. We refer the reader to [14, Lemma 5.16] for more details.

The primary motivation for imposing the regularity properties in Standing Assumption 2.1 are now stated. Standing Assumption 2.1 is crucial to establishing the notion of nominal well-posed and well-posed hybrid systems (See [14, Chapter 6] and the Appendix for more details). These notions are then used to prove the equivalence between uniform and non-uniform versions of stability properties, establish robustness of stability
properties and consequently aid in the development of converse Lyapunov theorems.

2.3 Recurrence and Uniform recurrence

In this section we define the notion of recurrence for sets. Recurrence is a weak property that is frequently studied in the literature for stochastic systems. It is a weaker property compared to asymptotic stability but nevertheless useful in many applications where stronger properties are difficult to establish. Recurrence proves to be a useful alternative particularly in the study of systems affected by persistent disturbances. In this chapter, we study the recurrence property not for stochastic systems, but for a class of non-stochastic hybrid systems. Subsequent chapters will explore the recurrence property in detail for discrete-time stochastic systems and stochastic hybrid systems.

Definition 2.1 A set \( \mathcal{O} \subset \mathbb{R}^n \) is said to be globally recurrent for the hybrid system \( \mathcal{H} \) in (2.2) if there are no finite escape times for (2.1a) and for each complete solution \( \phi \in \mathcal{S}_\mathcal{H}(\mathcal{C} \cup \mathcal{D}), \) there exists \( (t, j) \in \text{dom } \phi \) such that \( \phi(t, j) \in \mathcal{O}. \)

Loosely speaking, the definition means that from every initial condition, solutions either stop or hit the set \( \mathcal{O} \) and solutions do not exhibit finite escape times. An illustration of the recurrence property is in Figure 2.3. The recurrence definition does not impose any invariance-like property for the set \( \mathcal{O} \). Hence, solutions that start from the set \( \mathcal{O} \) can leave the set. Recurrence of the set \( \mathcal{O} \) also does not impose any stability-like conditions since solutions that start close to the set \( \mathcal{O} \) need not stay close. In this respect, recurrence is different from the frequently studied asymptotic stability property. Nevertheless, there are some connections between recurrence and properties like ultimate boundedness and asymptotic stability which will be explored in the subsequent sections. Another consequence of the recurrence property is that for complete solutions, recurrence
Figure 2.3: Illustration of recurrence

for the set $\mathcal{O}$ implies that solutions have to visit the set $\mathcal{O}$ infinitely often.

**Definition 2.2** A set $\mathcal{O} \subset \mathbb{R}^n$ is said to be uniformly globally recurrent for $\mathcal{H}$ in (2.2) if there are no finite escape times for (2.1a) and for each compact set $K$, there exists $T > 0$ such that for each solution $\phi \in \mathcal{S}_\mathcal{H}(K)$, either $t + j < T$ for all $(t, j) \in \text{dom } \phi$ or there exists $(t, j) \in \text{dom } \phi$ such that $t + j \leq T$ and $\phi(t, j) \in \mathcal{O}$.

Recurrence is a property that is studied with respect to open sets for a variety of reasons. Firstly, we consider open, bounded sets to establish robustness of the recurrence property. Secondly, equivalence between uniform and non-uniform versions of recurrence hold only for open sets. These aspects will be illustrated through examples in the sections that follow.

The following result establishes equivalence between uniform and non-uniform recurrence when $\mathcal{O}$ is open and bounded under mild regularity properties for $\mathcal{H}$ stated in Standing Assumption 2.1.
Proposition 2.1 An open, bounded set $O$ is globally recurrent for $H$ in (2.2) if and only if it is uniformly globally recurrent for $H$.

Proof: $\Leftarrow$ Follows immediately from the definitions.

$\Rightarrow$ Suppose $O$ is not uniformly globally recurrent. Then, there exists a compact set $K$ such that for every $i \in \mathbb{Z}_{>0}$, there exists a solution $\phi_i \in \mathcal{S}_H(K)$ such that there exists $(t, j) \in \text{dom} \phi_i$ satisfying $t + j > i$ and for all $(t, j) \in \text{dom}(\phi_i)$ satisfying $t + j \leq i$, $\phi_i(t, j) \notin O$. Due to compactness of $K$, and absence of finite escape times, it follows from [14, Prop 6.13] that the sequence of solutions $\phi_i$ is locally eventually bounded. $^1$

Then, [41, Thm 4.4] states that the sequence $\phi_i$ admits a converging subsequence $\psi_i$ that converges to a complete solution $\psi \in \mathcal{S}_H(K)$. From recurrence of $O$, there exists $(t, j)$ such that $\psi(t, j) \in O$. From the definition of convergence of hybrid arcs, there exists a sequence $\{i, j_i, \psi_i(t_i, j_i)\}$ such that $t_i \to t, j_i \to j$ and $\psi_i(t_i, j_i) \to \psi(t, j)$. Since $O$ is open, for $i$ large enough $\psi_i(t_i, j_i) \in O$. This contradicts the initial assumption and establishes uniform global recurrence of $O$. $\blacksquare$

Without Standing Assumption 2.1 Proposition 2.1 is not necessarily true and the following example illustrates it.

Example 2.1 Consider $H = (\emptyset, \emptyset, \mathbb{R}, g)$ where $g(x) = (\max\{0, x\})^2$ if $x < 1$ and $g(x) = 0$ otherwise. Consider an open neighborhood of the origin of the form $O := (-\epsilon, \epsilon) \times (0, 1)$. Then for every initial condition $x \in \mathbb{R}^n$, all solutions reach the set $O$ and hence $O$ is globally recurrent. Now for every compact set $K \subset \mathbb{R}$ such that $\{1\} \in \text{int}(K)$, the solutions that start arbitrarily close to the left of $x = 1$ takes arbitrarily long times to reach the set $O$ and hence the set $O$ is not uniformly globally recurrent. The mapping $g$ is discontinuous at the point $x = 1$ and hence does not satisfy Standing Assumption

$^1$A sequence of solutions $\phi_i$ is called locally eventually bounded if for every $\tau \geq 0$, there exists $i^* \geq M > 0$ and $M > 0$ such that for all $i \geq i^*$ and all $(t, j) \in \text{dom}(\phi_i)$ with $t + j \leq \tau$, $\phi_i(t, j) \in M\mathbb{B}$. We refer the reader to [28] and [14, Definition 5.24] for more details.
The next example illustrates how Proposition 2.1 can fail if the set $O$ is not open. The equivalence between recurrence and uniform recurrence is crucial to the development of the converse Lyapunov theorem established later in this chapter.

**Example 2.2** Consider a continuous-time system with $C = \mathbb{R}^2$ and the following dynamics

$$\dot{x}_1 = x_2 - x_1(x_1^2 + x_2^2 - 1), \quad \dot{x}_2 = -x_1 - x_2(x_1^2 + x_2^2 - 1).$$

Let $\epsilon \in (0, 1)$. It can be observed that the closed set $O := \{0\} \cup \{x : |x| \in [1 - \epsilon, 1 + \epsilon]\}$ is globally recurrent. Moreover, for solutions starting closer to the origin, it takes arbitrarily long time to reach the set $O$. Hence, uniform recurrence fails even though the system satisfies the conditions of Standing Assumption 2.1.

### 2.4 Recurrence and other properties

In this section we make connections between recurrence and other well studied properties like ultimate boundedness and asymptotic stability.

#### 2.4.1 Connection to Ultimate boundedness

**Definition 2.3** The solutions of $H$ in \((2.2)\) are uniformly ultimately bounded if there are no finite escape times for \((2.1a)\) and there exists $M > 0$ such that for each $\Delta > 0$ there exists $T > 0$ such that for every $\phi \in S_H(\Delta B)$ either $t + j < T$ for all $(t, j) \in \text{dom } \phi$ or $\phi(t, j) \in M B$ for all $(t, j) \in \text{dom } \phi$ satisfying $t + j \geq T$. 
Proposition 2.2 The solutions of $\mathcal{H}$ in (2.2) are uniformly ultimately bounded if and only if there exists an open, bounded set $\mathcal{O}$ that is globally recurrent for $\mathcal{H}$.

Proof: It follows from the definition that ultimate boundedness of solutions of $\mathcal{H}$ implies that the set $\mathcal{O} = (M + 1)\mathbb{B}^p$ is globally recurrent for $\mathcal{H}$.

Next, we establish that recurrence of an open, bounded set $\mathcal{O}$ for $\mathcal{H}$ implies uniform ultimate boundedness of solutions of $\mathcal{H}$. We first claim that the reachable set (in infinite hybrid time) from the compact set $\overline{\mathcal{O}}$ is bounded. It follows from [14, Prop 6.13] that there exists a compact set $K_1$ such that $\mathcal{R}_{\leq T}(\overline{\mathcal{O}}) \subset K_1$. Let $T > 0$ be such that the condition of uniform recurrence holds from the set $K_1$. Then, using [14, Prop 6.13], it follows that there exists a set $K_2$ such that $\mathcal{R}_{\leq T}(K_1) \subset K_2$. Then, we claim that $\bigcup_{\tau \geq 0} \mathcal{R}_{\tau}(\overline{\mathcal{O}}) \subset K_2$. Let $\phi \in \mathcal{S}_H(\overline{\mathcal{O}})$. If $t + j \leq T + 2$ for all $(t, j) \in \text{dom} \phi$ then $\phi(t, j) \in K_2$ for all $(t, j) \in \text{dom} \phi$. If not, there exists $(t_1, j_1)$ such that $t_1 + j_1 \in [1, 2]$ and $\phi(s, i) \in K_1 \subset K_2$ for $s + i \leq t_1 + j_1$ and $\phi(t_1, j_1) \in \mathcal{O}$ or $\phi(t_1, j_1) \in K_1 \setminus \mathcal{O}$. For the second case, there exists $(t_2, j_2)$ such that $0 \leq t_2 + j_2 - (t_1 + j_1) \leq T$ such that $\phi(t_2, j_2) \in \mathcal{O}$ and $\phi(s, i) \in K_2$ for $s + i \leq t_2 + j_2$. We now iterate the same argument to prove that the reachable set from $\overline{\mathcal{O}}$ is bounded. Next, we choose $M > 0$ sufficiently large so that $K_2 \subset M\mathbb{B}$. Now let $\Delta > 0$. From the definition of uniform global recurrence there exists $T > 0$ such that for each solution $\phi \in \mathcal{S}_H(\Delta \mathbb{B})$, either $t + j < T$ for all $(t, j) \in \text{dom} \phi$ or there exists $(t, j) \in \text{dom} \phi$ such that $t + j \leq T$ and $\phi(t, j) \in \mathcal{O}$. Then, from $\mathcal{O}$ being recurrent, and the reachable set from $\mathcal{O}$ being bounded, it follows that there are no finite escape times and for every $\phi \in \mathcal{S}_H(\Delta \mathbb{B})$ either $t + j < T$ for all $(t, j) \in \text{dom} \phi$ or $\phi(t, j) \in M\mathbb{B}$ for all $(t, j) \in \text{dom} \phi$ satisfying $t + j \geq T$. This establishes uniform ultimate boundedness.

---

2The reachable set from a set $S$ within hybrid time $\tau$ is defined as $\mathcal{R}_{\leq \tau}(S) := \{\phi(t, j) : \phi(0, 0) \in S \text{ and } t + j \leq \tau\}$. The reachable set from a set $S$ in infinite hybrid time is $\bigcup_{\tau \geq 0} \mathcal{R}_{\tau}(S)$. 
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2.4.2 Connection to asymptotic stability

Asymptotic stability is a widely studied property for dynamical systems. In this section, we adopt the definition of asymptotic stability of closed sets for hybrid systems from [28].

**Definition 2.4** A closed set $A$ is uniformly globally stable (UGS) for $\mathcal{H}$, if there exists a class-$\mathcal{K}_\infty$ function $\alpha$ such that for every solution $\phi$ to $\mathcal{H}$, $|\phi(t,j)|_A \leq \alpha(|\phi(0,0)|_A)$ for every $(t,j) \in \text{dom}(\phi)$.

**Definition 2.5** A closed set $A$ is uniformly globally attractive for $\mathcal{H}$, if there are no finite escape times for (2.1a) and for every $\varepsilon > 0, r > 0$ there exists a $T > 0$ such that for every solution $\phi$ to $\mathcal{H}$ with $|\phi(0,0)|_A \leq r$, $(t,j) \in \text{dom}(\phi)$ and $t + j \geq T$ imply $|\phi(t,j)|_A \leq \varepsilon$.

A closed set $A$ is uniformly globally asymptotically stable (UGAS) for $\mathcal{H}$ it is uniformly globally stable and uniformly globally attractive for $\mathcal{H}$. In [25], it is established that UGAS of a closed set can be expressed in terms of UGS and uniform global recurrence of open neighborhoods of the closed set. The following result is proved in [25, Prop 2.2] for a wide class of stochastic hybrid systems, so we only state the result here.

**Proposition 2.3** If the closed set $A \subset \mathbb{R}^n$ is UGS for $\mathcal{H}$ and, for every $\varepsilon > 0$, the open set $A + \varepsilon B^o$ is uniformly globally recurrent for $\mathcal{H}$, then the set $A$ is UGAS for $\mathcal{H}$.

In fact, the existence of an open, bounded recurrent set $O$ for $\mathcal{H}$ implies that there exists a compact set $A$, that is UGAS for $\mathcal{H}$. This is a consequence of the reachable set from $O$ being bounded and [14, Corollary 7.7]. The proof of the following result is presented in the Appendix.

**Proposition 2.4** Let the open, bounded set $O \subset \mathbb{R}^n$ be globally recurrent for $\mathcal{H}$ in (2.2). Then, there exists a compact set $A$ that is UGAS for $\mathcal{H}$. 
2.5 Invariance principle for recurrence

In this section we state weak sufficient conditions for recurrence in terms of non-strict Lyapunov-like functions. The invariance principle utilizes the existence of weak-Lyapunov function that is non-increasing along solutions outside the set $\mathcal{O}$ and knowledge about behavior of solutions in level sets of this weak-Lyapunov function to conclude global recurrence. The invariance principle is proved in a subsequent chapter for a larger class of stochastic hybrid systems and hence we only state the result here. Let $\mathcal{S}_{\mathcal{C}\backslash\mathcal{O}}(x)$ refer to solutions of the constrained system $\dot{x} \in F(x), x \in \mathcal{C}\backslash\mathcal{O}$ from initial condition $x$.

**Definition 2.6** A continuous function $\hat{V} : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ is a weak-Lyapunov function relative to an open, bounded set $\mathcal{O} \subset \mathbb{R}^n$ for $\mathcal{H}$ in (2.2) if $\hat{V}$ is radially unbounded and satisfies

$$\hat{V}(\phi(t)) \leq \hat{V}(x_0), \forall x_0 \in \mathcal{C}\backslash\mathcal{O}, t \in dom(\phi), \phi \in \mathcal{S}_{\mathcal{C}\backslash\mathcal{O}}(x_0)$$

(2.3)

$$\max_{g \in \mathcal{G}(x_0) \cap (\mathbb{R}^n \backslash \mathcal{O})} \hat{V}(g) \leq \hat{V}(x_0), \forall x_0 \in \mathcal{D}\backslash\mathcal{O}.$$  

(2.4)

The conditions (2.3) and (2.4) state that the function $\hat{V}$ is non-increasing along flows outside the set $\mathcal{O}$ and is non-increasing along jumps when the solutions are restricted to points outside the set $\mathcal{O}$. The next result states that by ruling out solutions that stay in level sets of the function $\hat{V}$ outside the set $\mathcal{O}$, global recurrence can be established without the existence of Lyapunov functions satisfying strict decrease properties.

**Theorem 2.1** Let $\hat{V}$ be a weak-Lyapunov function relative to an open, bounded set $\mathcal{O} \subset \mathbb{R}^n$ for the system $\mathcal{H}$. Then, $\mathcal{O}$ is globally recurrent if and only if for every $c \geq 0$ for which $L_{\hat{V}}(c) \cap (\mathbb{R}^n \backslash \mathcal{O})$ is non-empty there does not exist a complete solution $\phi$ that remains in the set $L_{\hat{V}}(c) \cap (\mathbb{R}^n \backslash \mathcal{O})$. 
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The following sections will focus on establishing necessary and sufficient conditions for global recurrence using Lyapunov functions satisfying strict decrease conditions. Robustness of recurrence is crucial to establishing the equivalence between recurrence of open, bounded sets and the existence of smooth Lyapunov functions satisfying strict decrease conditions.

2.6 Robust global recurrence and a converse Lyapunov theorem

Robustness can be loosely defined as the stability property being preserved for the nominal system under sufficiently small perturbations. In this section we present results on robustness of recurrence to sufficiently small state dependent perturbations and also describe a Lyapunov function based characterization for recurrence that relies on strict decrease conditions along solutions.

We establish three types of robustness results. Firstly, we establish that recurrence of an open bounded set implies recurrence of a smaller open set within the original set. This type of result can be viewed as robustness to perturbations in the set. Secondly, we prove recurrence is preserved when the data of the hybrid system is modified to slow down recurrence. Slowing down the recurrence property loosely means that we make quantities related to the worst case first hitting time to the recurrent set for solutions from every initial condition increase with the distance of the initial condition to the recurrent set. Finally, we show that by perturbing the system data in a sufficiently small manner we preserve recurrence. This property establishes robustness of recurrence to measurement noise, additive disturbances and parameter uncertainty in system data.

The robustness results developed in this section will play an important role in es-
establishing necessary conditions for recurrence in terms of Lyapunov functions. We also illustrate using examples the importance of Standing Assumption 2.1 in issues relating to robustness and the existence of smooth Lyapunov functions.

2.6.1 Robustness of recurrence to state dependent inflations

We now establish a series of robustness results that will eventually be applied to the development of converse Lyapunov theorems. Firstly, since we do not insist on solutions to $\mathcal{H}$ being complete we analyze an inflated system of $\mathcal{H}$ for which maximal solutions are complete and for which recurrence properties are preserved. This inflated system is later used in the construction of a Lyapunov function to certify recurrence of an open, bounded set for $\mathcal{H}$. If the open, bounded set $\mathcal{O}$ is globally recurrent for $\mathcal{H}$, consider the inflated system

$$
\hat{\mathcal{H}} := (C, F, \mathbb{R}^n, \hat{G}),
$$

(2.5)

where $\hat{G}(x) = G_1(x) \cup G_2(x)$ with $G_1(x) = G(x)$ for $x \in D$ and $G_1(x) = \emptyset$ for $x \notin D$, and $G_2(x) = x^*$ for some $x^* \in \mathcal{O}$ and for all $x \in \mathbb{R}^n$. From the data of the hybrid system $\hat{\mathcal{H}}$ and recurrence of the set $\mathcal{O}$ for $\mathcal{H}$, it follows that the maximal solutions of $\hat{\mathcal{H}}$ are complete.

**Lemma 2.1** The data of the hybrid system $\hat{\mathcal{H}}$ in (2.5) satisfies Standing Assumption 2.1.

**Proof:** Since $\mathcal{H}$ satisfies Standing Assumption 2.1 only the outer semicontinuity and local boundedness of $\hat{G}$ needs to be verified. Since $G_1$ and $G_2$ are locally bounded, this implies the local boundedness of $\hat{G}$. The outer semicontinuity of $G_1$ follows from outer semicontinuity of $G$ and the set $D$ being closed. The mapping $G_2$ is continuous.
The outer semicontinuity of $\hat{G}$ follows from [42, Proposition 2] since it is the union of two outer semicontinuous mappings.

**Lemma 2.2** If the open, bounded set $\mathcal{O}$ is globally recurrent for $\mathcal{H}$ in (2.2), then $\mathcal{O}$ is globally recurrent for $\hat{\mathcal{H}}$ in (2.5).

**Proof:** Since the flow map for the hybrid system $\hat{\mathcal{H}}$ is the same as $\mathcal{H}$, the solutions generated by $\hat{\mathcal{H}}$ do not exhibit finite escape times. Let $\psi$ be any solution to $\hat{\mathcal{H}}$. If $\psi$ is a solution of $\mathcal{H}$, then there exists $(t, j)$ such that $\psi(t, j) \in \mathcal{O}$. If $\psi$ is not a solution of $\mathcal{H}$, then there exists $(t, j)$ such that $\psi(t, j) = x^* \in \mathcal{O}$. Hence global recurrence of $\mathcal{O}$ for $\hat{\mathcal{H}}$ follows.

The next theorem states that recurrence of an open bounded set $\mathcal{O}$ implies the existence of a smaller recurrent set inside $\mathcal{O}$. This result is primarily used to obtain a smooth Lyapunov function that certifies recurrence of $\mathcal{O}$.

**Theorem 2.2** If the open, bounded set $\mathcal{O} \subset \mathbb{R}^n$ is globally recurrent for $\hat{\mathcal{H}}$ in (2.5), then there exists $\varepsilon > 0$ and an open set $\hat{\mathcal{O}}$ satisfying $\hat{\mathcal{O}} + \varepsilon \mathbb{B}^\circ \subset \mathcal{O}$ such that $\hat{\mathcal{O}}$ is globally recurrent for $\hat{\mathcal{H}}$.

**Proof:** We prove the theorem by contradiction. Suppose there does not exist a smaller globally recurrent set inside $\mathcal{O}$. Then, for every $i \in \mathbb{Z}_{\geq 1}$, there exists a complete solution $\phi_i$ such that $\phi_i(t, j) \in \mathbb{R}^n \setminus \mathcal{O} + 1/i \mathbb{B}$ for all $(t, j) \in \text{dom}(\phi_i)$ and $\phi_i(\hat{t}_i, \hat{j}_i) \in \mathcal{O}$ for some $(\hat{t}_i, \hat{j}_i) \in \text{dom}(\phi_i)$. We now define

$$t^*_i := \inf \{ t : \phi_i(t, j) \in \overline{\mathcal{O}} \}, \quad j^*_i := \inf \{ j : \phi_i(t, j) \in \overline{\mathcal{O}} \}.$$  

Define new solutions $\psi_i$ such that $\psi_i(t, j) = \phi_i(t + t^*_i, j + j^*_i)$. Hence $\psi_i(0, 0) \in \overline{\mathcal{O}}$ for all $i \in \mathbb{Z}_{\geq 1}$ and $\psi_i(t, j) \in (\mathbb{R}^n \setminus \mathcal{O}) + (1/i) \mathbb{B}$ for all $(t, j) \in \text{dom}(\psi_i)$. Since $\psi_i(0, 0) \in \overline{\mathcal{O}}$,
and there are no finite escape times due to recurrence of the set $O$, it follows from \cite[Prop 6.13]{[14]} that the sequence of solutions $\psi_i$ is locally eventually bounded. Then, from \cite[Thm 4.4]{[41]} there exists a subsequence (which we do not relabel) that converges to a solution $\psi$ which is complete since $\psi_i$ are complete. The solutions $\psi_i$ stay in the closed set $S_i := (\mathbb{R}^n \setminus O) + 1/iB$ for all time. Let $(t, j) \in \text{dom}(\psi)$. Then, there exists $(t_i, j_i, \psi_i(t_i, j_i)) \to (t, j, \psi(t, j))$ with $\psi_i(t_i, j_i) \in S_i$. Then, the limit $\lim \psi(t, j) \in \mathbb{R}^n \setminus O$. Since $(t, j)$ are arbitrary, this implies that the solution $\psi$ stays in the set $\mathbb{R}^n \setminus O$ for all time. This contradicts the global recurrence of the set $O$.

The next inflation of the data of $\hat{H}$ results in preserving recurrence while slowing down the worst case first hitting time for solutions. This inflation will help in constructing a Lyapunov function that will be radially unbounded. If the open, bounded set $O$ is globally recurrent for $\hat{H}$, let $x^* \in O$ and define the continuous set-valued mapping $M_\nu(x) := \{x^*\} + \nu(|x - x^*|)B$ where $\nu \in \mathcal{K}_\infty$. Consider the inflated mapping

\[
\hat{H}_\nu := (C, F, \mathbb{R}^n, \hat{G}_\nu),
\]

where $\hat{G}(x) = G_1(x) \cup M_\nu(x)$. The proof of the next lemma is very similar to Lemma 2.1.

**Lemma 2.3** For every $\nu \in \mathcal{K}_\infty$, the data of the hybrid system $\hat{H}_\nu$ in (2.6) satisfies Standing Assumption 2.1.

The next theorem claims the existence of a $\nu \in \mathcal{K}_\infty$ small enough to preserve recurrence of the set $O$ for the inflated system $\hat{H}_\nu$ if $O$ is globally recurrent for $\hat{H}$.

**Theorem 2.3** If the open, bounded set $O \subset \mathbb{R}^n$ is globally recurrent for $\hat{H}$ in (2.5), then there exists $\nu \in \mathcal{K}_\infty$ such that $O$ is globally recurrent for $\hat{H}_\nu$ in (2.6).
Proof: Let \( S_i \subset \mathbb{R}^n \) be a sequence of compact sets such that \( S_i \subset S_{i+1}, \cup_{i \in \mathbb{Z} \geq 0} S_i = \mathbb{R}^n \) and \( S_0 \) is a small neighborhood of \( x^* \) that is contained in the set \( \mathcal{O} \). It follows from Proposition 2.2 that global recurrence of \( \mathcal{O} \) for \( \mathcal{H} \) implies that the reachable set (in infinite hybrid time) from \( \mathcal{O} \) is bounded. Uniform global recurrence of \( \mathcal{O} \) for \( \mathcal{H} \) implies that for every compact set \( S_i \), there exists a time \( J_i \) such that solutions from \( S_i \) for the system \( \mathcal{H} \) reach the set \( \mathcal{O} \) within time \( J_i \). Then, the reachable set (in infinite hybrid time) from \( S_i \) is \( \mathcal{R}(S_i) := \mathcal{R}_{\leq J_i}(S_i) \cup \Gamma \) where \( \mathcal{R}_{\leq J_i}(S_i) \) is the reachable set from \( S_i \) within time \( J_i \) and \( \Gamma \) is the reachable set from \( \mathcal{O} \) for the system \( \mathcal{H} \). Since both \( \Gamma \) and \( \mathcal{R}_{\leq J_i}(S_i) \) are bounded, \( \mathcal{R}(S_i) \) is also bounded. Define \( \gamma_i := \sup_{x \in \mathcal{R}(S_i)} |x - x^*| \) and \( r_j = \inf_{x \in \partial S_{i-1}} |x - x^*| \) for \( i \in \mathbb{Z} \geq 1 \). Let \( \nu \in \mathcal{K}_\infty \) be such that for every \( i \in \mathbb{Z} \geq 1 \), \( \nu(\gamma_i) < r_i/2 \).

We now claim that for each \( i \in \mathbb{Z} \geq 1 \), every solution \( \phi \in \mathcal{S}_{\mathcal{H}_\nu}(S_i) \) there exists \( (t, j) \in \text{dom}(\phi) \) such that \( \phi(t, j) \in S_{i-1} \cup \mathcal{O} \). Let a solution \( \phi \in \mathcal{S}_{\mathcal{H}_\nu}(S_i) \) be given. If the solution \( \phi \) can also be generated by \( \mathcal{H} \) from the set \( S_i \), then global recurrence of \( \mathcal{O} \) for \( \mathcal{H} \) implies that there exists \( (t, j) \in \text{dom}(\phi) \) such that \( \phi(t, j) \in \mathcal{O} \). If \( \phi \) is not a solution generated by \( \mathcal{H} \), then there exists \( (t, j) \in \text{dom}(\phi) \) such that \( (t, j) \) is the first jump time satisfying \( \phi(t, j + 1) \in \{x^*\} + \nu(|\phi(t, j)| - x^*) \). Then, necessarily \( \phi(t, j) \in \mathcal{R}(S_i) \). From the construction of the mapping \( \nu \), it follows that \( \phi(t, j + 1) \in S_{i-1} \). This establishes the claim.

We now establish that for every solution \( \phi \in \mathcal{S}_{\mathcal{H}_\nu}(\mathbb{R}^n) \), there exists \( (t, j) \in \text{dom}(\phi) \) such that \( \phi(t, j) \in \mathcal{O} \). Let the \( \phi \in \mathcal{S}_{\mathcal{H}_\nu}(\mathbb{R}^n) \) be given. Then, there exists \( i \in \mathbb{Z} \geq 1 \) such that \( \phi(0, 0) \in S_i \). If \( \phi \) is a solution of \( \mathcal{H}_\nu \), the result follows from global recurrence of \( \mathcal{O} \) for \( \mathcal{H} \). If \( \phi \) is not a solution of \( \mathcal{H}_\nu \), it follows from the above claim that there exists \( (t_i, j_i) \in \text{dom}(\phi) \) such that \( \phi(t_i, j_i) \in S_{i-1} \). We now apply the result of the above claim in an iterative manner from the set \( S_{i-1} \) till the solution \( \phi \) reaches the set \( S_0 \). Hence, there exists positive constants \( \{t_k\}_{k=0}^{i-1} \) and \( \{j_k\}_{k=0}^{i-1} \) such that \( \phi(\sum_{k=j}^{i} t_k, \sum_{k=j}^{i} j_k) \in S_{j-1} \) for every \( j \in \{1, ..., i\} \). Since \( S_0 \subset \mathcal{O} \), it follows that \( \phi(\sum_{k=1}^{i} t_k, \sum_{k=1}^{i} j_k) \in S_0 \subset \mathcal{O} \). This
establishes global recurrence of the set $\mathcal{O}$ for the hybrid system $\hat{H}_\nu$.

Finally, we introduce state dependent perturbations typically used in robustness analysis. For a continuous, positive valued function $\delta : \mathbb{R}^n \to \mathbb{R}_{>0}$, we denote the perturbed version of $\hat{H}$ by

$$\hat{H}_\delta := (C_\delta, F_\delta, \mathbb{R}^n, \hat{G}_\delta), \quad (2.7)$$

where

$$C_\delta := \{ x \in \mathbb{R}^n : (x + \delta(x)B) \cap C \neq \emptyset \}$$

$$F_\delta := \text{con} F((x + \delta(x)B) \cap C) + \delta(x)B$$

$$\hat{G}_\delta := \{ v \in \mathbb{R}^n : v \in g + \delta(g)B, g \in \hat{G}(x + \delta(x)B) \}$$

and $\text{con}$ refers to the closed convex hull. The next result follows from [13 Proposition 6.28].

Lemma 2.4 For every continuous $\delta : \mathbb{R}^n \to \mathbb{R}_{>0}$, the data of the hybrid system $\hat{H}_\delta$ in (2.7) satisfies Standing Assumption 2.1.

We now establish that the recurrence property is robust is to sufficiently small state dependent perturbation. So, under the regularity conditions in Standing Assumption 2.1 if there exists an open, bounded set that is globally recurrent for the nominal system, then there exists a sufficiently small perturbation such that the recurrence property is preserved for the inflated system $\hat{H}_\delta$ in (2.7). The following lemma will be used to construct the state dependent perturbation in the robustness result.

Lemma 2.5 Let the open, bounded set $\mathcal{O}$ be globally recurrent for $\hat{H}$ in (2.5). Then, for each compact set $\mathcal{K}$, there exists $\delta > 0$ such that every solution from the set $\mathcal{K}$ reaches
the set $O$ for $\hat{H}_\delta$ in (2.7).

**Proof:** We establish the result by contradiction. Suppose the statement of the lemma is not true, then there exists a compact set $K$ such that for every $i \in \mathbb{Z}_{\geq 1}$, there exists a solution $\phi_i \in \mathcal{S}_{\hat{H}_1}(K)$ such that $\phi_i(t, j) \notin O$ for every $(t, j) \in \text{dom}(\phi_i)$. Since the hybrid system is well posed [14, Def 6.29, Thm 6.30], it follows from [14, Thm 6.1, Prop 6.33] that the sequence of solutions $\phi_i$ has a subsequence which we do not relabel that converges to the solution $\phi \in \mathcal{S}_{\hat{H}}(K)$ for the nominal system. Since the set $O$ is globally recurrent for the nominal system, there exists $(t, j)$ such that $\phi(t, j) \in O$. Then from convergence of hybrid arcs, there exists a sequence $(t_i, j_i, \phi_i(t_i, j_i))$ that converges to $(t, j, \phi(t, j))$. Then, since the set $O$ is open, for large enough $i$, $\phi_i(t_i, j_i) \in O$, which contradicts the initial assumption. 

**Theorem 2.4** If the open, bounded set $O \subset \mathbb{R}^n$ is globally recurrent for $\hat{H}$ in (2.5), then there exists a continuous function $\delta : \mathbb{R}^n \to \mathbb{R}_{>0}$ such that $O$ is globally recurrent for $\hat{H}_\delta$ in (2.7).

**Proof:** It follows from Proposition 2.4 that global recurrence of $O$ for $\hat{H}$ implies that there exists a compact set $A$ that is uniformly globally asymptotically stable for $\hat{H}$. Then, from [14, Thm 7.21], it follows that there exists a continuous function $\rho_1 : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ that is zero on the set $A$ and positive elsewhere such that $A$ is uniformly globally asymptotically stable for $\hat{H}_{\rho_1}$. Let $\varepsilon \in (0, 1)$. It follows from [14, Lemma 7.20] that there exists a constant $\rho_2 > 0$ such that solutions of $\hat{H}_{\rho_2}$ from the compact set $A + B$ converge to $A + \varepsilon B$. Now choose a continuous function $\rho : \mathbb{R}^n \to \mathbb{R}_{>0}$ such that $\rho(x) \leq \rho_2$ for $x \in A + B$ and $\rho(x) \leq \min\{\rho_1(x), \rho_2\}$ otherwise. Then, it follows that solutions of the system $\hat{H}_\rho$ reach the open set $A + B^o$.

Let $\delta_1 > 0$ satisfy the condition of Lemma 2.5 for the compact set $K = A + B$. Let $\delta : \mathbb{R}^n \to \mathbb{R}_{>0}$ be a continuous function which satisfies $\delta(x) \leq \min\{\delta_1, \rho(x)\}$. Let $\phi \in$
Since $\delta(x) \leq \rho(x)$ for all $x \in \mathbb{R}^n$, it follows that there exists $(t_1, j_1) \in \text{dom}(\phi)$ such that $\phi(t_1, j_1) \in \mathcal{A} + \mathcal{B}^o$. Define a solution $\psi(t, j) := \phi(t_1 + t, j_1 + j)$ for all $(t, j)$ such that $(t_1 + t, j_1 + j) \in \text{dom}(\phi)$. From Lemma 2.5 there exists $(t_2, j_2) \in \text{dom}(\psi)$ such that $\psi(t_2, j_2) \in \mathcal{O}$. Hence, we have $\phi(t_1 + t_2, j_1 + j_2) \in \mathcal{O}$. This establishes global recurrence of the set $\mathcal{O}$ for $\mathcal{H}_\delta$.

The following example illustrates that recurrence is not necessarily robust to arbitrarily small perturbations if the conditions of Standing Assumption 2.1 are not satisfied.

**Example 2.3** Consider the system in Example 2.1. The Krasovskii regularization of the mapping $g$ (the smallest closed set that contains all the limit points of $g$) defined as $G(x) := \cap_{\rho > 0} g(x + \rho \mathcal{B})$ is set-valued at the point of discontinuity $x = 1$. So for $x = 1$ we have $G(1) = \{0, 1\}$. Hence, when the set $\mathcal{O}$ is a small neighborhood of the origin, the point $x = 1$ becomes a fixed point and hence even for arbitrarily small perturbations, the recurrence property fails and consequently the set $\mathcal{O}$ is not robustly recurrent for $\mathcal{H}$.

The next example shows that the recurrence property is not necessarily robust if the set $\mathcal{O}$ is not open.

**Example 2.4** Consider the simple discrete-time system $x^+ = 0$ for $x \in \mathbb{R}$. Let the set $\mathcal{O} = \{0\}$. Global recurrence of the set $\mathcal{O}$ follows from the system dynamics. Let $\delta : \mathbb{R} \to \mathbb{R}_{>0}$ be any continuous function. Then, the perturbed system is represented as $x^+ \in \delta(x) \mathcal{B}$. Since $\delta(x) > 0$, it is clear that not all solutions of the perturbed system reach the set $\mathcal{O}$ and hence the set $\mathcal{O}$ is not robustly recurrent.

### 2.6.2 Necessary and sufficient conditions for recurrence

Converse Lyapunov theorems are used to establish the equivalence between asymptotic stability properties and the existence of Lyapunov-like functions that satisfy certain
decrease conditions along solutions. Applications of converse theorems in stabilization and robust stability analysis can be found in [43], [44] and [11]. For continuous-time systems converse theorems related to asymptotic stability are established in [11], [12] and [6]. See [9], [7] and [13] for similar results in the discrete-time case. Converse theorems for asymptotic stability of compact sets for a class of hybrid systems is established in [45] and [46].

Converse theorems for recurrence in discrete-time deterministic systems is developed in [22, Thm 11.2.1] although the Lyapunov function generated is merely upper semicontinuous. Using the robustness of recurrence to various state dependent perturbations we construct a smooth Lyapunov function for the converse theorem. We exploit the robustness to go from a preliminary non-smooth Lyapunov function to a smooth Lyapunov function for recurrence by utilizing the construction in [45].

We now present a Lyapunov function based characterization of recurrence for open, bounded sets.

**Definition 2.7** A smooth function $V : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0}$ is a Lyapunov function with respect to an open, bounded set $\mathcal{O}$ for $\mathcal{H}$ if it is radially unbounded and there exists $\mu > 0$ such that

$$\langle \nabla V(x), f \rangle \leq -1 + \mu \mathbb{1}_{\mathcal{O}}(x), \quad \forall x \in C, f \in F(x)$$

(2.8)

$$V(g) - V(x) \leq -1 + \mu \mathbb{1}_{\mathcal{O}}(x), \quad \forall x \in D, g \in G(x).$$

(2.9)

In essence, the Lyapunov function in (2.8) and (2.9) satisfies a strict decrease condition along solutions outside the set $\mathcal{O}$ as opposed to the non-strict decrease conditions in (2.3) and (2.4). The robustness results are utilized to establish a converse Lyapunov theorem for recurrence of an open, bounded set for the hybrid system $\mathcal{H}$.

The outline of the construction of the Lyapunov function used in the converse theorem
is as follows. Under the assumption that an open, bounded set \( O \) is globally recurrent for \( H \) in (2.2), we apply the robustness results to establish that \( \hat{O} \subset O + \varepsilon B^o \) is globally recurrent for the system \( \hat{H}_{\nu,\delta} \) for some \( \nu \in \mathcal{K}_\infty, \varepsilon > 0 \) and a continuous, positive function \( \delta \). The system \( \hat{H}_{\nu,\delta} \) is a perturbed version of the system \( \hat{H}_\nu \) in (2.6). We then construct a preliminary (possibly non-smooth) Lyapunov function \( V_0 \) to certify recurrence of the set \( \hat{O} \) for \( \hat{H}_{\nu,\delta} \). The construction of \( V_0 \) is related to worst-case first hitting for solutions to the set \( O \). A similar construction is used for discrete-time systems in [22]. The function \( V_0 \) is then smoothed to arrive at a smooth Lyapunov function \( V \) to certify recurrence of \( O \) for the system \( H \) in (2.2).

We now state a necessary and sufficient condition for global recurrence of an open, bounded set for \( H \). The proof of the following theorem is in Section 2.8.

**Theorem 2.5** The open, bounded set \( O \subset \mathbb{R}^n \) is globally recurrent for \( H \) in (2.2) if and only if there exists a smooth Lyapunov function relative to \( O \) for \( H \).

The following result is a simple corollary of Theorem 2.5 and Proposition 2.2 that establishes the equivalence between the solutions of \( H \) being uniformly ultimately bounded and the existence of a smooth Lyapunov function that satisfies in (2.8) and (2.9) with respect to an open, bounded set \( O \).

**Corollary 2.1** The solutions of \( H \) in (2.2) are uniformly ultimately bounded if and only if there exists an open, bounded set \( O \) and a smooth Lyapunov function that satisfies (2.8) and (2.9) with respect to \( O \) for \( H \).

The following example illustrates that the existence of even a continuous Lyapunov functions is not necessarily guaranteed without the conditions of Standing Assumption 2.1.
Example 2.5 Consider the system in Example 2.1. We show that there does not exist a continuous Lyapunov function with respect to the set \( \mathcal{O} = (-\varepsilon, \varepsilon) \) for any \( \varepsilon \in (0, 1) \).

We establish the claim by contradiction. Suppose \( V \) is a continuous Lyapunov function. Then, \( V(g(x)) \leq V(x) - 1 \) for \( x \in \mathbb{R}^n \setminus \mathcal{O} \). Let \( x_i \in [\varepsilon, 1) \) be such that \( \lim_{i \to \infty} x_i = 1 \).

Then \( \lim_{i \to \infty} g(x_i) = 1 \) even though \( g(1) = 0 \). Then, \( \lim_{i \to \infty} V(g(x_i)) - V(x_i) = 0 \), which contradicts the strict decrease condition of \( V \). Hence, there does not exist a continuous Lyapunov function for the system. This is due to the non-robust nature of recurrence.

2.7 Hitting time to open sets - an equivalent characterization

We now establish an equivalent characterization for recurrence in terms of functions that will be used to construct the Lyapunov function in the converse theorem. Let \( \mathcal{O} \subset \mathbb{R}^n \) be an open set. Let \( \tilde{\mathcal{H}} \) be a hybrid system whose data satisfies the conditions of Standing Assumption 2.1 and for which the maximal solutions are complete. We define for every hybrid arc \( \phi \in \mathcal{S}_{\tilde{\mathcal{H}}}^n(\mathbb{R}^n) \) the function

\[
W^\mathcal{O}(\phi) := \inf_{(t, j) \in \text{dom}(\phi), \phi(t, j) \in \mathcal{O}} (t + j).
\]

For every \( \phi \), \( W^\mathcal{O}(\phi) \) is related to the first time the solution \( \phi \) hits the set \( \mathcal{O} \). If the solution \( \phi \) never hits the set \( \mathcal{O} \), then \( W^\mathcal{O}(\phi) = \infty \). The worst first hitting time to the set \( \mathcal{O} \) from the initial condition \( x \) for the system \( \tilde{\mathcal{H}} \) is then related to the quantity \( \sup_{\phi \in \mathcal{S}_{\tilde{\mathcal{H}}}(x)} W^\mathcal{O}(\phi) \).

In [47] a robust boundedness problem is studied for continuous-time systems that uses the notion of first hitting times to certain forward invariant compact sets.

The following result then establishes the connection between global recurrence and the first hitting times and the proof follows from the definition of recurrence and Proposition
Proposition 2.5 Let $\mathcal{O} \subset \mathbb{R}^n$ be open and bounded. Then, the following statements are equivalent.

1. $\mathcal{O}$ is globally recurrent for $\tilde{H}$.
2. $\mathcal{O}$ is uniformly globally recurrent $\tilde{H}$.
3. For every compact set $K \subset \mathbb{R}^n$, there exists $T_K > 0$ such that $\sup_{\phi \in \mathcal{S}_{\tilde{H}}(K)} W^\mathcal{O}(\phi) \leq T_K$.
4. For every $x \in \mathbb{R}^n$ and $\phi \in \mathcal{S}_{\tilde{H}}(x)$, $W^\mathcal{O}(\phi) < \infty$.

Proof: 1) $\Rightarrow$ 2) The implication follows from Proposition 2.1. 2) $\Rightarrow$ 3) Since the set $\mathcal{O}$ is uniformly globally recurrent, this implies that for every compact $K$, there exists $T_K > 0$ such that for every $\phi \in \mathcal{S}_{\tilde{H}}(K)$ there exists $(t, j)$ such that $\phi(t, j) \in \mathcal{O}$ and $t + j \leq T_K$. This implies that for every $\phi \in \mathcal{S}_{\tilde{H}}(K)$, $W^\mathcal{O}(\phi) \leq T_K$. 3) $\Rightarrow$ 4) This implication is trivial. 4) $\Rightarrow$ 1) For any $\phi$ such that $W^\mathcal{O}(\phi) < \infty$ and every $\varepsilon > 0$ there exists $(t, j)$ such that $t + j \leq W^\mathcal{O}(\phi) + \varepsilon$ and $\phi(t, j) \in \mathcal{O}$. This establishes global recurrence of the set $\mathcal{O}$.

From now on we will use (2.10) only to characterize recurrence in hybrid systems for which the maximal solutions are complete. Hence, in the later sections the results of Proposition 2.5 will be applied to $\hat{H}, \hat{H}_\nu$ or $\hat{H}_\delta$. The next result establishes that the worst case hitting time to open sets is an upper semicontinuous function.

Proposition 2.6 If the open, bounded set $\mathcal{O} \subset \mathbb{R}^n$ is globally recurrent for $\tilde{H}$, then the mapping $x \mapsto \sup_{\phi \in \mathcal{S}_{\tilde{H}}(x)} W^\mathcal{O}(\phi)$ is well defined and upper semicontinuous.

Proof: Local boundedness of the mapping follows from Propositions 2.1 and 2.5 and hence, the mapping $x \mapsto \sup_{\phi \in \mathcal{S}_{\tilde{H}}(x)} W^\mathcal{O}(\phi)$ is well defined. Let $\phi_i$ be a sequence
of hybrid arcs that converges graphically to the hybrid arc $\phi$. We will establish that \( \limsup_{i \to \infty} W^O(\phi_i) \leq W^O(\phi) \). Let $\varepsilon > 0$ be arbitrary. Let $(t, j)$ be such that $t + j \leq W^O(\phi) + \varepsilon/2$ and $\phi(t, j) \in O$. Since $\phi_i$ converge to $\phi$ graphically, there exist sequences $(t_i, j_i) \to (t, j)$ and $\phi_i(t_i, j_i) \to \phi(t, j)$. Since $O$ is open, for $i$ large enough $\phi_i(t_i, j_i) \in O$. Hence, without loss of generality for $i$ large enough we have $W^O(\phi_i) \leq t_i + j_i$ and $t_i + j_i \leq t + j + \varepsilon/2$. This implies that

$$\limsup_{i \to \infty} W^O(\phi_i) \leq t_i + j_i \leq t + j + \varepsilon/2 \leq W^O(\phi) + \varepsilon.$$

Since $\varepsilon > 0$ is arbitrary, it follows that $\limsup_{i \to \infty} W^O(\phi_i) \leq W^O(\phi)$. The upper semi-continuity of the mapping $x \mapsto \sup_{\phi \in S_\mathcal{H}(x)} W^O(\phi)$ follows directly from the proof of [25, Lemma 8.3] using [11, Thm 4.4].

### 2.8 Proof of Theorem 2.5

#### 2.8.1 Necessity

**Preliminary Lyapunov function**

In this section, we will construct a Lyapunov function for an inflated system which while not necessarily smooth satisfies good regularity properties and decrease conditions. The robustness results from the previous sections will then be used to establish the smoothness of the Lyapunov function.

Let the open, bounded set $O \subset \mathbb{R}^n$ be globally recurrent for the system $\mathcal{H}$. Then from Lemma 2.1 $O$ is globally recurrent for the system $\hat{\mathcal{H}}$. From Theorem 2.2 there exists a smaller open set $\hat{O}_2$ such that $\hat{O}_2 + \varepsilon_2 B^o \subset O$ for some $\varepsilon_2 > 0$. From Theorem 2.3, there exists a $\mathcal{K}_\infty$ function $\nu$ such that $\hat{O}_2$ is globally recurrent for $\hat{\mathcal{H}}_\nu$. Finally, from Theorem
there exists a continuous state dependent perturbation $\delta : \mathbb{R}^n \to \mathbb{R}_{>0}$ such that $\hat{O}_2$ is globally recurrent for $\hat{H}_{\nu, \delta}$. We will construct a preliminary Lyapunov function using the solutions of the system $\hat{H}_{\nu, \delta}$. Define $V_0 : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ as

$$V_0(x) := \sup_{\phi \in S_{\hat{H}_{\nu, \delta}}(x)} W^{\hat{O}_2}(\phi).$$

(2.11)

**Proposition 2.7** The function $V_0$ is radially unbounded and upper semicontinuous.

**Proof:** The upper semicontinuity of $V_0$ follows from Proposition 2.6. We just need to establish the radial unboundedness of the function $V_0$. Let $Q_i = \hat{O}_2 + (i + 1)B^\circ \setminus (\hat{O}_2 + iB^\circ)$ be a sequence of compact sets for $i \in \mathbb{Z}_{\geq 0}$. We now consider the solutions of the system $x^+ \in M_{\nu}(x) = x^* + \nu(|x - x^*|)B$ for $x \in \mathbb{R}^n$. It can be observed that solutions generated by $M_{\nu}$ are a subset of the solutions generated by $\hat{H}_{\nu, \delta}$. Let $\alpha_i \in \mathbb{R}_{>0}$ for each $i \in \mathbb{Z}_{\geq 0}$ be such that $\alpha_i = \inf_{x \in Q_i} \sup_{\phi \in S_{M_{\nu}}(x)} W^{\hat{O}_2}(\phi)$. Since $\nu \in \mathcal{K}_{\infty}$, it follows from the structure of $Q_i$ and $M_{\nu}$ that the mapping $i \mapsto \alpha_i$ is increasing and unbounded. Then the worst first hitting times generated by solutions hybrid system $\hat{H}_{\nu, \delta}$ necessarily satisfies $\alpha_i \leq \sup_{\phi \in S_{\hat{H}_{\nu, \delta}}(x)} W^{\hat{O}_2}(\phi)$ for $x \in Q_i$. As $i \to \infty$, then it follows that $V_0$ is radially unbounded.

**Proposition 2.8** Let $\phi \in S_{\hat{H}_{\nu, \delta}}(x)$ be such that $\text{graph}(\phi) \cap ([0, t] \times \{0, \ldots, \max\{0, j - 1\}\} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times \mathbb{R}^n \setminus \hat{O}_2$ for some $(t, j) \in \text{dom}(\phi)$ then

$$V_0(\phi(t, j)) \leq V_0(x) - (t + j).$$

(2.12)

**Proof:**

Let $\hat{\phi}^* \in S_{\hat{H}_{\nu, \delta}}(\phi(t, j))$ be a solution such that $W^{\hat{O}_2}(\hat{\phi}^*) = \sup_{\phi \in S_{\hat{H}_{\nu, \delta}}(\phi(t, j))} W^{\hat{O}_2}(\phi)$. Such a solution $\hat{\phi}^*$ exists due to regularity properties of hitting time function $W^{\hat{O}_2}$ and
similar reasoning used in the proof of [25, Lemma 8.3]. Now let $\phi^* \in \mathcal{S}_{\hat{H}_{\nu,\delta}}(x)$ be a solution satisfying $\phi^*(\tilde{t}, \tilde{j}) = \phi(\tilde{t}, \tilde{j})$ for $\tilde{t} \leq t$, $\tilde{j} \leq j$ and $\phi^*(t + \tilde{t}, j + \tilde{j}) = \phi^*(\tilde{t}, \tilde{j})$ otherwise. We consider two cases depending on $\phi(t, j)$. First, let $\phi(t, j) \in \mathbb{R}^n \setminus \hat{O}_2$. Then, it can be observed that $W_{\hat{O}_2}(\phi^*) = W_{\hat{O}_2}(\phi^*) + t + j$. Next, we note that if $\phi(t, j) \in \hat{O}_2$, then from the assumptions on the solution $\phi$ we have $W_{\hat{O}_2}(\phi^*) = 0$, $W_{\hat{O}_2}(\phi^*) = t + j$ and $W_{\hat{O}_2}(\phi^*) = W_{\hat{O}_2}(\phi^*) + t + j$. Hence, it follows that

$$V_0(\phi(t, j)) = \sup_{\hat{\phi} \in \mathcal{S}_{\hat{H}_{\nu,\delta}}(\phi(t, j))} W_{\hat{O}_2}(\hat{\phi}) = W_{\hat{O}_2}(\phi^*) - t - j \leq \sup_{\phi \in \mathcal{S}_{\hat{H}_{\nu,\delta}}(x)} W_{\hat{O}_2}(\phi) - (t + j) = V_0(x) - (t + j).$$

\[\blacksquare\]

**Smoothing of Lyapunov function**

Now choose the open set $\hat{O}_1$ such that $\hat{O}_2 + (\varepsilon_2/3)\mathbb{B}^o \subset \hat{O}_1$ and $\hat{O}_1 + (\varepsilon_2/3)\mathbb{B}^o \subset \mathcal{O}$. It follows that $\hat{O}_1$ is also globally recurrent for $\hat{H}_{\nu,\delta}$. Define $\rho(x) := \min\{\delta(x), \varepsilon_2/3\}$. Let $\varrho$ come from [14, Lemma 7.37] using $\rho$. Then, the function $\varrho$ is continuous and positive on bounded sets. We can also conclude that if $x \in \mathbb{R}^n \setminus \hat{O}_1$, then $x + \varrho(x)\mathbb{B} \subset \mathbb{R}^n \setminus \hat{O}_2$. Let $\Psi : \mathbb{R}^n \to [0, 1]$ be any infinitely differentiable function such that $\Psi(x) = 0$ for $x \notin \mathbb{B}$ and $\int \Psi(x)dx = 1$.

Now define $V(x) := \int_{\mathbb{R}^n} V_0(x + \varrho(x)\eta)\Psi(\eta)d\eta$. The local boundedness and radial unboundedness follows from the properties of $V_0$. The smoothness of $V$ on $\mathbb{R}^n$, follows from the results in [14, Section 7.36].

From [14, Lemma 7.37], for every $\phi \in \mathcal{S}_{\hat{H}_{\nu,\delta}}(\mathbb{R}^n)$ and $\eta \in \mathbb{B}$, there exists $\psi_\eta \in \mathcal{S}_{\hat{H}_{\nu,\delta}}(\mathbb{R}^n)$ such that $\text{dom}(\phi) = \text{dom}(\psi)$, $\psi_\eta(0, 0) = \phi(0, 0) + g(\phi(0, 0))\eta$ and $\psi_\eta(t, j) = \phi(t, j)$. 
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\( \phi(t, j) + \varrho(\phi(t, j)) \eta \). Let \( \phi \) be solution of \( \tilde{H}_{\nu, \varrho} \) from \( x \) such that \( \text{graph}(\phi) \cap ([0, t] \times \{0, \ldots, \max\{0, j-1\}\} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times \mathbb{R}^n \setminus \tilde{O}_1 \) for some \( (t, j) \in \text{dom}(\phi) \). It follows from the properties of \( \varrho \), [14, Lemma 7.37] and Proposition 2.8 that
\[
V(\phi(t, j)) = \int_{\mathbb{R}^n} V_0(\phi(t, j) + \varrho(\phi(t, j)) \eta) \Psi(\eta) d\eta = \int_{\mathbb{R}^n} V_0(\psi_\eta(t, j)) \Psi(\eta) d\eta 
\leq \int_{\mathbb{R}^n} V_0(\psi_\eta(0, 0)) \Psi(\eta) d\eta - (t + j)
= \int_{\mathbb{R}^n} V_0(x + \varrho(x) \eta) \Psi(\eta) d\eta - (t + j) = V(x) - (t + j).
\] (2.13)

Then, from [45, Claim 6.3] and (2.13) it follows that for every \( x \in C \cap (\mathbb{R}^n \setminus \mathcal{O}) \) and \( f \in F(x) \) and small \( t \geq 0 \), \( V(x + tf) \leq V(x) - t \). The smoothness of \( V \) implies that for every \( x \in C \cap (\mathbb{R}^n \setminus \mathcal{O}) \) and \( f \in F(x) \) \( \langle \nabla V(x), f \rangle \leq -1 \). Similarly for \( x \in D \cap (\mathbb{R}^n \setminus \mathcal{O}) \), \( \phi(0, 1) = g \) we have \( V(g) \leq V(x) - 1 \) for \( g \in G(x) \).

Finally, we establish the existence of \( \mu > 0 \) such that (2.8) and (2.9) hold. Since \( V \) is smooth, \( \mathcal{O} \) is bounded, and \( F \) is locally bounded, there exists \( \mu_1 > 0 \) such that \( \langle \nabla V(x), f \rangle \leq \mu_1 \) for all \( x \in C \cap \mathcal{O} \) and \( f \in F(x) \). Similarly local boundedness of \( G \) implies the existence of \( \mu_2 > 0 \) such that \( \max_{g \in G(x)} V(g) - V(x) \leq \mu_2 \) for all \( x \in D \cap \mathcal{O} \). Then conditions (2.8) and (2.9) hold with \( \mu = \max\{\mu_1, \mu_2\} \). An illustration of the development of the converse theorem from the robustness results is presented in Figure 2.4.

### 2.8.2 Sufficiency

The proof of sufficiency follows from observing that the existence of a \( V \) satisfying (2.8) and (2.9) satisfies the conditions of Theorem 2.1. However, we will present a proof without appealing to the invariance principle in Theorem 2.1. Since \( V \) is radially unbounded and \( \mathcal{O} \) is bounded, there are no finite escape times for the solutions of \( H \).
We now show that for every compact set $K$, there exists a $T > 0$ such that for every $\phi \in \mathcal{S}_H(K)$, either $t + j < T$ for all $(t,j) \in \text{dom} \phi$ or there exists $(t,j)$ such that $\phi(t,j) \in \mathcal{O}$ and $t+j \leq T$. Let $V^* = \max_{x \in K} V(x)$. We show that the condition holds with $T := 2 + V^*$. Suppose not, then there exists a $\phi \in \mathcal{S}_H(K)$ such that $\text{length}(\text{dom} \phi) > T$ and $\phi(t,j) \not\in \mathcal{O}$ for $t + j \leq T$. Then, it follows from the Lyapunov inequalities that for all $(t,j) \in \text{dom}(\phi)$

$$V(\phi(t,j)) \leq V(\phi(0,0)) - (t+j) \leq V^* - (t+j). \quad (2.14)$$

Then, pick $(t,j) \in \text{dom}(\phi)$ such that $V^* \leq t + j \leq T$. This implies that $V(\phi(t,j)) < 0$ which is a contradiction since $V(x) \geq 0$ for all $x \in \mathbb{R}^n$. This establishes uniform global recurrence of $\mathcal{O}$. A summary of the results on recurrence of open, bounded sets for $(3.1)$ is in Figure 2.5.
2.9 Summary of results for global asymptotic stability

In this section we summarize the existing results on robustness, Lyapunov function based necessary and sufficient conditions and weak sufficient conditions for global asymptotic stability of compact sets. The results presented in this section will be extended to a larger class of stochastic systems in the subsequent chapters. We refer the reader to [14, Chapters 3,7,8], [48] and [46] for more details.

**Definition 2.8** A smooth function \( V : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) is said to be a Lyapunov function relative to a compact set \( A \subset \mathbb{R}^n \) for (2.1) if it is radially unbounded, \( V \in \mathcal{PD}(A) \), and there exists a continuous function \( \varrho \in \mathcal{PD}(A) \) such that

\[
\langle \nabla V(x), f \rangle \leq -\varrho(x), x \in C, f \in F(x)
\]
\[
\max_{g \in G(x)} V(g) \leq V(x) - \varrho(x), x \in D.
\]

**Theorem 2.6** The compact set \( A \subset \mathbb{R}^n \) is globally asymptotically stable for (2.1) if and only if there exists a smooth Lyapunov function relative to \( A \) for (2.1).
We now state the corresponding results on robustness of asymptotic stability and the invariance principle. The following system data

\[ C_\delta := \{ x \in \mathbb{R}^n : (x + \delta(x)B) \cap C \neq \emptyset \} \]  
(2.15a)

\[ D_\delta := \{ x \in \mathbb{R}^n : (x + \delta(x)B) \cap D \neq \emptyset \} \]  
(2.15b)

\[ F_\delta := \text{co}F((x + \delta(x)B) \cap C) + \delta(x)B \]  
(2.15c)

\[ G_\delta := \{ v \in \mathbb{R}^n : v \in g + \delta(g)B, g \in G(x + \delta(x)B) \} \]  
(2.15d)

can be viewed a perturbation of the system data in (2.1).

**Theorem 2.7** Let the compact set \( \mathcal{A} \subset \mathbb{R}^n \) be globally asymptotically stable for (2.1). Then, there exists a continuous function \( \delta \in \mathcal{PD}(\mathcal{A}) \) such that set \( \mathcal{A} \) is globally asymptotically stable for (2.15).

Let \( \mathcal{S}_C^F(x_0) \) refer to solutions of the constrained system \( \dot{x} \in F(x), x \in C \) from initial condition \( x_0 \).

**Definition 2.9** A continuous function \( \hat{V} : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) is a weak-Lyapunov function relative to the compact set \( \mathcal{A} \subset \mathbb{R}^n \) for the system (2.1) if \( \hat{V} \) is radially unbounded, \( \hat{V} \in \mathcal{PD}(\mathcal{A}) \) and satisfies

\[ \hat{V}(\phi(t)) \leq \hat{V}(x_0), \forall x_0 \in C, t \in \text{dom}(\phi), \phi \in \mathcal{S}_C^F(x_0) \]  
(2.16)

\[ \max_{g \in G(x_0)} \hat{V}(g) \leq \hat{V}(x_0), \forall x_0 \in D. \]  
(2.17)

**Theorem 2.8** Let \( \hat{V} \) be a weak-Lyapunov function relative to a compact set \( \mathcal{A} \subset \mathbb{R}^n \) for the system (2.1). Then, \( \mathcal{A} \) is globally asymptotically stable if and only if for every \( c > 0 \) there does not exist a complete solution that remains in the set \( L_{\hat{V}}(c) \).
Chapter 3

Stochastic difference inclusions

3.1 Introduction

Stochastic systems are a class of systems for which randomness can affect the system dynamics. The randomness can be due to external noise or a part of the uncertainty in the description of the system model. Stochastic systems analysis is an important aspect in areas related to biological systems ([49], [50]), estimation theory ([51]), financial systems ([52]) and control systems ([53], [54]).

The main goal of this chapter is to introduce the reader to a class of discrete-time stochastic systems modeled by set-valued mappings. For this class of systems, we study stability properties like recurrence and asymptotic stability in probability. In particular, we establish Lyapunov function based sufficient conditions, weak sufficient conditions using the invariance principle and Matrosov functions, robust stability conditions and converse Lyapunov theorems. The results in this chapter are established in [55], [42] and [56].

We now present a brief discussion of the literature on set-valued stochastic systems. The notion of set-valued transition probabilities (Markov transition correspondence) is
introduced in [57] and the problem of existence of invariant measures is studied. In [58] further extensions of the results in [57] related to Markov transition correspondence are established. In [59] and [60] a class of stochastic differential equations modeled by set-valued mappings are analyzed and its application in stochastic optimal control problems is studied. In this chapter, we illustrate the importance of studying set-valued stochastic systems in the context of developing analysis tools related to stability theory.

3.2 Preliminaries on difference inclusions with random inputs

The mathematical framework used in this chapter is from [61] and [42]. We consider a set-valued mapping \( G : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \) and a discrete-time stochastic system with state \( x \in \mathbb{R}^n \) and a random input \( v \in \mathbb{R}^m \) written formally as

\[
x^+ \in G(x, v) .
\] (3.1)

The following regularity conditions will be assumed throughout the chapter.

**Standing Assumption 3.1** The set-valued mapping \( G \) in (3.1) satisfies the following properties:

1. For each \( v \in \mathbb{R}^m \) the mapping \( x \mapsto G(x, v) \) is outer semicontinuous.

2. The mapping \( G \) is locally bounded.

3. The mapping \( v \mapsto \text{graph}(G(\cdot, v)) := \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^n : y \in G(x, v)\} \) is measurable.

The regularity conditions in Standing Assumption 3.1 will be used to guarantee robustness of stochastic stability notions and to generate solutions to (3.1) which are ran-
dom processes. In particular, conditions 1-2 are motivated by existing results for deterministic discrete-time systems to guarantee robustness of the stability property and condition 3 is used to guarantee the existence of maximal pre-random solutions to (3.1) described below. A consequence of conditions 1-2 is that $G(x,v)$ is compact (though possibly empty) for every $(x,v) \in \mathbb{R}^n \times \mathbb{R}^m$. Condition 3 implies that the mapping $v \mapsto G(x,v)$ is measurable.

### 3.2.1 Solution concept

Let $S_{c,m}(x)$ denote the set of maximal pre-random solutions to (3.1) starting at $x$ that are causal, measurable functions of the inputs. That is, $\phi \in S_{c,m}(x)$ if $\phi$ comprises a sequence of measurable functions $\phi_i : \text{dom } \phi_i \subset (\mathbb{R}^m)^i \to \mathbb{R}^n$, $i \in \mathbb{Z}_{\geq 0}$, with $\phi_0 = x$ such that $\phi_{i+1}(v_0, ..., v_i) \in G(\phi_i(v_0, ..., v_{i-1}), v_i)$ for all $i \in \mathbb{Z}_{\geq 0}$ and all $(v_0, ..., v_i) \in \text{dom } \phi_{i+1}$ with the property that $\text{dom } \phi_{i+1} = \{(v_0, ..., v_{i-1}, v_i) \in \text{dom } \phi_i \times \mathbb{R}^m : G(\phi_i(v_0, ..., v_{i-1}), v_i) \neq \emptyset\}$. Under Standing Assumption 3.1 it is established in [61, Lemma 3] that $S_{c,m}(x)$ is non-empty for each $x \in \mathbb{R}^n$.

A probability structure is now added to define random solutions to (3.1). Let $(\Omega, F, \mathbb{P})$ be a probability space. For $i \in \mathbb{Z}_{\geq 0}$, let $v_i : \Omega \to \mathbb{R}^m$ be a sequence of independent, identically distributed (i.i.d.) random variables. Hence $v_i^{-1}(F) := \{\omega \in \Omega : v_i(\omega) \in F\} \in F$ for each $F \in \mathcal{B}(\mathbb{R}^m)$. We denote by $F_i$ the natural filtration of $F$ with respect to the random variables $\{v_i\}_{i=0}^\infty$, where $F_i := \sigma\{v_j^{-1}(A) | j \in \mathbb{Z}_{\geq 1}, j \leq i, A \in F\}$. Hence, the natural filtration is the smallest $\sigma$-algebra on $(\Omega, F)$ that contains the pre-images of $\mathcal{B}(\mathbb{R}^m)$-measurable subsets on $\mathbb{R}^m$ for times up to $i$. It follows from the i.i.d. property that each random variable has the same probability measure $\mu : \mathcal{B}(\mathbb{R}^m) \to [0,1]$ defined
as \( \mu(F) := \mathbb{P}\{\omega \in \Omega : v_i(\omega) \in F\} \) and for almost all \( \omega \in \Omega \),

\[
\mathbb{E}\left[f(v_0, ..., v_i, v_{i+1}) | \mathcal{F}_i\right](\omega) = \int_{\mathbb{R}^m} f(v_0(\omega), ..., v_i(\omega), v) \mu(dv)
\]

for each \( i \in \mathbb{Z}_{\geq 0} \) and each measurable \( f : (\mathbb{R}^m)^{i+2} \to \mathbb{R} \).

As in [61, 42] a random process \( x \) from \( x \in \mathbb{R}^n \) is a sequence of random variables \( x_i : \text{dom } x_i \subset \Omega \to \mathbb{R}^n, i \in \mathbb{Z}_{\geq 0}, \) with \( x_0 = x \) for all \( \omega \in \Omega \) and \( \text{dom } x_{i+1} \subset \text{dom } x_i \). A random process \( x \) is adapted to the natural filtration of \( v \) if \( x_{i+1} \) is \( \mathcal{F}_i \)-measurable for each \( i \in \mathbb{Z}_{\geq 0} \). That is, \( x_{i+1}^{-1}(F) \subset \mathcal{F}_i \) for each \( F \in \mathcal{B}(\mathbb{R}^n) \). A random process \( x \) from \( x \in \mathbb{R}^n \), that is adapted to the natural filtration of \( v \) together with a random variable \( J_x : \Omega \to \mathbb{Z}_{\geq 0} \cup \{\infty\} \) (which denotes the number of elements in the sequence \( x \)), is a random solution of (3.1) if \( x_{i+1}(\omega) \in G(x_i(\omega), v_i(\omega)) \) for all \( \omega \in \text{dom } x_{i+1} := \{\omega \in \Omega : i + 1 < J_x(\omega)\} \) and \( i \in \mathbb{Z}_{\geq 0} \). A random solution \((x, J_x)\) from \( x \in \mathbb{R}^n \) is said to be maximal if it cannot be extended, i.e., there does not exist another random solution \((y, J_y)\) from \( x \) such that \( \text{dom } x_i \subset \text{dom } y_i \) for all \( i \in \mathbb{Z}_{\geq 0}, y_i(\omega) = x_i(\omega) \) for all \( \omega \in \text{dom } x_i \) and all \( i \in \mathbb{Z}_{\geq 0}, \) and \( \text{dom } x_i \neq \text{dom } y_i \) for some \( i \in \mathbb{Z}_{\geq 0} \). We use \( \mathcal{S}_r(x) \) to denote the set of maximal random solutions of (3.1) from \( x \in \mathbb{R}^n \) and write \( x \in \mathcal{S}_r(x) \), suppressing the associated random variable \( J_x \).

In essence, the random solution \( x \) satisfies a measurability and causality condition. The measurability property is required to discuss the behavior of random solutions in terms of the associated probabilities. The causality property imposes a condition on how the random solution \( x \) can depend on the i.i.d random variables \( \{v_i\}_{i=0}^{\infty} \). The causality condition plays a crucial role in stability analysis and will be discussed later in detail.

It follows from [42 Prop. 1] that, there exists \( x \in \mathcal{S}_r(x) \) if and only if there exits
\( \phi \in S_{c,m}(x) \) such that, for each \( i \in \mathbb{Z}_{\geq 0} \),

\[
\begin{align*}
\text{dom } x_i &= \{ \omega \in \Omega : (v_0(\omega), \ldots, v_{i-1}(\omega)) \in \text{dom } \phi_i \} \\
x_i(\omega) &= \phi_i(v_0(\omega), \ldots, v_{i-1}(\omega)) \quad \forall \omega \in \text{dom } x_i.
\end{align*}
\] \hspace{1cm} (3.2)

For \( x \in S_r(x) \) we use the convention that \( I_{R^n \backslash \mathcal{O}}(x_i(\omega)) = 0 \) for \( \omega \notin \text{dom } x_i \) and we define

\[
\text{graph}(x(\omega)) := \bigcup_{i \in \mathbb{Z}_{\geq 0}} (\{i\} \times x_i(\omega)).
\]

### 3.3 Recurrence and asymptotic stability in probability

As noted in [17], there are many different notions of stability that are studied for stochastic systems. The primary reason for such a variety of stability notions is due to the different convergence criteria that are available for a sequence of random variables. In particular, stability notions can be defined in a mean square sense, in an almost sure sense, in the probability sense and in distribution. In this dissertation, we restrict our focus to stochastic stability notions like asymptotic stability in probability and recurrence. We refer the reader to the Appendix for detailed definitions of the various stability properties studied in the literature.

**Definition 3.1** An open, bounded set \( \mathcal{O} \subset \mathbb{R}^n \) is said to be globally recurrent for (3.1) if for every \( x \in \mathbb{R}^n \) and \( x \in S_r(x) \),

\[
\mathbb{E} \left[ \prod_{i \in \mathbb{Z}_{\geq 1}} I_{\mathbb{R}^n \backslash \mathcal{O}}(x_i) \right] = 0.
\]
An equivalent characterization of recurrence is the condition that, for each \( x \in \mathbb{R}^n \) and each \( x \in S_r(x) \),

\[
\lim_{k \to \infty} \mathbb{P} \left( (\text{graph}(x) \subset (\mathbb{Z}_{<k} \times \mathbb{R}^n)) \lor (\text{graph}(x) \cap (\mathbb{Z}_{\leq k} \times \mathcal{O})) \neq \emptyset \right) = 1 \quad (3.3)
\]

where \( \lor \) denotes the logical “or” operation. Loosely speaking, the recurrence condition requires that for every random solution, the sample paths of the random solution either stop or hit the set \( \mathcal{O} \). For stochastic systems convergence of solutions to compact sets with probability one is a strong requirement and in the absence of such convergence properties it is useful to consider the weaker notion of recurrence.

**Example 3.1** Consider the dynamical system \( x^+ = vx \), where \( v \in \{0, 1\} \) with \( \mu(\{0\}) = \mu(\{1\}) = 0.5 \). For this system, we claim that for any \( \varepsilon > 0 \), the open set \( \mathcal{O} = (-\varepsilon, \varepsilon) \) is globally recurrent. Let the initial condition \( x \in \mathbb{R}^n \). It can be observed that any infinite sequence \( \{v_i(\omega)\}_{i=0}^{\infty} \), the input 0 appears at least once in an almost sure sense. Hence, for almost every \( \omega \in \Omega \), there exists \( k \in \mathbb{Z}_{\geq 0} \) such that \( x_{k+1}(\omega) = 0 \). This establishes global recurrence of the set \( \mathcal{O} = (-\varepsilon, \varepsilon) \).

**Definition 3.2** An open, bounded set \( \mathcal{O} \subset \mathbb{R}^n \) is said to be uniformly globally recurrent for (3.1) if for every compact set \( K \subset \mathbb{R}^n \) and \( \rho > 0 \) there exists \( J \in \mathbb{Z}_{\geq 1} \) such that

\[
\mathbb{E} \left[ \prod_{i=1}^{J} \mathbb{1}_{\mathbb{R}^n \setminus \mathcal{O}}(x_i) \right] \leq \rho \text{ for every } x \in S_r(K).
\]

Next, we define the notion of global asymptotic stability in probability. This property is a straightforward extension of the classical global asymptotic stability definition of compact sets for deterministic systems studied in [7].

**Definition 3.3** A compact set \( \mathcal{A} \subset \mathbb{R}^n \) is globally asymptotically stable in probability for (3.1) if

42
1. For every $\varepsilon > 0$ and $\rho > 0$ there exists a $\delta > 0$ such that for all $x \in S_r(A + \delta B)$,

$$P(\text{graph}(x) \subset (Z_{\geq 0} \times (A + \varepsilon B^o))) \geq 1 - \rho.$$  

2. For every $x \in S_r(\mathbb{R}^n)$, $\lim_{i \to \infty} |x_i(\omega)|_{\mathcal{A}} = 0$ for almost every $\omega \in \Omega$.

**Definition 3.4** A compact set $A \subset \mathbb{R}^n$ is uniformly globally asymptotically stable in probability for (3.1) if

1. For every $\varepsilon > 0$ and $\rho > 0$ there exists a $\delta > 0$ such that for all $x \in S_r(A + \delta B)$,

$$P(\text{graph}(x) \subset (Z_{\geq 0} \times (A + \varepsilon B^o))) \geq 1 - \rho.$$  

2. For every $\delta > 0$ and $\rho > 0$ there exists a $\varepsilon > 0$ such that for all $x \in S_r(A + \delta B)$,

$$P(\text{graph}(x) \subset (Z_{\geq 0} \times (A + \varepsilon B^o))) \geq 1 - \rho.$$  

3. For every $\Delta > 0$, $\delta > 0$ and $\rho > 0$, there exists $J \in Z_{\geq 0}$ such that for every $x \in S_r(A + \Delta B)$,

$$P(\text{graph}(x) \cap (Z_{\geq J} \times \mathbb{R}^n) \subset (Z_{\geq 0} \times (A + \delta B))) \geq 1 - \rho.$$  

The equivalence between global recurrence and uniform global recurrence, global asymptotic stability in probability and uniform global asymptotic stability in probability will be established in the following sections and the proof relies primarily on the conditions in Standing Assumption 3.1.
3.3.1 The role of causality in stability analysis

We now explain in detail the importance of the causality condition in the definition of a random solution $x$ with respect to stability analysis. We illustrate the role of causality through the following example.

**Example 3.2** Consider the stochastic difference inclusion with state $x = [x_1 \ x_2]$ satisfying

$$x_1^+ \in \{-0.6, 0.6\}$$
$$x_2^+ = (x_1 + v)x_2$$

where, $v \in \{-0.6, 0.6\}$ with $\mu(\{0.6\}) = \mu(\{-0.6\}) = 0.5$. For this system, we analyze the behavior of the state $x_2$. It can be easily observed that for any causal selection of the $x_1$ random solution, the solution $x_2$ converges to the origin almost surely. This can also be verified using a Lyapunov function approach that will be discussed later in the chapter. However, consider the non-causal selection $x_{1,k}(\omega) = v_k(\omega)$. For this selection, the solution $x_2$ satisfies $|x_{2,k+1}(\omega)| = 1.2|x_{2,k}(\omega)|$ and consequently $x_2$ diverges away from the origin almost surely.

The above example illustrates that non-causal selections can be adversarial in nature and hence can lead to unstable behavior. Set-valued mappings can generate solutions that are non-causal and hence for the purpose of stability analysis it is important to impose a causality assumption in the solution definition. The one-step Lyapunov function based conditions for certifying stability properties discussed later in this chapter can only be used to analyze the behavior of causal solutions and in general cannot account for the behavior of non-causal solutions.
3.4 Stability in terms of probability functions

In Chapter 2, the notion of worst first hitting times of solutions to open sets is used to aid the development of converse Lyapunov theorems for a class of non-stochastic hybrid systems. In this section, we review analysis tools that are more suitable for the study of stochastic systems. In particular, we focus on viability and reachability probabilities introduced in [61].

3.4.1 Weak Viability

For any random solution \( x \in S_r(x) \) the condition

\[
\left( \text{graph}(x) \cap (Z_{\geq J} \times \mathbb{R}^n) \neq \emptyset \right) \land \left( \text{graph}(x) \cap (Z_{\leq J} \times \mathbb{R}^n) \subset (Z_{\geq 0} \times S) \right)
\]

where \( \land \) denotes the logical “and” operation asks that for \( i \in \{0, \ldots, J\} \), \( x_i \) is not empty and is contained in the set \( S \). This condition is the complement of the condition used to characterize recurrence in (3.3) when \( S = \mathbb{R}^n \setminus \mathcal{O} \) and \( J \to \infty \). The following integrals that are independent of the solution \( x \) are used to bound the largest probability of this condition. The weak viability probabilities for a closed set \( S \subset \mathbb{R}^n \) and \( (i, x) \in Z_{\geq 0} \times \mathbb{R}^n \) are defined as

\[
m_{\subset S}(0, x) := 1
m_{\subset S}(i + 1, x) := \int_{\mathbb{R}^n} \max_{g \in G(x, v)} \mathbb{I}_S(g) m_{\subset S}(i, g) \mu(dv). \quad (3.4)
\]

The following result from [42] Prop. 4 establishes that the function \( m_{\subset S}(k, x) \) is related to the largest probability of solutions staying in the set \( S \) for \( k \) steps.

**Proposition 3.1** Let \( S \subset \mathbb{R}^n \) be closed. For each \( x \in \mathbb{R}^n \) and \( k \in Z_{\geq 1} \) there exists
\( x \in S_r(x) \) such that

\[
m_{<S}(k, x) = \mathbb{E} \left( \prod_{i=1}^{k} I_S(x_i) \right) = \sup_{z \in S_r(x)} \mathbb{E} \left( \prod_{i=1}^{k} I_S(z_i) \right).
\]

The weak viability probabilities \( m_{<S}(k, x) \) provide an upper bound over all random solutions from \( x \) for the probability of staying in the set \( S \) for \( k \) time steps. According to [61, Lemma 3] the mapping \( x \mapsto m_{<S}(i, x) \in [0, 1] \) is well defined, upper semicontinuous, and \( m_{<S}(i+1, x) \leq m_{<S}(i, x) \) for each \( (i, x) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}^n \). The monotonicity and boundedness implies that \( \hat{m}_{<S}(x) := \lim_{i \to \infty} m_{<S}(i, x) \) is well defined for each \( x \in \mathbb{R}^n \). For closed sets \( S_1, S_2 \) such that \( S_1 \subset S_2 \) we have \( m_{<S_1}(i, x) \leq m_{<S_2}(i, x) \) for all \( (i, x) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}^n \).

The next result follows from [42, Prop. 5] and provides an equivalent characterization for the recurrence property.

**Proposition 3.2** Let \( \mathcal{O} \subset \mathbb{R}^n \) be an open, bounded set. The following statements are then equivalent.

1. \( \mathcal{O} \) is globally recurrent for (3.1).
2. \( \mathcal{O} \) is uniformly globally recurrent for (3.1).
3. For each compact set \( K \subset \mathbb{R}^n \) and \( \rho > 0 \) there exists \( \ell \in \mathbb{Z}_{\geq 0} \) such that \( m_{<\mathbb{R}^n \setminus \mathcal{O}}(\ell, x) \leq \rho \) for all \( x \in K \).
4. For each \( x \in \mathbb{R}^n \), \( \hat{m}_{<\mathbb{R}^n \setminus \mathcal{O}}(x) = 0 \).
5. There exists \( \gamma \in [0, 1) \) such that, for each \( x \in \mathbb{R}^n \), \( \hat{m}_{<\mathbb{R}^n \setminus \mathcal{O}}(x) \leq \gamma \).

### 3.4.2 Weak Reachability

For any random solution \( x \in S_r(x) \) the condition \( \text{graph}(x) \cap (\mathbb{Z}_{\leq J} \times S) \neq \emptyset \) asks that \( x \) reaches the set \( S \) within \( J \) time steps. The following integrals that are independent
of the solution $x$ are used to bound the largest probability of this condition. The weak reachability probabilities for a closed set $S \subset \mathbb{R}^n$ and $(i, x) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}^n$ are defined as

$$m \cap S(0, x) := 0$$
$$m \cap S(i + 1, x) := \int_{\mathbb{R}^n} \max_{g \in G(x, v)} \max \{I_S(g), m \cap S(i, g)\} \mu(dv).$$

(3.5)

The following result is from [42, Prop. 6] and establishes that the function $m \cap S(k, x)$ is related to the largest probability of solutions reaching the set $S$ within $k$ steps.

**Proposition 3.3** Let $S \subset \mathbb{R}^n$ be closed. For each $x \in \mathbb{R}^n$ and $k \in \mathbb{Z}_{\geq 1}$ there exists $x \in S_r(x)$ such that

$$m \cap S(k, x) = \mathbb{E} \left[ \max_{i \in \{1, \ldots, k\}} I_S(x_i) \right] = \sup_{z \in S_r(x)} \mathbb{E} \left[ \max_{i \in \{1, \ldots, k\}} I_S(z_i) \right].$$

The reachability probabilities $m \cap S(k, x)$ provide an upper bound over all random process solutions from $x$ for the probability of reaching the set $S$ within $k$ time steps. Due to [61, Lemma 2], the functions $x \mapsto m \cap S(i, x) \in [0, 1]$ are well defined, upper semicontinuous, and $m \cap S(i, x) \leq m \cap S(i + 1, x)$ for each $(i, x) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}^n$. Hence $\lim_{i \to \infty} m \cap S(i, x)$ is well defined for each $x \in \mathbb{R}^n$. For closed sets $S_1, S_2$ such that $S_1 \subset S_2$ we have $m \cap S_1(i, x) \leq m \cap S_2(i, x)$ for all $(i, x) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}^n$.

The next result follows from [42, Prop. 5, 7, 8] and provides an equivalent characterization for the asymptotic stability in probability property.

**Proposition 3.4** Let $\mathcal{A} \subset \mathbb{R}^n$ be a compact set. The following statements are then equivalent.

1. $\mathcal{A}$ is globally asymptotically stable in probability for (3.1).
2. $A$ is uniformly globally asymptotically stable in probability for (3.1).

3. The following conditions hold:
   
   - For every $\varepsilon > 0$, $\rho > 0$, there exists $\delta > 0$ such that $\lim_{i \to \infty} m_{n\mathbb{R}^n \setminus (A + \varepsilon \mathbb{B})}(i, x) \leq \rho$ for $x \in A + \delta \mathbb{B}$.
   
   - For each $\varepsilon > 0$ and $x \in \mathbb{R}^n$, $\hat{m}_{\mathbb{R}^n \setminus (A + \varepsilon \mathbb{B})}(x) = 0$.

### 3.4.3 Preliminary bounds on viability and reachability probabilities

In this section we present some preliminary bounds related to viability and reachability probabilities that will be used to establish the main results of this chapter. The proof of the bounds are established for a larger of class of stochastic hybrid systems in a subsequent chapter and hence we only state the results in this section. The following result relates the viability and reachability probabilities.

**Lemma 3.1** Let $S \subset \mathbb{R}^n$ be closed and suppose $S = S_1 \cup S_2$ where $S_1$ and $S_2$ are closed. Then, for every $(i, x) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}^n$, $m_{\subset S}(i, x) \leq m_{\subset S_1}(i, x) + m_{\cap S_2}(i, x)$.

The next result relates the weak viability probabilities of two systems where there is an appropriate containment between them. We use subscripts "a" and "b" for probabilities associated with $x^+ \in G_a(x, v)$ and $x^+ \in G_b(x, v)$ respectively.

**Lemma 3.2** Let $S \subset \mathbb{R}^n$ be a closed set and suppose there exists $F \in \mathbb{B}(\mathbb{R}^m)$ with $\mu(F) = 0$ such that $G_a(x, v) = G_b(x, v)$ for $(x, v) \in S \times (\mathbb{R}^m \setminus F)$. Then $m_{a, \subset S}(i, x) = m_{b, \subset S}(i, x)$ for all $(i, x) \in \mathbb{Z}_{\geq 0} \times S$.

The following result will be used to upper bound the viability probabilities and it can be viewed as semi-group type property for discrete-time stochastic systems.
Lemma 3.3 For closed sets $S_0, S_1 \subset \mathbb{R}^n$ satisfying $S_1 \subseteq S_0$ and $(k, j, x) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0} \times \mathbb{R}^n$,

$$m_{\subset S_0}(k + j, x) \leq m_{\subset S_1}(k, x) + \sup_{\xi \in \mathbb{R}^n \setminus S_1} m_{\subset S_0}(j, \xi). \quad (3.6)$$

3.5 Global recurrence

In this section, we develop analysis tools related to global recurrence of open, bounded sets for (3.1). In particular, we present a Lyapunov function based characterization for recurrence, establish robustness of the recurrence property, and state relaxed conditions for certifying the recurrence property which rely on Lyapunov-like functions satisfying only a non-increasing on average property.

3.5.1 Sufficient conditions for global recurrence

Lyapunov-like criteria for certifying recurrence in both continuous and discrete-time stochastic systems are in [62], [63] and [22]. In this section, we establish sufficient conditions using Lyapunov functions for a class of discrete-time systems modeled by set-valued mappings.

Definition 3.5 An upper semicontinuous function $V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ is said to be a sufficient recurrence-Lyapunov function\(^1\) relative to $\mathcal{O}$ for (3.1) if it is radially unbounded and there exists a continuous function $\varphi : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ such that for all $x \in \mathbb{R}^n \setminus \mathcal{O}$,

$$\int_{\mathbb{R}^m} \max_{g \in G(x, v)} V(g) \mu(dv) \leq V(x) - \varphi(x). \quad (3.7)$$

\(^1\)If $\phi$ is upper semicontinuous and $G(x, v) \neq \emptyset$, then there exists $g^* \in G(x, v)$ such that $\sup_{g \in G(x, v)} \phi(g) = \phi(g^*)$. Hence, we use $\max_{g \in G(x, v)} V(g)$ for $\sup_{g \in G(x, v)} V(g)$. We also use $\max_{g \in G(x, v)} \phi(g) = 0$ when $G(x, v) = \emptyset$ and $\phi : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$. 
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Theorem 3.1 Let $\mathcal{O} \subset \mathbb{R}^n$ be an open bounded set. If there exists a sufficient recurrence-Lyapunov function relative to $\mathcal{O}$ for (3.1) then the set $\mathcal{O}$ is globally recurrent for (3.1).

In essence, the sufficient recurrence-Lyapunov function $V$ decreases strictly on average along solutions outside the set $\mathcal{O}$. We observe that for initial conditions from the set $\mathcal{O}$ the function $V$ need not satisfy any decrease properties. This can be attributed to the fact that recurrent sets are not necessarily invariant in a probabilistic sense and when the solutions hit the set $\mathcal{O}$, the solutions can leave the set causing an increase in $V$ on average. We now define a stronger form of the sufficient recurrence-Lyapunov function in (3.7) and it characterizes the behavior of the Lyapunov function along solutions from the set $\mathcal{O}$.

Definition 3.6 An upper semicontinuous function $V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ is said to be a Lyapunov function relative to $\mathcal{O}$ for (3.1) if it is radially unbounded and there exists a continuous function $\varrho : \mathbb{R}^n \to \mathbb{R}_{>0}$ such that for all $x \in \mathbb{R}^n$,

$$\int_{\mathbb{R}^m, g \in G(x,v)} \max_{g \in G(x,v)} V(g) \mu(dv) \leq V(x) - \varrho(x) + I_{\mathcal{O}}(x).$$

The decrease condition in (3.8) is stronger than (3.7) as it uniformly bounds the expected valued of the Lyapunov function for solutions starting from $\mathcal{O}$. Hence, it follows that a Lyapunov function relative to $\mathcal{O}$ for (3.1) is also a sufficient recurrence-Lyapunov function relative to $\mathcal{O}$ for (3.1). However, the following example shows that the converse is not necessarily true.

Example 3.3 We consider the system $x^+ = g(x)v$ where $v \sim \text{Cauchy}(0,1)$, $g : \mathbb{R} \to [0,1]$
is continuous and satisfies

\[
g(x) = \begin{cases} 
0 & \text{for } |x| \geq 2 \\
1 & \text{for } |x| \leq 1.
\end{cases}
\]

Let \( \mathcal{O} = (-2, 2) \), \( f(v) = \frac{1}{\pi(1+v^2)} \) and \( V(x) = |x| \). Then for \( |x| \geq 2 \) we have

\[
\int_{\mathbb{R}} V(g) \mu(dv) = \int_{-\infty}^{\infty} V(g) f(v) dv = 0 = V(x) - |x|.
\]

This bound implies that \( V \) is a sufficient recurrence-Lyapunov function relative to \( \mathcal{O} \). Now for \( |x| \leq 1 \),

\[
\int_{-\infty}^{\infty} V(g) f(v) dv = \int_{-\infty}^{\infty} |v| f(v) dv = \int_{1}^{\infty} \frac{1}{\pi u} du.
\]

Then it follows that the expected value is not bounded for some solutions starting from \( \mathcal{O} \). Hence \( V \) is not a Lyapunov function relative to \( \mathcal{O} \) for this system.

The following result provides a more explicit relation between the two Lyapunov functions.

**Proposition 3.5** Let \( \mathcal{O} \subset \mathbb{R}^n \) be an open, bounded set. If \( V \) is a sufficient recurrence-Lyapunov function relative to \( \mathcal{O} \) for (3.1), then there exists a concave, \( \mathcal{K}_\infty \) function \( \kappa \) such that \( \kappa(V) \) is a Lyapunov function relative to \( \mathcal{O} \) for (3.1).

### 3.5.2 Robust global recurrence

In this section we establish robustness of recurrence property to various state dependent perturbations similar to Chapter 2. Robustness of global recurrence is a key property that will be used in developing a converse Lyapunov theorem. The proofs of
the results in this section are presented in the appendix.

Similar to the results regarding robustness of recurrence for non-stochastic hybrid systems in Chapter 2, we consider robustness to three different types of perturbations. We establish that recurrence of a set implies the existence of a smaller recurrent set, slowing down quantities related to the average value of the worst first hitting times to the set $\mathcal{O}$ can still preserve recurrence and recurrence is robust to sufficiently small perturbations in the system data.

We begin by asserting that if $\mathcal{O}$ is globally recurrent for (3.1) then there exists a subset of $\mathcal{O}$ that also preserves the same property.

**Theorem 3.2** If an open bounded set $\mathcal{O} \subset \mathbb{R}^n$ is globally recurrent for (3.1) then there exists an open bounded set $\hat{\mathcal{O}}$ and $\varepsilon > 0$ such that $\hat{\mathcal{O}} + \varepsilon \mathbb{B} \subset \mathcal{O}$ and $\hat{\mathcal{O}}$ is globally recurrent for (3.1).

In order to construct a smooth Lyapunov function for (3.1) that satisfies (3.8) we initially build a Lyapunov function from solutions to a system that is an inflation of (3.1). The first inflation that we consider is

$$x^+ \in G_\nu(x, v) := G(x, v) \cup M_\nu(x)$$

(3.9)

where $M_\nu(x) = \{x_0\} + \nu(|x - x_0|) \mathbb{B}$, where $\nu \in \mathcal{K}_\infty$ and $x_0 \in \hat{\mathcal{O}}$. This inflation will be used to guarantee radial unboundedness of the constructed Lyapunov function and it slows down the recurrence property. The next result follows from [42, Prop. 2].

**Proposition 3.6** For each $\nu \in \mathcal{K}_\infty$, the set-valued mapping $G_\nu$ defined in (3.9) satisfies the conditions of Standing Assumption 3.1.

If the open, bounded set $\hat{\mathcal{O}}$ is globally recurrent for (3.1), we would like to assert that $\hat{\mathcal{O}}$ will be globally recurrent for (3.9) by picking $\nu$ small enough. The next result
establishes that it is possible to find such a function \( \nu \) in order to slow down the recurrence property.

**Theorem 3.3** If the open, bounded set \( \hat{O} \subset \mathbb{R}^n \) is globally recurrent for (3.1) then there exists \( \nu \in \mathcal{K}_\infty \) such that \( \hat{O} \) is globally recurrent for (3.9).

The second inflation relative to (3.9) is used to guarantee smoothness of the constructed Lyapunov function in the converse Lyapunov theorem and has the form

\[
x^+ \in G_{\rho,\nu}(x, v) := \{ w \in \mathbb{R}^n : w \in g + \rho(g)B, g \in G_{\nu}(x + \rho(x)B, v) \}
\]

where \( \rho : \mathbb{R}^n \to \mathbb{R}_{>0} \) is continuous.

**Proposition 3.7** For each \( \nu \in \mathcal{K}_\infty \) and each continuous function \( \rho : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \), the set-valued mapping \( G_{\rho,\nu} \) defined in (3.10) satisfies the conditions of Standing Assumption 3.1.

The previous result follows from [42, Prop. 3] and the next result states that global recurrence is robust to sufficiently small state dependent perturbations.

**Theorem 3.4** If the open bounded set \( \hat{O} \subset \mathbb{R}^n \) is globally recurrent for (3.9) then there exists \( \rho : \mathbb{R}^n \to \mathbb{R}_{>0} \) continuous such that \( \hat{O} \) is globally recurrent for (3.10).

### 3.5.3 Necessary condition for global recurrence

Converse Lyapunov theorems for stochastic systems appear in [20, 64, 65] and [22]. In this section, we establish a converse Lyapunov theorem for the recurrence property for a class of stochastic difference inclusions in (3.1). One of the fundamental ways in which the main result in this section differs from other converse theorems in the literature is
that we establish the existence of a smooth Lyapunov function as a necessary condition for recurrence.

**Theorem 3.5** The open bounded set $\mathcal{O} \subset \mathbb{R}^n$ is strongly globally recurrent for (3.1) if and only if there exists a smooth Lyapunov function relative to $\mathcal{O}$ for (3.1).

We now prove the above theorem. All probabilities in this proof are generated from (3.10) with $\widehat{\mathcal{O}} \subset \mathcal{O}$, $x_0 \in \widehat{\mathcal{O}}$, $\nu \in \mathcal{K}_\infty$ and $\rho : \mathbb{R}^n \to \mathbb{R}_{>0}$ continuous chosen according to Theorems 3.2, 3.3 and 3.4 so that the open, bounded set $\widehat{\mathcal{O}} \subset \mathbb{R}^n$ is globally recurrent for (3.10).

Let $\tau \in \mathcal{K}_\infty$. Then, for all $x \in \mathbb{R}^n$ define

$$W(x) := \sum_{i=1}^{\infty} \tau(i) M_{\widehat{\mathcal{O}}}(i,x) I_{\mathbb{R}^n \setminus \widehat{\mathcal{O}}}(x).$$

where for all $(i,x) \in \mathbb{Z}_{\geq 1} \times \mathbb{R}^n$,

$$M_{\widehat{\mathcal{O}}}(i,x) := \left(m_{\mathbb{C} \setminus \widehat{\mathcal{O}}} (i-1,x) - m_{\mathbb{C} \setminus \widehat{\mathcal{O}}} (i,x) \right).$$

**Proposition 3.8** There exists $\tau \in \mathcal{K}_\infty$ such that $\widehat{W}(x) := \sum_{i=1}^{\infty} \tau(i) M_{\widehat{\mathcal{O}}}(i,x)$ is well defined, locally bounded and upper semicontinuous.

**Proof:** Let $K \subset \mathbb{R}^n$ be a compact set. Since the set $\widehat{\mathcal{O}}$ is uniformly globally recurrent for (3.10) we can uniformly bound $m_{\mathbb{C} \setminus \widehat{\mathcal{O}}} (i,x)$ for all $(i,x) \in \mathbb{Z}_{\geq 0} \times K$ by a function $\sigma_K \in \mathcal{L}$ such that $m_{\mathbb{C} \setminus \widehat{\mathcal{O}}} (i,x) \leq \sigma_K(i)$ for all $i \in \mathbb{Z}_{\geq 0}$. It follows from global recurrence of $\widehat{\mathcal{O}}$ and (3.12) that for all $(j,x) \in \mathbb{Z}_{\geq 0} \times K$

$$\sum_{i=j+1}^{\infty} M_{\widehat{\mathcal{O}}}(i,x) = \sum_{i=j+1}^{\infty} \left(m_{\mathbb{C} \setminus \widehat{\mathcal{O}}} (i-1,x) - m_{\mathbb{C} \setminus \widehat{\mathcal{O}}} (i,x) \right)$$

$$= m_{\mathbb{C} \setminus \widehat{\mathcal{O}}} (j,x) \leq \sigma_K(j).$$
Without loss of generality we can assume that \( \sigma_{2^n}^j(j) \leq \sigma_{2^{i+1}}^j(j) \) \( \forall (i,j) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0} \).

Let \( \ell : \mathbb{Z}_{\geq 0} \to \mathbb{Z}_{\geq 0} \) be a strictly increasing unbounded mapping satisfying \( \ell(0) = 0 \) and \( \sigma_{2^n}^j(\ell(i)) \leq 2^{-i} \) for all \( i \in \mathbb{Z}_{\geq 1} \). Let \( \tilde{\ell} \in \mathcal{K}_{\infty} \) satisfy \( \tilde{\ell}(i) = \ell(i) \) for each \( i \in \mathbb{Z}_{\geq 0} \). Define \( \tau(s) := \tilde{\ell}^{-1}(s) \) for all \( s \geq 0 \). Given \( x \in \mathbb{R}^n \), let \( k \in \mathbb{Z}_{\geq 1} \) be such that \( x \in 2^{k-1}\mathbb{B} \). Then

\[
\sum_{i=1}^{\infty} \tau(i)M_\partial(i,x) = \sum_{j=1}^{\infty} \left( \sum_{i=\ell(j-1)+1}^{\ell(j)} \tau(i)M_\partial(i,x) \right)
\leq \sum_{j=1}^{\infty} \left( \sum_{i=\ell(j-1)+1}^{\ell(j)} jM_\partial(i,x) \right)
\leq \sum_{j=1}^{\infty} j \left( \sum_{i=\ell(j-1)+1}^{\infty} M_\partial(i,x) \right) \leq \sum_{j=1}^{\infty} j \sigma_{2^{k-1}\mathbb{B}}(\ell(j-1))
\leq \sum_{j=1}^{k-1} j \sigma_{2^{k-1}\mathbb{B}}(\ell(j-1)) + \sum_{j=k}^{\infty} j \sigma_{2^{j-1}\mathbb{B}}(\ell(j-1))
\leq \frac{k(k-1)}{2} \sigma_{2^{k-1}\mathbb{B}}(0) + \sum_{j=k}^{\infty} j 2^{-(j-1)}.
\]

Since \( \sum_{j=1}^{\infty} j 2^{-(j-1)} < \infty \) it follows that \( x \mapsto \hat{W}(x) \) is well defined and bounded on compact sets. From (3.12) we also have that for all \( x \in \mathbb{R}^n \),

\[
\hat{W}(x) = \sum_{i=1}^{\infty} \tau(i)\left(m_{\mathbb{C}^{R^n}\backslash \partial}(i-1,x) - m_{\mathbb{C}^{R^n}\backslash \partial}(i,x)\right)
= \sum_{i=1}^{\infty} \tau(i)m_{\mathbb{C}^{R^n}\backslash \partial}(i-1,x) - \sum_{i=1}^{\infty} \tau(i-1)m_{\mathbb{C}^{R^n}\backslash \partial}(i-1,x)
= \sum_{i=1}^{\infty} \left(\tau(i) - \tau(i-1)\right)m_{\mathbb{C}^{R^n}\backslash \partial}(i-1,x).
\] (3.13)

Then, from the local boundedness of \( \hat{W} \) we have that for every \( x \in \mathbb{R}^n \), \( \delta > 0 \) and \( \gamma > 0 \) there exists \( i^* \in \mathbb{Z}_{\geq 1} \) such that \( \hat{W}(z) \leq \sum_{i=1}^{i^*} \left(\tau(i) - \tau(i-1)\right)m_{\mathbb{C}^{R^n}\backslash \partial}(i-1,z) + \gamma \) for
all \( z \in x + \delta \mathbb{B} \). Since \( \tau \in \mathcal{K}_\infty \), we have \( \tau(i) - \tau(i - 1) > 0 \ \forall i \in \mathbb{Z}_{\geq 1} \). Let \( \{x_j\}_{j=1}^{\infty} \) be a sequence of points converging to \( x \). Then, from the upper semicontinuity of the viability probabilities we have that

\[
\limsup_{j \to \infty} \widehat{W}(x_j) \leq \limsup_{j \to \infty} \left( \sum_{i=1}^{i^*} (\tau(i) - \tau(i - 1)) m_{\subset \mathbb{R}^n \setminus \mathcal{O}}(i - 1, x_j) \right) + \gamma
\]
\[
\leq \sum_{i=1}^{i^*} (\tau(i) - \tau(i - 1)) m_{\subset \mathbb{R}^n \setminus \mathcal{O}}(i - 1, x) + \gamma
\]
\[
\leq \widehat{W}(x) + \gamma.
\]

Since \( \gamma > 0 \) is arbitrary, \( \widehat{W} \) is upper semicontinuous.

**Proposition 3.9** There exists \( \tau \in \mathcal{K}_\infty \) such that \( W \) in (3.11) is well defined, locally bounded and upper semicontinuous.

**Proof:** Let \( \tau \in \mathcal{K}_\infty \) be chosen according to 3.8 so that \( \widehat{W}(\cdot) \) is well defined. Since \( W(x) = \widehat{W}(x) I_{\mathbb{R}^n \setminus \mathcal{O}}(x) \) for all \( x \in \mathbb{R}^n \), it follows that the mapping \( x \mapsto W(x) \) is well defined and bounded on compact sets. Then, from the upper semicontinuity of \( \widehat{W}(\cdot) \) and \( I_{\mathbb{R}^n \setminus \mathcal{O}}(\cdot) \) it follows that the product \( W(\cdot) \) is upper semicontinuous.

**Proposition 3.10** There exists \( \varrho : \mathbb{R}^n \to \mathbb{R}_{>0} \) continuous and \( \lambda > 0 \) such that for all \( x \in \mathbb{R}^n \),

\[
\int_{\mathbb{R}^m} \max_{g \in G_{\mu,\nu}(x,v)} W(g) \mu(dv) \leq W(x) - \varrho(x) + \lambda I_{\mathcal{O}}(x).
\]
Proof: Let \( \kappa(i) = \tau(i) - \tau(i - 1) \) for all \( i \in \mathbb{Z}_{\geq 1} \). Then, from the definition of \( \hat{W} \) in (3.13) it follows that

\[
\int_{\mathbb{R}^m} \max_{g \in G_{\rho, \nu}(x,v)} W(g) \mu(dv) \leq \int_{\mathbb{R}^m} \sum_{i=1}^{\infty} \max_{g \in G_{\rho, \nu}(x,v)} \kappa(i) m_{\mathbb{R}^n \setminus \hat{O}}(i-1, g) \mathbb{I}_{\mathbb{R}^n \setminus \hat{O}}(g) \mu(dv)
\]

\[
= \sum_{i=1}^{\infty} \kappa(i) \int_{\mathbb{R}^m} \max_{g \in G_{\rho, \nu}(x,v)} \mathbb{I}_{\mathbb{R}^n \setminus \hat{O}}(g) m_{\mathbb{R}^n \setminus \hat{O}}(i-1, g) \mu(dv)
\]

\[
= \sum_{i=1}^{\infty} \kappa(i) m_{\mathbb{R}^n \setminus \hat{O}}(i-1, x) - \sum_{i=1}^{\infty} \kappa(i) (m_{\mathbb{R}^n \setminus \hat{O}}(i-1, x) - m_{\mathbb{R}^n \setminus \hat{O}}(i, x))
\]

\[
= \sum_{i=1}^{\infty} \kappa(i) m_{\mathbb{R}^n \setminus \hat{O}}(i-1, x) \left( \mathbb{I}_{\mathbb{R}^n \setminus \hat{O}}(x) + \mathbb{I}_{\hat{O}}(x) \right) - \hat{\varrho}(x)
\]

\[
\leq W(x) - \hat{\varrho}(x) + \lambda \mathbb{I}_{\hat{O}}(x)
\]

where,

\[
\lambda := \sup_{x \in \hat{O}} \sum_{i=1}^{\infty} (\tau(i) - \tau(i - 1)) m_{\mathbb{R}^n \setminus \hat{O}}(i-1, x)
\]

\[
\hat{\varrho}(x) := \sum_{i=1}^{\infty} \left( \tau(i) - \tau(i - 1) \right) \left( m_{\mathbb{R}^n \setminus \hat{O}}(i-1, x) - m_{\mathbb{R}^n \setminus \hat{O}}(i, x) \right).
\]

From (3.12) we have that \( \lambda = \sup_{x \in \hat{O}} \sum_{i=1}^{\infty} \tau(i) M_{\hat{O}}(i, x) = \sup_{x \in \hat{O}} \hat{W}(x) \) and \( \hat{\varrho}(x) \leq \sum_{i=1}^{\infty} (\tau(i) - \tau(i - 1)) m_{\mathbb{R}^n \setminus \hat{O}}(i-1, x) = \sum_{i=1}^{\infty} \tau(i) M_{\hat{O}}(i, x) \leq \hat{W}(x) \). Then, it follows from the proof of Proposition 3.8 that \( \lambda \) is finite and \( \hat{\varrho} \) is bounded. Also from the definition we have that \( \lambda \geq \kappa(1) > 0 \).

Now we prove that \( \hat{\varrho} \) is bounded away from zero on compact sets. Let \( R > 0 \). Choose \( \ell \in \mathbb{Z}_{\geq 1} \) such that \( \sigma_{\mathcal{R}^B}(\ell) \leq 0.5 \), where \( \sigma_{\mathcal{R}^B} \in \mathcal{L} \) is such that \( m_{\mathbb{R}^n \setminus \hat{O}}(i, x) \leq \sigma_{\mathcal{R}^B}(i) \) for all \( (i, x) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}^B \). Such a function exists because of the uniform strong global recurrence.
of the set $\tilde{O}$. Then, for $x \in \mathbb{R}^B$,

$$
\bar{\varrho}(x) \geq \sum_{i=1}^{\ell} (\tau(i) - \tau(i - 1)) (m_{\mathbb{R}^n \setminus \tilde{O}}(i - 1, x) - m_{\mathbb{R}^n \setminus \tilde{O}}(i, x))
$$

$$
\geq \min_{k \in \{1, \ldots, \ell\}} (\tau(k) - \tau(k - 1)) \sum_{i=1}^{\ell} (m_{\mathbb{R}^n \setminus \tilde{O}}(i - 1, x) - m_{\mathbb{R}^n \setminus \tilde{O}}(i, x))
$$

$$
\geq \min_{k \in \{1, \ldots, \ell\}} (\tau(k) - \tau(k - 1))(1 - m_{\mathbb{R}^n \setminus \tilde{O}}(\ell, x))
$$

$$
\geq \min_{k \in \{1, \ldots, \ell\}} (\tau(k) - \tau(k - 1))(1 - \sigma_{\mathbb{R}^B}(\ell))
$$

$$
\geq 0.5 \min_{k \in \{1, \ldots, \ell\}} (\tau(k) - \tau(k - 1)).
$$

Since $R$ is arbitrary and $\tau \in \mathcal{K}_\infty$, it follows that $\bar{\varrho}$ is bounded away from zero on compact subsets of $\mathbb{R}^n$. Then, let $\underline{\varrho} : \mathbb{R}^n \to \mathbb{R}_{>0}$ be such that it is continuous and satisfies $\underline{\varrho}(x) \leq \bar{\varrho}(x)$ for all $x \in \mathbb{R}^n$. Then, it follows that for all $x \in \mathbb{R}^n$,

$$
\int_{\mathbb{R}^m} \max_{g \in G_{\rho,\nu}(x,v)} W(g)\mu(dv) \leq W(x) - \underline{\varrho}(x) + \lambda \mathbb{I}_{\tilde{O}}(x)
$$

which establishes the result.

The next result is used to prove radial unboundedness of $W$ by preventing big jumps to the set $\tilde{O}$ by some solutions starting from large initial conditions.

**Proposition 3.11** For the system (3.10), for each $\nu \in \mathcal{K}_\infty$, $x_0 \in \tilde{O}$, $\rho : \mathbb{R}^n \to \mathbb{R}_{>0}$ continuous and $k \in \mathbb{Z}_{\geq 0}$ there exists $R > 0$ such that $m_{\mathbb{R}^n \setminus \tilde{O}}(k, x) = 1$ for all $x \in \mathbb{R}^n \setminus (\tilde{O} + R\mathbb{B}^o)$.

**Proof:** Let $x_0 \in \tilde{O}$ and $\hat{R} > 0$ be such that $\tilde{O} \subset \{x_0\} + \hat{R}\mathbb{B}^o$. Since $\tilde{O}$ is bounded, $\hat{R}$ exists. Define $\hat{S} := \{x_0\} + \hat{R}\mathbb{B}^o$ and $S := \mathbb{R}^n \setminus \hat{S}$. From the definition of $G_{\nu}$ in (3.9) and $G_{\rho,\nu}$ in (3.10) we have that $\{x_0\} + \nu(|x - x_0|)\mathbb{B} \subset G_{\rho,\nu}(x,v)$ for all $(x,v) \in S \times \mathbb{R}^m$.
and \( x_0 \in \hat{O} \). We claim that for the system (3.10) and for all \((k, x) \in \mathbb{Z}_{\geq 0} \times S\),

\[
m_{\subset S}(k, x) \geq \mathbb{I}_{[\tilde{R}, \infty)} \left( \min_{i \in \{1, \ldots, k\}} \nu^i(|x - x_0|) \right).
\]  

The bound holds by definition for \( k = 0 \). Suppose it holds for some \( k \in \mathbb{Z}_{\geq 0} \) and every \( x \in S \). Then

\[
m_{\subset S}(k + 1, x) = \int_{\mathbb{R}^m} \max_{g \in G_{\rho, \nu}(x, v)} \mathbb{I}_S(g)m_{\subset S}(k, g) \mu(dv)
\]

\[
\geq \int_{\mathbb{R}^m} \max_{g \in \{x_0\} + \nu(|x - x_0|)B} \mathbb{I}_S(g) \mathbb{I}_{[\tilde{R}, \infty)} \left( \min_{i \in \{1, \ldots, k\}} \nu^i(|g - x_0|) \right) \mu(dv)
\]

\[
= \max_{g \in \{x_0\} + \nu(|x - x_0|)B} \mathbb{I}_S(g) \mathbb{I}_{[\tilde{R}, \infty)} \left( \min_{i \in \{1, \ldots, k\}} \nu^i(|g - x_0|) \right)
\]

\[
= \mathbb{I}_{[\tilde{R}, \infty)} \left( \min_{i \in \{1, \ldots, k+1\}} \nu^i(|x - x_0|) \right).
\]

By induction (3.14) holds for all \( k \in \mathbb{Z}_{\geq 0} \). Now let \( k \in \mathbb{Z}_{\geq 0} \) be given. Let \( \tilde{R} = |x - x_0| \). Pick \( \tilde{R} > 0 \) such that \( \min_{i \in \{1, \ldots, k\}} \nu^i(\tilde{R}) \geq \tilde{R} \), which can be achieved since \( \nu^i \in \mathcal{K}_\infty \) for each \( i \in \{1, \ldots, k\} \). Now pick \( R > 0 \) such that \( \{x_0\} + \tilde{R}B^o \subset \hat{O} + RB^o \). With this choice, it follows from (3.14) that \( m_{\subset S}(k, x) = 1 \) for all \( x \in \mathbb{R}^n \setminus (\hat{O} + RB^o) \). The result of the proposition now holds as \( S \subset \mathbb{R}^n \setminus \hat{O} \).

\[ \blacksquare \]

**Corollary 3.1** When constructed from the system (3.10) with \( \nu \in \mathcal{K}_\infty \) and \( \rho : \mathbb{R}^n \to \mathbb{R}_{>0} \) continuous, such that \( \hat{O} \) is globally recurrent then the function \( W \) in (3.11) is radially unbounded.
Proof: Using Proposition 3.11, given $i^* \in \mathbb{Z}_{>0}$, let $R > 0$ be such that $m_{\mathbb{R}^n \setminus \hat{O}}(i^* - 1, x) = 1$ for all $x \in \mathbb{R}^n \setminus (\hat{O} + R \mathbb{B}^o)$. Then, for $x \in \mathbb{R}^n \setminus (\hat{O} + R \mathbb{B}^o)$,

$$W(x) = \sum_{i=1}^{\infty} \tau(i) M_{\hat{O}}(i, x) \geq \tau(i^*) \sum_{i=i^*}^{\infty} M_{\hat{O}}(i, x) = \tau(i^*) m_{\mathbb{R}^n \setminus \hat{O}}(i^* - 1, x) = \tau(i^*).$$

Since $\tau \in \mathcal{K}_\infty$ and $i^*$ is arbitrary, the corollary follows.

Now define $V(x) := W(x)/\lambda$ and $\varrho(x) := \varrho(x)/\lambda$ for all $x \in \mathbb{R}^n$. Then, it follows that $V$ is upper semicontinuous, radially unbounded and satisfies (3.8). Now we smooth $V$ to get the results of Theorem 3.5.

Let $\sigma^* > 0$ be such that $\hat{O} + \sigma^* \mathbb{B}^o \subset \mathcal{O}$. Such a $\sigma^*$ exists because of Theorem 3.2. Following [66], define $V_s(x) := \int_{\mathbb{R}^n} V(x + \sigma(x) \xi) \psi(\xi) d\xi$ and $\varrho_s(x) := \int_{\mathbb{R}^n} \varrho(x + \sigma(x) \xi) \psi(\xi) d\xi$ for all $x \in \mathbb{R}^n$, where $\psi : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ is smooth with support on $\mathbb{B}$ and $\sigma : \mathbb{R}^n \to \mathbb{R}_{>0}$ is smooth on $\mathbb{R}^n$. It follows that $\varrho_s$ is continuous and positive for all $x \in \mathbb{R}^n$. We pick $\sigma$ to satisfy $\sigma(x) \leq \min\{|x| + c, \sigma^*\}$ for some $c > 0$. Then we have that $V_s(x) \geq \inf_{\xi \in \mathbb{B}} V(x + \sigma^* \xi)$. Since $V$ is radially unbounded, it follows that $V_s$ is radially unbounded. As in [42] we also choose $\sigma$ sufficiently small so that

$$\sigma(x) \leq 0.5 \rho(x) \leq \rho(x + \sigma(x) \xi) \quad \forall (x, \xi) \in \mathbb{R}^n \times \mathbb{B}. \quad (3.15)$$

If follows from (3.15) that

$$x \in \{x + \sigma(x) \xi\} + \rho(x + \sigma(x) \mathbb{B}) \quad \forall (x, \xi) \in \mathbb{R}^n \times \mathbb{B}. \quad (3.16)$$
It follows from (3.15), (3.16) that

\[ g \in G(x, v), \tilde{g} = g + \sigma(g) \xi, \xi \in \mathbb{B} \Rightarrow \tilde{g} \in G_{\rho, \nu}(x + \sigma(x) \xi, v). \]

Define \( \hat{O}_\sigma := \hat{O} + \sup_{x \in \mathbb{R}^n} \sigma(x) \mathbb{B}^\rho \). Then, from the definition of \( \sigma \), it follows that \( \hat{O}_\sigma \subset \mathcal{O} \). Then, we have that

\[
\int_{\mathbb{R}^n} \mathbb{I}_{\hat{O}_\sigma}(x + \sigma(x) \xi) \psi(\xi) d\xi \leq \mathbb{I}_{\hat{O}_\sigma}(x) \leq \mathbb{I}_\mathcal{O}(x).
\]

Then, from the above conditions it follows that for all \( x \in \mathbb{R}^n \),

\[
\int_{\mathbb{R}^n} \max_{g \in G(x, v)} V_s(g) \mu(dv) = \int_{\mathbb{R}^n} \max_{g \in G(x, v)} \left( \int_{\mathbb{R}^n} V(g + \sigma(g) \xi) \psi(\xi) d\xi \right) \mu(dv) \leq \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \max_{g \in G(x, v)} V(g + \sigma(g) \xi) \psi(\xi) d\xi \right) \mu(dv) \leq \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \max_{g \in G_{\rho, \nu}(x + \sigma(x) \xi, v)} V(g) \mu(dv) \right) \psi(\xi) d\xi \leq \int_{\mathbb{R}^n} \left( V(x + \sigma(x) \xi) - g(x + \sigma(x) \xi) + \mathbb{I}_{\hat{O}_\sigma}(x + \sigma(x) \xi) \right) \psi(\xi) d\xi \leq V_s(x) - \varrho_s(x) + \mathbb{I}_{\mathcal{O}}(x).
\]

Then, it follows that \( V_s \) is a smooth Lyapunov function relative to \( \mathcal{O} \) for (3.1).

### 3.5.4 Weak sufficient conditions for global recurrence

In this section, we focus on relaxed sufficient conditions for certifying global recurrence. In particular, we do not rely on the existence of Lyapunov functions satisfying strict decrease conditions on average along solutions outside the recurrent set. We present two approaches to establish weak sufficient conditions for recurrence. The first approach
is through the well studied concept of invariance principle. The second approach is through the use of Matrosov functions.

**Invariance principle**

The invariance principle is an important tool to establish weak sufficient conditions for stability properties in the absence of Lyapunov functions satisfying strict decrease conditions along solutions. Typically, the invariance principle uses a Lyapunov function satisfying non-strict decrease conditions along with the knowledge of behavior of solutions on certain level sets of the Lyapunov function to conclude asymptotic stability properties. For non-stochastic hybrid systems an invariance principle is established in [28] for global asymptotic stability and in Chapter 2 for global recurrence. We now extend the results to a class of stochastic difference inclusions.

**Definition 3.7** A continuous function \( \hat{V} : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0} \) is a weak-Lyapunov function relative to an open, bounded set \( \mathcal{O} \subset \mathbb{R}^n \) for the system (3.1) if \( \hat{V} \) is radially unbounded and satisfies

\[
\int_{\mathbb{R}^n} \max_{g \in G(x,v) \cap (\mathbb{R}^n \setminus \mathcal{O})} \hat{V}(g) \mu(dv) \leq \hat{V}(x), \forall x \in \mathbb{R}^n \setminus \mathcal{O}. \tag{3.17}
\]

A random solution \( x \) is almost surely complete if for almost all \( \omega \in \Omega \), \( x(\omega) \) is complete. The proof of the next result will be presented in a subsequent chapter for a larger class of stochastic hybrid systems and hence we only state the result here.

**Theorem 3.6** Let \( \hat{V} \) be a weak-Lyapunov function relative to an open, bounded set \( \mathcal{O} \subset \mathbb{R}^n \) for the system (3.1). Then, \( \mathcal{O} \) is globally recurrent if and only if for every \( c \geq 0 \) for which \( L_{\hat{V}}(c) \cap (\mathbb{R}^n \setminus \mathcal{O}) \) is non-empty there does not exist an almost surely complete random solution \( x \) that remains in the set \( L_{\hat{V}}(c) \cap (\mathbb{R}^n \setminus \mathcal{O}) \) almost surely.
Matrosov Theorem

The invariance principles developed in [67], [68] relaxes the typical Lyapunov sufficient conditions required to establish global asymptotic stability for time-invariant differential equations. In [4] Matrosov established sufficient conditions for uniform global asymptotic stability in time-varying systems by using the notion of multiple Lyapunov-like functions with definitely non zero derivatives when the derivative of a Lyapunov function satisfying a weak decrease condition is zero. Matrosov’s theorem in [4] used only one auxiliary function, but this has been extended to the case of multiple auxiliary functions in [5], [69]. Unlike the invariance principle, Matrosov function approach does not require the knowledge of behavior of solutions to conclude asymptotic stability. Also, the Matrosov function approach is applicable to time-varying systems. As illustrated in the example in [70], the invariance principle cannot be used to analyze global asymptotic stability for time-varying systems. In this section we present a Matrosov theorem for characterizing global recurrence of open, bounded sets for (3.1). The proof of the result is in the appendix.

Theorem 3.7 An open, bounded set $\mathcal{O} \subset \mathbb{R}^n$ is globally recurrent for (3.1) if the following conditions hold.

1. There exists an upper semicontinuous, radially unbounded function $V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ such that,

$$\int_{\mathbb{R}^n} \max_{g \in G(x,v) \cap (\mathbb{R}^n \setminus \mathcal{O})} V(g) \mu(dv) \leq V(x) \quad x \in \mathbb{R}^n \setminus \mathcal{O}. \quad (3.18)$$

2. For each $R > 0$ there exists $N \in \mathbb{Z}_{\geq 1}$, upper semicontinous functions $W_i : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ and continuous functions $Y_i : \mathbb{R}^n \to \mathbb{R}$, $i \in \{1, ..., N\}$ such that for all $x \in$
Stochastic difference inclusions

\[ R^\mathbb{B} \setminus \mathcal{O}, \]

\[
\int_{\mathbb{R}^n} \max_{g \in G(x,v) \cap (\mathbb{R}^n \setminus \mathcal{O}) \cap \mathbb{R}^B} W_i(g) \mu(dv) - W_i(x) \leq Y_i(x), \quad (3.19)
\]

and with the definitions, \( Y_0(x) := 0 \) for all \( x \in \mathbb{R}^n \) and \( Y_{N+1}(x) := 1 \) for all \( x \in \mathbb{R}^n \), we have the following property for each \( j \in \{0, ..., N\} \) : if \( x \in (\mathbb{R}^n \setminus \mathcal{O}) \cap \mathbb{R}^B \) and \( Y_i(x) = 0 \) for all \( i \in \{0, ..., j\} \) then \( Y_{j+1}(x) \leq 0 \).

### 3.5.5 Recurrence in stochastic systems vs non-stochastic systems

In this section we highlight some of the ways in which the recurrence property for stochastic systems and non-stochastic systems differ. In Chapter 2, it is established that recurrence of an open, bounded set for a non-stochastic hybrid system implies the solutions are uniformly ultimately bounded and the existence of compact set that is uniformly globally asymptotically stable. However, these implications are not true for stochastic systems. The following example illustrates these issues.

**Example 3.4** Consider the discrete-time stochastic system \( x^+ = \max\{0, x+\nu\} \) with \( x \in \mathbb{Z}_{\geq 0} \), and the random variable \( \nu \in \{-1, 1\} \) with a distribution \( \mu \) satisfying \( \mu(\{-1\}) = 0.6 \) and \( \mu(\{1\}) = 0.4 \). For this system \( V(x) = |x| \) is a Lyapunov function that guarantees global recurrence of the set \( \mathcal{O} = (-1, 1) \) since \( V \) is radially unbounded, and for \( x \in \mathbb{Z}_{\geq 1} \),

\[
\mathbb{E}[V(x^+)] = 0.4|x + 1| + 0.6|x - 1| = V(x) - 0.2.
\]

Then, it follows that \( V \) guarantees global recurrence of the set \( \mathcal{O} \). We also have from [22 Thm 8.1.2] that every set of the form \( \mathcal{O}_r = (r, r + 2) \) is recurrent for \( r \in \mathbb{Z}_{\geq 1} \). This implies that the reachable set from any such \( \mathcal{O}_r \) is not bounded in a probabilistic sense.
as solutions return to arbitrarily large sets infinitely often with probability one. It can be observed that the set $O$ does not have any invariance-like property or stability-like property. Finally, no compact set $A \subset \mathbb{Z}_{\geq 0}$ can be asymptotically stable in probability, since solutions starting from the set $A$ can leave with positive probability. Hence, the example highlights the differences in the recurrence property for stochastic and non-stochastic systems.

A summary of the results on global recurrence for open, bounded sets for (3.1) is in Figure 3.1.

![Figure 3.1: Summary of recurrence results for (3.1)](image)

### 3.6 Global asymptotic stability in probability

In this section, we state results related to analysis tools for the global asymptotic stability in probability property. We refer the reader to [42] for the proofs.

**Definition 3.8** An upper semicontinuous function $V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ is said to be a Lyapunov function relative to the compact set $A \subset \mathbb{R}^n$ for (3.1) if it is radially unbounded,
\( V \in \mathcal{PD}(A), \) and there exists a continuous function \( \varrho \in \mathcal{PD}(A) \) such that for all \( x \in \mathbb{R}^n, \)

\[
\int_{\mathbb{R}^m} \max_{g \in G(x,v)} V(g) \mu(dv) \leq V(x) - \varrho(x). \tag{3.20}
\]

**Theorem 3.8** Let \( A \subset \mathbb{R}^n \) be a compact set. If there exists a Lyapunov function relative to \( A \) for (3.1) then the set \( A \) is globally asymptotically stable in probability for (3.1).

**Example 3.5** Consider the stochastic difference inclusion in Example 3.2 with state \( x = [x_1 \ x_2] \) satisfying

\[
x_1^+ \in \{-0.6, 0.6\} \\
x_2^+ = (x_1 + v)x_2
\]

We claim that the set \( A := \{-0.6, 0.6\} \times \{0\} \) is globally asymptotically stable in probability. Consider the Lyapunov function \( V(x) = x_2^2 \). Then,

\[
\mathbb{E} \left[ \max_{g \in G(x^+)} V(x^+) \right] = x_2^2 - 0.28x_2^2. \tag{3.21}
\]

Since \( V \) is radially unbounded and positive definite with respect to \( A \), it follows that \( A \) is globally asymptotically stable in probability. We note that the Lyapunov function approach can only be used to analyze the behavior of causal random solutions. As explained in Example 3.2, the non-causal selection \( x_{1,k}(\omega) = v_k(\omega) \) leads to unstable behavior.

We now state the corresponding results on robustness of asymptotic stability in probability, converse Lyapunov theorem and the invariance principle. For a continuous function
Theorem 3.9  Let the compact set $A \subset \mathbb{R}^n$ be globally asymptotically stable in probability for (3.1). Then, there exists a continuous function $\rho \in \mathcal{PD}(A)$ such that set $A$ is globally asymptotically stable in probability for (3.22).

Theorem 3.10  The compact set $A \subset \mathbb{R}^n$ is globally asymptotically stable in probability for (3.1) if and only if there exists a smooth Lyapunov function relative to $A$ for (3.1).

Definition 3.9  A continuous function $\widehat{V} : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ is a weak-Lyapunov function relative to a compact set $A \subset \mathbb{R}^n$ for the system (3.1) if $\widehat{V}$ is radially unbounded, $\widehat{V} \in \mathcal{PD}(A)$ and satisfies

$$\int_{\mathbb{R}^m} \max_{g \in G(x,v)} \widehat{V}(g) \mu(dv) \leq \widehat{V}(x), \forall x \in \mathbb{R}^n. \tag{3.23}$$

Theorem 3.11  Let $\widehat{V}$ be a weak-Lyapunov function relative to $A$ for the system (3.1). Then, $A$ is globally asymptotically stable in probability if and only if for every $c > 0$ there does not exist an almost surely complete random solution $x$ that remains in the set $L_{\widehat{V}}(c)$ almost surely.

We note that weak sufficient conditions using Matrosov functions for asymptotic stability in probability are established in [71]. A summary of the results on global asymptotic stability in probability of compact sets for (3.1) is in Figure 3.2.
Figure 3.2: Summary of stability results for (3.1)
Chapter 4

Robust stochastic stability under discontinuous stabilization

4.1 Introduction

The aim of this chapter to study robustness of global asymptotic stability in probability for a class of constrained discrete-time stochastic systems under the action of discontinuous control laws. In the previous chapters, the class of systems for which robustness is studied satisfied good regularity properties. In this chapter, we focus on stochastic systems stabilized by discontinuous feedback laws for which the robustness results from Chapter 3 are not applicable. In particular, the closed loop stochastic system under the action of a discontinuous control law need not satisfy the regularity conditions listed in the Standing assumption from Chapter 3. The results of this chapter are from [72] and the proofs are in the appendix.

Discontinuous control laws arise from control synthesis methodologies sometimes out of necessity since there are controllable systems that are not continuously stabilizable.
The discrete-time cubic integrator with state $x = (x_1, x_2)$ and control input $u$ satisfying

\[
\begin{align*}
    x_1^+ &= x_1 + u \\
    x_2^+ &= x_2 + u^3
\end{align*}
\]

is a system for which there does not exist any continuous control law to stabilize the origin. See [73] for details. Discontinuous control laws also arise frequently in the context of systems stabilized by model predictive control due to the presence of state and terminal constraints. See [74] and [75] for details. In the case of stochastic model predictive control, the control policies are assumed only to be a measurable function of the state and not necessarily continuous. See [76] for details. Studying robustness under discontinuous stabilization is important as there are examples where the discontinuous control law can stabilize the closed loop system, but the stability need not be robust. In particular, arbitrarily small perturbations can prevent convergence of the state to the desired attractor.

Consider a system with state $x = (x_1, x_2)$ and control input $u$ satisfying

\[
\begin{align*}
    x_1^+ &= -\frac{(x_1^2 + x_2^2) + x_1}{(1 + (x_1^2 + x_2^2)u^2 - 2x_1u)} \\
    x_2^+ &= \frac{x_2}{(1 + (x_1^2 + x_2^2)u^2 - 2x_1u)}.
\end{align*}
\]

For this system, under the constraints $|u| \leq 1, x \in D := \{x \in \mathbb{R}^2, |x_1| \leq c\}$ for some $c \in (0, 1)$, a MPC control law that asymptotically stabilizes the origin is proposed in [77]. In [77, Proposition 14] it is further established that the asymptotic stability of the origin under the proposed MPC law is not robust with respect to measurement errors or additive disturbances.
4.2 Constrained stochastic systems with control inputs

In this section, we explain the class of constrained stochastic systems with control inputs considered in the rest of this chapter and state the basic assumptions we impose on the closed loop system.

Consider a function \( f : \mathcal{X} \times \mathcal{U} \times \mathcal{V} \rightarrow \mathcal{X} \), where \( \mathcal{X} \subseteq \mathbb{R}^n \) and \( \mathcal{U} \subseteq \mathbb{R}^m \) are closed sets, \( \mathcal{V} \subseteq \mathbb{R}^p \) is measurable, and a stochastic controlled difference equation

\[
x^+ = f(x, u, v)
\]

with state variable \( x \in \mathcal{X} \), control input \( u \in \mathcal{U} \), and random input \( v \in \mathcal{V} \)(eventually specified as a random variable from a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) to \( \mathcal{V} \)). The random variables \( v_i : \Omega \rightarrow \mathcal{V} \), for \( i \in \mathbb{Z}_{\geq 0} \), are independent and identically distributed (i.i.d.) with a distribution function \( \mu : \mathcal{B}(\mathcal{V}) \rightarrow [0, 1] \) defined as \( \mu(F) := \mathbb{P}(\{\omega \in \Omega \mid v_i(\omega) \in F\}) \).

We consider the following regularity conditions throughout this chapter.

**Standing Assumption 4.1** The function \( f \) satisfies the following properties:

1. \( f \) is locally bounded;
2. for any \( v \in \mathcal{V} \), the mapping \((x, u) \mapsto f(x, u, v)\) is continuous;
3. for any \((x, u) \in \mathcal{X} \times \mathcal{U}\), the mapping \( v \mapsto f(x, u, v) \) is measurable.

Given a stochastic difference equation of the kind

\[
x^+ = g(x, v)
\]
with \( g : \mathcal{X} \times \mathcal{V} \rightarrow \mathcal{X} \) locally bounded, and \( v \mapsto g(x, v) \) measurable for all \( x \in \mathcal{X} \), we recall the notion of a Lyapunov function.

**Definition 4.1** An upper semicontinuous function \( V : \mathcal{X} \rightarrow \mathbb{R}_{\geq 0} \) is a Lyapunov function relative to the compact set \( \mathcal{A} \subset \mathbb{R}^n \) for (4.2) if there exist functions \( \alpha_1, \alpha_2 \in \mathcal{K}_\infty \) and \( \rho \in \mathcal{PD}(\mathcal{A}) \) such that for all \( x \in \mathcal{X} \) we have

\[
\alpha_1(|x|_A) \leq V(x) \leq \alpha_2(|x|_A)
\]

and

\[
\int \mathcal{V}(g(x,v))\mu(dv) \leq V(x) - \rho(x).
\]  

We will now assume that there exists a locally bounded, possibly discontinuous, state-feedback control law, associated with a continuous Lyapunov function as follows.

**Assumption 4.1** The function \( \kappa : \mathcal{X} \rightarrow \mathcal{U} \) is a locally bounded control law such that \( V : \mathcal{X} \rightarrow \mathbb{R}_{\geq 0} \) is a continuous Lyapunov function relative to the compact set \( \mathcal{A} \subset \mathcal{X} \) for the closed-loop stochastic difference equation

\[
x^+ = f(x, \kappa(x), v).
\]  

The main goal of this chapter is to analyze the robustness of the Lyapunov condition (4.3) for the system (4.4) and consequently make observations related to robustness of the global asymptotic stability in probability property. In particular, when the control law is discontinuous we study if the Lyapunov conditions in (4.3) are preserved under arbitrarily small perturbations.
4.3 Continuous Lyapunov function implies robustness

In this section, we analyze the robustness properties of the closed loop system (4.4) under the conditions of Standing Assumption 4.1 and Assumption 4.1. We first highlight some of the differences that arise when this problem is studied for stochastic systems instead of deterministic systems.

For deterministic systems, the existence of a continuous Lyapunov function $V$ for the closed loop system under assumptions similar to Standing Assumption 4.1 implies that $V$ is also a Lyapunov function for a perturbed version of the closed loop system if the perturbation is sufficiently small. For stochastic systems, it is not necessarily true that the Lyapunov function from Assumption 4.1 also works for a perturbed version of the closed loop system (4.4). Finally, in stochastic systems, causality plays an important role in the type of perturbations for which robustness can be achieved for (4.4). For deterministic systems, the issue of causality does not arise in the robustness analysis. We explain in more detail the above issues through examples later in this section.

Given a continuous Lyapunov function $V$ relative to the compact attractor $\mathcal{A}$ for the nominal closed-loop system (4.4), we first establish that there exists a concave function $\Gamma \in \mathcal{K}_\infty$ such that the function $\Gamma(V)$ is a continuous stochastic Lyapunov function relative to $\mathcal{A}$ for a perturbed closed-loop system. The following results are a consequence of the proof of Proposition 3.5. We also refer the reader to [72] for a proof.

**Lemma 4.1** For any measurable function $\Phi : \mathbb{R}^p \rightarrow \mathbb{R}_{\geq 0}$, there exists a concave function $\Gamma \in \mathcal{K}_\infty$ such that $\int_{\mathbb{R}^p} \Gamma(\Phi(v)) \mu(dv) < \infty$.

**Lemma 4.2** If Assumption 4.1 holds, then for any concave $\Gamma \in \mathcal{K}_\infty$, we have that $\Gamma(V)$ is a Lyapunov function relative to $\mathcal{A}$ for (4.4).
Let us first consider the smallest set-valued inflation of the control law \( \kappa \), i.e. its regularization \( K : \mathcal{X} \rightrightarrows \mathcal{U} \) defined as

\[
K(x) := \bigcap_{\rho > 0} \kappa((\{x\} + \rho \mathbb{B}) \cap \mathcal{X}),
\]

which is locally bounded and outer semicontinuous [14, Lemma 5.16], even if \( \kappa \) is a discontinuous function.

The following result shows some robustness of the Lyapunov condition for (4.4).

**Proposition 4.1** If Assumption 4.1 holds, then there exists a concave \( \Gamma \in \mathcal{K}_\infty \) and \( \varrho \in \mathcal{PD}(\mathcal{A}) \) such that for all \( x \in \mathcal{X} \) we have

\[
\max_{u \in K(x)} \int_{\mathcal{V}} \Gamma(V(f(x, u, v))) \mu(dy) \leq \Gamma(V(x)) - \varrho(x).
\]

The following example highlights the role of causality in robustness analysis and shows that we cannot derive a Lyapunov condition with the selection “max” inside the integral in (4.6).

**Example 4.1** Consider the stochastic controlled difference equation

\[
x^+ = f(x, u, v) = (u + v)x
\]

where \( \mathcal{V} = \{-0.6, 0.6\} \), and \( \mu(\{-0.6\}) = \mu(\{0.6\}) = 0.5 \). The state-feedback control law

\[
\kappa(x) = \begin{cases} 
0.6 & \text{if } x \in \mathbb{Q} \\
-0.6 & \text{otherwise,}
\end{cases}
\]

being \( \mathbb{Q} \) the set of rational numbers, makes \( V(x) = |x| \) a continuous Lyapunov function relative to \( \mathcal{A} = \{0\} \), as for all \( x \in \mathbb{R} \) we have \( \int_{\mathcal{V}} |x^+| \mu(dy) \leq 0.6|x| \).
We now consider the smallest perturbation of the control law \( \kappa \), namely the controller regularization \( K \) defined in (4.5). With the selection “\( \max_{u \in K(x)} \)” inside the integral we get

\[
\int_{\mathcal{V}} \max |x^+| \mu(dv) = \int_{\mathcal{V}} |(u+v)x| \mu(dv) = 1.2|x| > |x|, \text{ therefore the Lyapunov condition does not hold.}
\]

The primary reason why the Lyapunov conditions fail is that, “\( \max_{u \in K(x)} \)” inside the integral allows for the possibility of non-causal selections. In particular, the selection \( u = v \) is now admissible and it can be observed that the selection is non-causal and adversarial.

In the following example we show that, in general, the use of a suitable concave \( \Gamma \in \mathcal{K}_\infty \) is strictly necessary in Proposition 4.1, because arbitrarily small perturbations can induce the integral in (4.3) to be unbounded.

**Example 4.2** Consider the stochastic difference equation

\[
x^+ = f(x, u, v) = x - u + |x/2 - u| \Phi(v)
\]

where \( \Phi : \mathcal{V} \rightarrow \mathbb{R}_{\geq 0} \) is locally bounded and measurable, but such that \( \int_{\mathcal{V}} \Phi(v) \mu(dv) = \infty \). The control law \( u(x) = x/2 \) induces the closed-loop system to be \( x^+ = x/2 \) for which \( V(x) = |x| \) is a Lyapunov function relative to \( \mathcal{A} = \{0\} \). However, for any \( \delta > 0 \), the control law \( u(x) = \delta + x/2 \) induces the closed-loop to be \( x^+ = x/2 - \delta + \delta \Phi(v) \). Then, from Jensen’s inequality we get

\[
\int_{\mathcal{V}} |x/2 - \delta + \delta \Phi(v)| \mu(dv) \geq \left| \int_{\mathcal{V}} (x/2 - \delta + \delta \Phi(v)) \mu(dv) \right| = \left| \int_{\mathcal{V}} (x/2 - \delta) \mu(dv) + \delta \int_{\mathcal{V}} \Phi(v) \mu(dv) \right| \geq \delta \left| \int_{\mathcal{V}} \Phi(v) \mu(dv) \right| = \infty.
\]
Therefore, for any $\delta > 0$, we have
\[
\max_{w \in \{u(x)\} + \delta B} \int_V V(f(x, w, v))\mu(dv) = \infty,
\]
even if $V$ is a continuous Lyapunov function.

We now state one of the main result of this chapter. Under Standing Assumption 4.1, if there exists a continuous Lyapunov function relative to the compact attractor $A \subset \mathcal{X}$, then the Lyapunov condition (4.6) is robust to sufficiently small, state-dependent, strictly causal, worst-case perturbations $\delta \in \mathcal{PD}(A)$. We indeed consider the following set-valued inflations $K_\delta : \mathbb{R}^n \rightrightarrows \mathbb{R}^m$, with $\text{dom} K_\delta = \mathcal{X}$, and $f_\delta : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^p \rightrightarrows \mathbb{R}^n$, with $\text{dom} f_\delta = \mathcal{X} \times \mathcal{U} \times \mathcal{V}$, respectively of the mapping $K$ and of the function $f$.

\[
K_\delta(x) := (K(\{x\} + \delta(x)B) \cap \mathcal{X}) + \delta(x)B) \cap \mathcal{U}, \forall x \in \text{dom} K_\delta \quad (4.7)
\]
\[
f_\delta(x, u, v) := (f(\{x\} + \delta(x)B) \cap \mathcal{X}, u, v) + \delta(x)B) \cap \mathcal{X}, \forall (x, u, v) \in \text{dom} f_\delta. \quad (4.8)
\]

**Theorem 4.1** If Assumption 4.1 holds, then there exist $\delta \in \mathcal{PD}(A)$, a concave $\Gamma \in \mathcal{K}_\infty$ and $\varphi \in \mathcal{PD}(A)$ such that for all $x \in \mathcal{X}$ we have
\[
\max_{u \in K_\delta(x)} \int_{\mathcal{V}} \max_{\varphi \in f_\delta(x, u, v)} \Gamma(V(\varphi))\mu(dv) \leq \Gamma(V(x)) - \varphi(x). \quad (4.9)
\]
If there exists a compact set $\mathcal{C} \subseteq \mathcal{V}$ such that $\mu(\mathcal{C}) = 1$, then (4.9) holds with $\Gamma := \text{Id}$.

### 4.4 Strictly causal generalized random solutions

Now we study how Lyapunov conditions predict the stochastic stability properties for random solutions associated with the stochastic difference equation $x^{+} = f(x, \kappa(x), v)$.
We could consider random solutions of system (4.4) directly, but there are the following two issues. First, since in Assumption 4.1 we have not assumed that the control law $\kappa : \mathcal{X} \to \mathcal{U}$ is a measurable function, there is no guarantee that the iteration

$$x_{i+1}(\omega) := f(x_i(\omega), \kappa(x_i(\omega)), v_i(\omega)), \text{ for } i \in \mathbb{Z}_{\geq 0},$$

$$x_0(\omega) := \xi_0 \in \mathcal{X},$$

yields measurable functions $x_i : \Omega \to \mathcal{X}$, for $i \in \mathbb{Z}_{\geq 0}$. Secondly, even when the function $\kappa$ is measurable, the behavior of the random solution that is generated by the iteration (4.10) may not accurately predict the behavior of the system in the presence of small, random or worst-case, perturbations. For these reasons, we choose to define a notion of generalized random solution. Generalized random solutions do not require the control law $\kappa$ to be measurable and, as we will see, their behavior predicts the behavior of the system under small, random or worst-case, strictly causal perturbations.

This later feature is also present for generalized solutions to non-stochastic difference inclusions as introduced in [7]. In the case of non-stochastic difference equations $x^+ = f(x, \kappa(x))$, generalized solutions are the solutions of the difference inclusion $x^+ \in f(x, \mathcal{K}(x))$, with $\mathcal{K}$ being the controller regularization as defined in (4.5). It follows from [7] that the existence of a continuous Lyapunov function for $x^+ = f(x, \kappa(x))$ implies the existence of a continuous Lyapunov function for $x^+ \in f(x, \mathcal{K}(x))$ and even for an inflation of this later system. However, Example 4.1 suggests that this result does not hold for $x^+ \in f(x, \mathcal{K}(x), v)$ (4.4) in the stochastic case. This fact and the results of the previous section motivate an alternative definition of generalized solutions in the stochastic case, that turns out to generate the same solutions as $x^+ \in f(x, \mathcal{K}(x))$ in the non-stochastic case and yet yields a robust Lyapunov result in the stochastic case.

Our strictly causal generalized random solutions are random solutions to the stochas-
Robust stochastic stability under discontinuous stabilization

Chapter 4

The types of perturbations to which the behaviors of the solutions will be robust are strictly causal perturbations that appear in the stochastic difference inclusion

\[
\begin{pmatrix} x \\ u \end{pmatrix}^+ \in G_0(x, u, v) := \left\{ \begin{pmatrix} f(x, u, v) \\ K(f(x, u, v)) \end{pmatrix} \right\}
\]

if \(((x, u), v) \in \text{graph}(K) \times \mathcal{V}; \emptyset \text{ otherwise.} \quad (4.11)\]

\[
\begin{pmatrix} x \\ u \end{pmatrix}^+ \in G_\delta(x, u, v) := \left\{ \begin{pmatrix} \varphi \\ K_\delta(\varphi) \end{pmatrix} \mid \varphi \in f_\delta(x, u, v) \right\}
\]

if \(((x, u), v) \in \text{graph}(K_\delta) \times \mathcal{V}; \emptyset \text{ otherwise,} \quad (4.12)\]

where \(f_\delta\) and \(K_\delta\) are the inflations of \(f\) and \(K\) respectively, as defined in \((4.7), (4.8)\).

The motivation for considering the above inclusions is that the selection \(u \in K_\delta(x)\) “does not depend” on the current random input \(v\). This property is what we call strict causality. We notice that, for each \((x, u) \in \mathcal{X} \times \mathcal{U}\), if \(u \in K_\delta(x)\), then we have \(u^+ \in K_\delta(x^+)\).

Let us first assert certain regularity properties of the set-valued mapping \(G_\delta : \mathcal{X} \times \mathcal{U} \times \mathcal{V} \Rightarrow \mathcal{X} \times \mathcal{U}\) in \((4.12)\), by exploiting Standing Assumption \([4.1]\) The same regularity properties hold for \(G_0\) defined in \((4.11)\).

**Proposition 4.2** For all continuous functions \(\delta : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0}\), the set-valued mapping \(G_\delta\) defined in \((4.12)\) satisfies the following regularity conditions:

1. for any \(v \in \mathcal{V}\) the mapping \((x, u) \mapsto G_\delta(x, u, v)\) is outer semicontinuous;

2. the mapping \(v \mapsto \text{graph}(G_\delta(\cdot, \cdot, v)) := \{(x, u, y) \in \mathcal{X} \times \mathcal{U} \times (\mathcal{X} \times \mathcal{U}) \mid y \in G_\delta(x, u, v)\}\)
is measurable;

3. the mapping $G_\delta$ is locally bounded.

Since Proposition 4.2 shows that $G_0$ in (4.11) and $G_\delta$ in (4.12) have the same regularity conditions given in [42, Standing Assumption 1] and Standing Assumption 3.1, we can define the notion of solutions for the stochastic difference inclusion (4.12) having (extended) state variable $z := \left( \frac{x}{u} \right) \in (X \times U)$. We also define generalized random solutions to (4.4) as the solutions for the regularized stochastic difference inclusion (4.11).

We now show that (4.9) established in Theorem 4.1 is closely related to a Lyapunov condition for the extended stochastic difference inclusion (4.12), with Lyapunov function $\bar{V} : \mathcal{X} \times U \to \mathbb{R}_{\geq 0}$ relative to the compact attractor $\bar{A} \subset \mathcal{X} \times U$ explicitly defined in the following preliminary result.

**Lemma 4.3** For any $\delta \in \mathcal{P} \mathcal{D}(A)$, the function $W : \mathcal{X} \times U \to \mathbb{R}_{\geq 0}$ defined as

$$W(x, u) := |(x, u)|_{\text{graph}(K_\delta)}$$

is such that $W(x, u) = 0 \iff u \in K_\delta(x)$. The set

$$\bar{A} := \{(x, u) \in \mathcal{X} \times U \mid x \in A, \ (x, u) \in \text{graph}(K)\} \subseteq \mathcal{X} \times U$$

is compact. For any $\delta \in \mathcal{P} \mathcal{D}(A)$, $\Gamma \in \mathcal{K}_\infty$ and $V : \mathcal{X} \to \mathbb{R}_{\geq 0}$ upper semicontinuous (respectively, continuous), the function $\bar{V} : \mathcal{X} \times U \to \mathbb{R}_{\geq 0}$ defined as

$$\bar{V}(x, u) := \Gamma(V(x)) + W(x, u)$$

is upper semicontinuous (respectively, continuous). If there exist $\alpha_1, \alpha_2 \in \mathcal{K}_\infty$ such that $\alpha_1(|x|_A) \leq V(x) \leq \alpha_2(|x|_A)$ for all $x \in \mathcal{X}$, then there exist $\bar{\alpha}_1, \bar{\alpha}_2 \in \mathcal{K}_\infty$ such that
\( \bar{\alpha}_1(||(x, u)||_{\bar{A}}) \leq \bar{V}(x, u) \leq \bar{\alpha}_2(||(x, u)||_{\bar{A}}) \) for all \((x, u) \in (\mathcal{X} \times \mathcal{U})\).

We now state the main result of this chapter. Under the conditions of Standing Assumption 4.1, we can establish that the Lyapunov condition in Assumption 4.1 is robust to sufficiently small strictly causal perturbations. In particular, the next result establishes that the Lyapunov conditions in Assumption 4.1 implies the existence of a Lyapunov function for a perturbed version of (4.4).

**Theorem 4.2** If Assumption 4.1 holds, then \( \delta \in \mathcal{PD}(A), \Gamma \in K_{\infty} \) and \( \varrho \in \mathcal{PD}(A) \) satisfying (4.9), \( W \) in (4.13), \( \bar{A} \) in (4.14), and \( \bar{V} \) in (4.15) are such that for all \((x, u) \in \mathcal{X} \times \mathcal{U}\) we have

\[
\int_{\mathcal{V}} \max_{g \in G_{\delta}(x,u,v)} \bar{V}(g) \mu(dv) \leq \bar{V}(x,u) - \bar{\varrho}(x,u), \tag{4.16}
\]

with \( \bar{\varrho} \in \mathcal{PD}(\bar{A}) \) defined as \( \bar{\varrho}(x,u) := W(x,u)/2 + \varrho(x) \).

**Proof:** With \( \bar{V} := \Gamma(V) + W \) as in (4.15), which is such that \( \bar{V} \in \mathcal{PD}(\bar{A}) \) according to Lemma 4.3, the Lyapunov condition (4.16) reads as

\[
\int_{\mathcal{V}} \max_{(g_1, g_2) \in G_{\delta}(x,u,v)} (\Gamma(V(g_1)) + W(g_1, g_2)) \mu(dv) \leq \Gamma(V(x)) + W(x,u) - \bar{\varrho}(x,u). \tag{4.17}
\]

We notice that for any \( \delta \in \mathcal{PD}(A) \), we have \( \bar{A} = \{(x, u) \in \mathcal{X} \times \mathcal{U} \mid x \in A, (x, u) \in \text{graph}(K)\} = \{(x, u) \in \mathcal{X} \times \mathcal{U} \mid x \in A, (x, u) \in \text{graph}(K_{\delta})\} \). Now, for any \( \delta \in \mathcal{PD}(A) \), if \( u \not\in K_{\delta}(x) \) then by definition (4.12), we get \( G_{\delta}(x,u,v) = \emptyset \), so that \( \max_{(g_1, g_2) \in \emptyset} \Gamma(V(g_1)) + W(g_1, g_2) = 0 \). Then (4.17) can be trivially satisfied by choosing \( \bar{\varrho}(x,u) := W(x,u)/2 + \varrho(x) \), so that we get \( \Gamma(V(x)) - \varrho(x) + W(x,u))/2 \geq W(x,u))/2 \geq 0 \). We notice that \( \bar{\varrho} \in \mathcal{PD}(\bar{A}) \). While if \( u \in K_{\delta}(x) \), then \( W(x,u) = 0 \) in view of Lemma 4.3 and, according to (4.12), \( g_2 \in K_{\delta}(g_1) \), and hence \( W(g_1, g_2) = 0 \) also in view of Lemma 4.3. Therefore we
get $\max_{u \in K_\delta(x)} \int \max_{g_1 \in f_\delta(x,u,v)} \Gamma(V(g_1)) \mu(dv) \leq \Gamma(V(x)) - \varrho(x)$, which is equivalent to (4.9).

It follows from the regularity properties of $G_\delta$ established in Proposition 4.2, the inequality (4.16) in Proposition 4.2 and the definition of Lyapunov function that $\bar{V}$ (4.15) is an Lyapunov function relative to $\bar{A}$ defined in (4.14) for (4.12). In essence, the above result establishes the robustness of global asymptotic stability in probability property even under the action of a discontinuous control law for the closed loop stochastic system, provided the perturbation is sufficiently small and strictly causal. Similar results for the recurrence property also exist and we refer the reader to [72] for more details.
Chapter 5

Stochastic hybrid systems

5.1 Introduction

Stochastic hybrid systems (SHS) allow continuous-time evolution of the states, discrete-time events and probabilistic behavior. In SHS, randomness can affect the continuous-time dynamics, the discrete-time dynamics or the transition between the dynamics. Consequently, SHS models with varying degrees of complexity are studied in the literature. Frameworks for modeling SHS are in [23], [25], [24] and [78]. SHS models arise frequently in the context of complex systems like air traffic management systems, networked control systems and systems biology. See [79], [80], [81] and [26] for more details. The recent survey paper [27] presents a unified modeling framework for the various SHS representations in the literature and addresses stability related issues. In particular, important topics that are well studied in the case of non-stochastic hybrid systems like sufficient conditions for stability, weak sufficient conditions for stability, invariance principle, robust stability conditions and converse Lyapunov theorems are analyzed in detail in [27] for stochastic hybrid systems that produce unique solutions.

In this chapter, the class of systems we study are stochastic hybrid systems modeled by
set-valued mappings for which the randomness is restricted to the discrete-time dynamics. The system model we study can account for spontaneous transitions, forced transitions and probabilistic resets. We adopt the framework for modeling SHS with non-unique solutions proposed in [25] and [82]. This class of systems covers other frameworks such as piecewise-deterministic Markov processes (PDMP) and Markov jump systems.

The main goal of this chapter is to introduce the reader to a class of stochastic hybrid systems modeled by set-valued mappings and develop results related to the invariance principle. We use the invariance principle to develop weak sufficient conditions for stability and recurrence. As a consequence of the invariance principle we also establish sufficient conditions for stochastic stability properties that rely on Lyapunov-like functions satisfying strict decrease properties. The results in this chapter are from [83]. Other aspects related to stability theory like converse theorems and robustness are studied in detail in a subsequent chapter.

5.2 Preliminaries on stochastic hybrid systems

We consider a class of stochastic hybrid systems introduced in [25] with a state $x \in \mathbb{R}^n$ and random input $v \in \mathbb{R}^m$ written formally as

\begin{align}
\dot{x} & \in F(x), x \in C \\
x^+ & \in G(x, v^+), x \in D \\
v & \sim \mu(\cdot)
\end{align}

where $C, D \subset \mathbb{R}^n$ represent the flow and jump sets (where continuous and discrete evolution of the state is permitted) respectively and $F, G$ represent the flow and jump maps respectively. The continuous-time dynamics is modeled by a differential inclusion and
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the discrete-time dynamics is modeled by a stochastic difference inclusion.

The distribution function $\mu$ is derived from the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and a sequence of independent, identically distributed (i.i.d.) input random variables $v_i : \Omega \to \mathbb{R}^m$ defined on $(\Omega, \mathcal{F}, \mathbb{P})$ for $i \in \mathbb{Z}_{\geq 1}$. Then $\mu$ is defined as $\mu(A) = \mathbb{P}(\omega \in \Omega : v_i(\omega) \in A)$ for every $A \in \mathcal{B}(\mathbb{R}^m)$. We denote by $\mathcal{F}_i$ the collection of sets $\{\omega : (v_1(\omega), ..., v_i(\omega)) \in A\}$, $A \in \mathcal{B}((\mathbb{R}^m)^i)$ which are the sub-$\sigma$ fields of $\mathcal{F}$ that form the natural filtration of $\mathbf{v} = \{v_i\}_{i=1}^{\infty}$. We refer to the stochastic hybrid system in (5.1) by the notation $\mathcal{H}$. For simplicity we will refer to the stochastic hybrid system through its data as

$$ \mathcal{H} := (C, F, D, G, \mu). $$

(5.2)

We now define the notion of random solution to (5.1) under the following basic assumptions that is a combination of Standing Assumptions 2.1 and 3.1.

**Standing Assumption 5.1** The data of the stochastic hybrid system $\mathcal{H}$ satisfies the following conditions:

1. The sets $C, D \subset \mathbb{R}^n$ are closed;
2. The mapping $F : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ is outer-semicontinuous, locally bounded with nonempty convex values on $C$;
3. The mapping $G : \mathbb{R}^n \times \mathbb{R}^m \rightrightarrows \mathbb{R}^n$ is locally bounded and the mapping $v \mapsto graph(G(\cdot, v)) := \{(x, y) \in \mathbb{R}^{2n} : y \in G(x, v)\}$ is measurable with closed values.

### 5.2.1 Solution concept

Let $(\Omega, \mathcal{F})$ be a measurable space. A stochastic hybrid arc is a mapping $\mathbf{x}$ defined on $\Omega$ such that $\mathbf{x}(\omega)$ is a hybrid arc for each $\omega \in \Omega$ and the set-valued mapping from $\Omega$ to...
\( \mathbb{R}^{n+2} \) defined by

\[
\omega \mapsto \text{graph}(x(\omega)) := \{(t, j, z) : \phi = x(\omega), (t, j) \in \text{dom}(\phi), z = \phi(t, j)\}
\]

is \( \mathcal{F} \)-measurable with closed values. We define \( \text{graph}(x(\omega))_{\leq j} := \text{graph}(x(\omega)) \cap (\mathbb{R}_{\geq 0} \times \{0, ..., j\} \times \mathbb{R}^n) \). An \( \{\mathcal{F}_j\}_{j=0}^{\infty} \) adapted stochastic hybrid arc is a stochastic hybrid arc \( x \) such that the mapping

\[
\omega \mapsto \text{graph}(x(\omega))_{\leq j} := \text{graph}(x(\omega)) \cap (\mathbb{R}_{\geq 0} \times \{0, ..., j\} \times \mathbb{R}^n)
\]

is \( \mathcal{F}_j \) measurable for each \( j \in \mathbb{Z}_{\geq 0} \). An adapted stochastic hybrid arc \( x \) is a solution starting from \( x \) denoted \( x \in \mathcal{S}_r(x) \) if \( x(\omega) \) is a solution to (5.1) with inputs \( \{v_i(\omega)\}_{i=1}^{\infty} \); that is with \( \phi_{\omega} := x(\omega) \) we have

1. \( \phi_{\omega}(0, 0) = x; \)

2. if \( (t_1, j), (t_2, j) \in \text{dom}(\phi_{\omega}) \) with \( t_1 < t_2 \) then, for almost every \( t \in [t_1, t_2] \), \( \phi_{\omega}(t, j) \in C \) and \( \dot{\phi}_{\omega}(t, j) \in F(\phi_{\omega}(t, j)); \)

3. if \( (t, j), (t, j+1) \in \text{dom}(\phi_{\omega}) \) then \( \phi_{\omega}(t, j) \in D \) and \( \phi_{\omega}(t, j+1) \in G(\phi_{\omega}(t, j), v_{j+1}(\omega)). \)

We observe that the set of hybrid arcs with closed graphs can be thought of as a subset in the space of not-identically empty-valued outer semicontinuous set-valued mappings from \( \mathbb{R}^2 \) to \( \mathbb{R}^n \). It follows from [84, Theorem 5.50], equipped with the metric of graph distance, this space is a separable, locally compact, complete (and \( \sigma \)-compact) metric space, which we denote \( (\mathcal{X}, d) \).

The data \( (C, F, D, G, \mu) \) of the stochastic hybrid system \( \mathcal{H} \) are assumed to satisfy the conditions of Standing Assumption [5.1] throughout the rest of this chapter and the subsequent chapter. The main motivations for imposing such conditions are as follows.
Firstly, the sequential compactness of solutions of SHS established in [85] uses Standing Assumption 5.1 and are crucial to developing the invariance principle for SHS. Secondly, under the conditions of Standing Assumption 5.1 it is established in [25] that the system generates non-trivial random solutions. Finally, the equivalence between uniform and non-uniform versions of stability and recurrence which holds under the conditions of Assumption Standing Assumption 5.1 will be required to establish weak sufficient conditions for asymptotic stability in probability and recurrence.

5.3 Weak total recurrence

The rest of this chapter will be devoted to establishing a result similar to the invariance principle for the class of stochastic hybrid systems satisfying Standing Assumption 5.1. In this section we introduce the reader to the concept of “weak total recurrence in probability” of compact sets, explain the importance of this concept and present motivations for considering this concept over the more frequently studied “invariant” set concept.

A notion of weak total recurrence of sets is presented in [61] for stochastic difference inclusions. We note that we use a weaker definition of weak total recurrence introduced in [86] that utilizes probabilities of certain events as opposed to expected values used in [61]. The main reason for adopting the definitions in [86] is that the weaker version of the definition is sufficient for establishing the main results of the chapter.

We now recall the notion of weak total recurrence introduced in [86]. Given compact sets $S, K \subset \mathbb{R}^n$, $0 \leq \tau_1 < \tau_2$ and $\phi$ a solution to the non-stochastic hybrid system
(\(K, F, K, K\)) (with \(C = K\), \(D = K\) and \(G(x) = K\)) starting from \(K\) we define

\[
\varphi_{\tau_1, \tau_2, S}(\phi) := \max_{(t_1, j_1), (t_2, j_2) \in \text{dom}\phi} \int_{t_1}^{t_2} \mathbb{I}_S(\phi(s, j(s))) ds + \sum_{i=j_1+1}^{j_2} \mathbb{I}_S(\phi(t(i), i - 1))
\]

\[
\tau_1 \leq t_1 + j_1 \leq t_2 + j_2 \leq \tau_2
\]

where \(j(s)\) is the smallest index \(j\) such that \((s, j) \in \text{dom}(\phi)\) and \(t(i)\) is the smallest time \(t\) such that \((t, i) \in \text{dom}(\phi)\). For the case when \(\tau_1 = 0\) and \(\tau_2 = \tau\), we refer to the mapping by \(\varphi_{\tau, S}(\cdot)\). The mapping \(\varphi_{\tau, S}(\cdot)\) refers to the total amount of time that a hybrid arc spends in the set \(S\) within hybrid time \(\tau\). For the case when \(\phi \in \mathcal{X}\) is not in the set of solutions generated by \((K, F, K, K)\) we define \(\varphi_{\tau, S}(\phi) = 0\). It can be observed that if \(S_1 \subset S_2\) then \(\varphi_{\tau, S_1}(\phi) \leq \varphi_{\tau, S_2}(\phi)\). More generally,

\[
S \subset \bigcup_{i=1}^{n} S_i \implies \varphi_{\tau, S}(\phi) \leq \sum_{i=1}^{n} \varphi_{\tau, S_i}(\phi).
\]

The next result is proved in the appendix and it establishes that the function \(\varphi_{\tau_1, \tau_2, S}\) is upper semicontinuous with respect to the hybrid arcs generated by the system \((K, F, K, K)\).

**Lemma 5.1** Let \(K, S \subset \mathbb{R}^n\) be compact. For each \(0 \leq \tau_1 < \tau_2\), and a sequence of solutions \(\phi_i\) converging to a solution \(\phi\), we have \(\limsup_{i \to \infty} \varphi_{\tau_1, \tau_2, S}(\phi_i) \leq \varphi_{\tau_1, \tau_2, S}(\phi)\).

Let \(\Psi \subset \mathbb{R}^n\) be compact. For each \(\varepsilon > 0\) and compact set \(K \subset \mathbb{R}^n\), let \(S^\varepsilon(K)\) denote the solutions of \((C_\varepsilon, F, D_\varepsilon, G_\varepsilon)\) from the set \(K\) where

\[
C_\varepsilon := C \cap (\Psi + \varepsilon \mathbb{B})
\]

\[
D_\varepsilon := D \cap (\Psi + \varepsilon \mathbb{B})
\]

\[
G_\varepsilon(x, v) := G(x, v) \cap (\Psi + \varepsilon \mathbb{B})
\]
Definition 5.1 A point $x \in \Psi$ is said to be weakly recurrent in probability relative to $\Psi$ for $\mathcal{H}$ if, for each $\varepsilon > 0$ there exists $\varrho > 0$ and for each $\Delta > 0$ there exist $\tau > 0$ and $x \in S_{\varepsilon}(\Psi + \varepsilon B)$ such that, with the definitions $S_{\varepsilon} := \{x\} + \varepsilon B$ and (5.4),

$$P(\Delta \leq \varphi_{\tau,S_{\varepsilon}}(x)) \geq \varrho. \tag{5.5}$$

In other words, a point is weakly recurrent relative to $\Psi$ if, for every neighborhood of the point, there exists a random solution visiting the neighborhood for arbitrarily large times with positive probability while staying close to the $\Psi$. A compact set $\Psi \subset \mathbb{R}^n$ is said to be weakly totally recurrent in probability for $\mathcal{H}$ if each point in $\Psi$ is weakly recurrent in probability relative to $\Psi$ for $\mathcal{H}$. The mapping $\omega \mapsto \varphi_{\tau,S_{\varepsilon}}(x(\omega))$ is measurable due to Lemma 5.1 and the mapping $\omega \mapsto x(\omega)$ being measurable from [85, Section II.B]. Hence, the event $\{\omega : \Delta \leq \varphi_{\tau,S_{\varepsilon}}(x(\omega))\}$ is measurable.

The motivation for considering the concept of weak total recurrence as opposed to the concept of invariance is that even for non-stochastic hybrid systems weakly totally recurrent sets are typically smaller than weakly invariant (forward and backward) sets and hence, establishing convergence to weakly totally recurrent sets provides a sharper characterization. For stochastic hybrid systems, similar connections between weakly totally recurrent in probability sets, weakly forward invariant sets (in an almost sure sense) and an intermediary quasi-invariance property are studied. Also, as observed in [86], weak backward invariance does not seem to be a natural concept to study for stochastic hybrid systems and hence only minimal observations regarding the property are presented in this chapter.

For any compact set $K$, the union of all subsets of $K$ that are weakly totally recurrent in probability provides the largest set in $K$ that is weakly totally recurrent in probability. The main results in this chapter are stated in terms of such sets. The next result precisely
establishes the notion of largest weakly totally recurrent in probability set inside compact sets.

**Lemma 5.2** Let $K \subset \mathbb{R}^n$ be compact and let $\mathcal{R}$ be a collection of subsets of $K$ that are weakly totally recurrent in probability for $\mathcal{H}$. Then the set $\hat{\Psi} := \bigcup_{\Psi \in \mathcal{R}} \Psi$ is a compact subset of $K$ that is weakly totally recurrent in probability for $\mathcal{H}$.

**Proof:** The containment $\hat{\Psi} \subset K$ is a result of $K$ being compact and $\Psi \subset K$ for each $\Psi \in \mathcal{R}$. Let $\zeta \in \hat{\Psi}$ and $\varepsilon > 0$ be arbitrary. From the definition of $\hat{\Psi}$, there exist $\Psi \in \mathcal{R}$, $\eta \in \Psi$ and $\varepsilon_1 \in (0, \varepsilon)$ satisfying $S_{\varepsilon_1} := \{\eta\} + \varepsilon_1 B \subset \{\zeta\} + \varepsilon B =: S_{\varepsilon}$. In turn, it follows from the weak total recurrence in probability of $\Psi$ that there exist $\varrho > 0$ and for each $\Delta > 0$ there exist $x \in S_{\varepsilon_1}(\Psi + \varepsilon_1 B)$ and $\tau > 0$ such that (5.5) holds with $S_{\varepsilon_1}$ in place of $S_{\varepsilon}$ and, since $S_{\varepsilon_1} \subset S_{\varepsilon}$, (5.5) holds with $S_{\varepsilon}$ not replaced by $S_{\varepsilon_1}$ as well. Since $\Psi + \varepsilon_1 B \subset \hat{\Psi} + \varepsilon B$, it follows that $x \in S_{\varepsilon}(\hat{\Psi} + \varepsilon B)$, where the solutions $S_{\varepsilon}$ come from the data (5.4) with $\hat{\Psi}$ in place of $\Psi$. It follows that $\zeta$ is weakly totally recurrent in probability relative to $\hat{\Psi}$. 

### 5.4 The recurrence principles

In this section, we present the main results of this chapter related to the sets to which bounded random solutions converge. Since we characterize convergence to sets that are weakly totally recurrent as opposed to weakly invariant, we refer to our results as “recurrence principles”. The proofs of the main results are presented in the Appendix.

#### 5.4.1 Limit sets of random solutions

For the stochastic hybrid system in (5.1), we now define the notion of a limit set of a bounded random solution. Given a compact set $K \subset \mathbb{R}^n$, a random solution $x$ is said
to be *almost surely contained in* $K$ if $\text{graph}(x(\omega)) \subset \mathbb{R}^2 \times K$ for almost all $\omega \in \Omega$. A random solution $x$ is said to be *complete with positive probability* if there exists $\rho > 0$ such that $\mathbb{P}(\text{dom } x \cap \Gamma_{\geq i} \neq \emptyset \ \forall i \in \mathbb{Z}_{\geq 0}) \geq \rho$.

**Definition 5.2** For a random solution $z$ that is almost surely contained in a compact set and complete with positive probability, we define its recurrent in probability set, denoted $\Psi(z)$, to be the set of points $\zeta \in \mathbb{R}^n$ such that, for each $\varepsilon > 0$ there exists $\varrho > 0$ and for each $\Delta > 0$ there exists $\tau > 0$ such that, with $S_\varepsilon := \{\zeta\} + \varepsilon B$, $\mathbb{P}(\Delta \leq \varphi_{\tau,S_\varepsilon}(z)) \geq \varrho$.

In other words, the set $\Psi(z)$ denotes the set of points such that the solution $z$ visits every neighborhood of the set for arbitrarily large times with a positive probability.

For non-stochastic hybrid systems (2.1) in Chapter 2, under Standing Assumption 3.1, it is established in [14, Prop 6.21] that a complete, bounded solution of (2.1) converges to its $\Omega$-limit set which is non-empty, compact and satisfies a weak invariance property. The first main result of this chapter establishes a similar characterization of the behavior of a random solution $z$ that is almost surely bounded and complete with positive probability. In particular, we establish convergence properties with respect to the limit set $\Psi(z)$ and prove that $\Psi(z)$ is non-empty, compact and satisfies a weak total recurrence property.

**Theorem 5.1** Let $K_\infty \subset K \subset \mathbb{R}^n$ be compact and $z$ be almost surely contained in $K$, complete with positive probability, and such that almost every complete sample path converges to $K_\infty$. Then $\Psi(z)$ is nonempty, compact, contained in $K_\infty$, weakly totally recurrent in probability, and almost every complete sample path of $z$ converges to $\Psi(z)$.

### 5.4.2 Krasovskii-LaSalle functions

In this section we describe Lyapunov-like functions that are non-increasing during flows and non-increasing on average during jumps.
Let $K \subset \Lambda \subset \mathbb{R}^n$ be compact sets. A continuous function $V : \Lambda \rightarrow \mathbb{R}_{\geq 0}$ is a \textit{stochastic Krasovskii-LaSalle} function relative to $(K, \Lambda)$ if

$$V(\phi(t)) \leq V(x) - \int_0^t \kappa(\phi(s))ds, t \in \text{dom}(\phi), \phi \in \mathcal{S}_{C \cap \Lambda}^F(x)$$

$$\int_{\mathbb{R}^m} \max_{g \in G(x,v) \cap \Lambda} V(g)\mu(dv) \leq V(x) - \kappa(x), \forall x \in D \cap \Lambda,$$

where $\kappa : \Lambda \rightarrow \mathbb{R}_{\geq 0}$ is continuous and $\kappa(x) > 0$ when $x \in \Lambda \setminus K$ and $\mathcal{S}_{C \cap \Lambda}^F(x)$ refers to the solutions of (5.1a) starting at $x$ with the flow set $C \cap \Lambda$. Since $\Lambda$ is compact and $V$ is continuous there exist $0 \leq c_1 < c_2$ such that $V(\Lambda) \in [c_1, c_2]$. Under the existence of Krasovskii-LaSalle functions, we will refine the sets to which bounded random solutions converge.

For non-stochastic hybrid systems (2.1) in Chapter 2, under Standing Assumption 3.1 and the existence of a non-increasing Lyapunov function, it is established in [14, Thm 8.2] that complete, bounded solutions of (2.1) converge to the largest weakly invariant set within the level set of the Lyapunov function. The second main result of this chapter establishes a similar characterization for the complete sample paths of a bounded random solution $x$ in the presence of a non-increasing on average Lyapunov-like function. In particular, we establish that almost every complete path of $x$ converges to the largest weakly totally recurrent set within the level set of the Lyapunov-like function.

\textbf{Theorem 5.2} Let $V$ be a stochastic Krasovskii-LaSalle function relative to $(K, \Lambda)$. Then, for every random solution $x$ generated from the data $(C \cap \Lambda, F, D \cap \Lambda, G \cap \Lambda, \mu)$ almost every complete sample path $x(\omega)$ converges to the largest weakly totally recurrent in probability set contained in $K \cap L_V(c(\omega))$ for some $c(\omega) \in [c_1, c_2]$. 
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5.5 Corollaries of the recurrence principle

In this section we present some important corollaries of Theorem 5.1 and also make connections to the recurrence principle established for stochastic difference inclusions in [61].

**Corollary 5.1** Let \( K \subset \mathbb{R}^n \) be compact, let \( z \) be a solution that is almost surely contained in \( K \) and let \( K_\infty \) be such that, for each \( \epsilon > 0 \) and \( \varrho > 0 \) there exists \( \Delta > 0 \) such that, with \( S_\epsilon := K \setminus (K_\infty + \epsilon B^\circ) \), we have

\[
P(\Delta \leq \varphi_{\tau,S_\epsilon}(z)) \leq \varrho \quad \forall \tau \geq 0.
\]  

(5.6)

Under these conditions, almost every complete sample path of \( z \) converges to the largest weakly totally recurrent set contained in \( K_\infty \).

**Proof:** We claim that, under the conditions of the corollary, almost every complete sample path converges to \( K_\infty \). Indeed, if this is not the case then there exists \( \epsilon > 0 \) and \( \varrho > 0 \) and for each \( \Delta > 0 \) there exists \( \tau \) such that

\[
P(\Delta \leq \varphi_{\tau,S_\epsilon}(z)) > \varrho.
\]  

(5.7)

But this contradicts the assumption of the Corollary. Now the result follows from Theorem 5.1. \( \blacksquare \)

**Corollary 5.2** Let \( K \subset \mathbb{R}^n \) be compact, let \( z \) be a solution that is almost surely contained in \( K \) and let \( K_\infty \) be such that, for each \( \epsilon > 0 \) there exists \( \Delta > 0 \) such that, with \( S_\epsilon := K \setminus (K_\infty + \epsilon B^\circ) \), we have

\[
\mathbb{E} [\varphi_{\tau,S_\epsilon}(z)] \leq \Delta \quad \forall \tau \geq 0.
\]  

(5.8)
Under these conditions, almost every complete sample path of $z$ converges to the largest weakly totally recurrent set contained in $K_\infty$.

**Proof:** We claim that (5.8) implies (5.6). Indeed, suppose (5.8) holds but (5.6) does not hold, i.e., there exists $\varepsilon > 0$ and $\varrho > 0$ such that for $\hat{\Delta} > \Delta/\varrho$ there exists $\tau > 0$ such that

$$
P\left(\hat{\Delta} \leq \varphi_{\tau,S_\varepsilon}(z)\right) \geq \varrho. \tag{5.9}
$$

Then $E[\varphi_{\tau,S_\varepsilon}(z)] \geq \hat{\Delta}\varrho > \Delta$, which contradicts the bound (5.8) and establishes the result. \hfill \Box

Given a compact set $K \subset \mathbb{R}^n$, lower semicontinuous functions $\kappa_1, \kappa_2 : K \rightarrow \mathbb{R}_{\geq 0}$, and $\tau > 0$, for each $\phi$ that is a solution of $(K,F,K,K)$ we define

$$
\varphi_{\tau,\kappa_1,\kappa_2}(\phi) := \max_{(t,j) \in \text{dom} \phi, t+j \leq \tau} \left( \int_0^t \kappa_1(\phi(s,j(s)))ds + \sum_{i=1}^j \kappa_2(\phi(t(i),i-1)) \right).
$$

The following result will be used in the proof of Theorem 5.2 and is similar to the result in [48, Corollary 5.6] for non-stochastic hybrid systems.

**Corollary 5.3** Let $K \subset \mathbb{R}^n$ be compact, $z$ be a solution that is almost surely contained in $K$, and $\kappa_1, \kappa_2 : K \rightarrow \mathbb{R}_{\geq 0}$ be lower semicontinuous functions such that, for some $\Delta > 0$,

$$
E[\varphi_{i,\kappa_1,\kappa_2}(z)] \leq \Delta \quad \forall i \in \mathbb{Z}_{\geq 0}. \tag{5.10}
$$

Then almost every complete sample path of $z$ converges to the largest weakly totally recurrent set contained in the union of the zero-level sets of $\kappa_1$ and $\kappa_2$.

**Proof:** We first note that the measurability of the mapping $\omega \mapsto \varphi_{i,\kappa_1,\kappa_2}(x(\omega))$ follows from induction due to the measurability of $\omega \mapsto x(\omega)$ and the lower semicontinuity
of \( \kappa_1 \) and \( \kappa_2 \). Define \( K_{\infty} := \{ x \in K : \kappa_1(x)\kappa_2(x) = 0 \} \). For each \( \varepsilon > 0 \), define the compact set \( S_{\varepsilon} := K \setminus (K_{\infty} + \varepsilon B^o) \) and

\[
\kappa_\varepsilon := \min_{i \in \{1, 2\}} \inf_{z \in S_{\varepsilon}} \kappa_i(z). \tag{5.11}
\]

Since \( \kappa_1 \) and \( \kappa_2 \) are lower semicontinuous, it follows that \( \kappa_\varepsilon > 0 \). Indeed, if \( \kappa_\varepsilon = 0 \) then there exist \( j \in \{1, 2\} \) and a sequence \( z_i \in S_{\varepsilon} \) converging to some \( z \in S_{\varepsilon} \) with \( \kappa_j(z_i) \to 0 \) as \( i \to \infty \). Then by lower semicontinuity \( \kappa_j(z) \leq \lim_{i \to \infty} \kappa_j(z_i) = 0 \), which contradicts \( z \in S_{\varepsilon} \). Now the result follows from the bound

\[
\mathbb{I}_{S_{\varepsilon}}(z) \leq \kappa_j(z)/\kappa_\varepsilon \quad \forall z \in K, j \in \{1, 2\} \tag{5.12}
\]

which gives that without loss of generality (5.10) implies (5.8) with \( \Delta/\kappa_\varepsilon \) in place of \( \Delta \).

The main difference between the next theorem and Theorem 5.1 is the assumption of the random solution being contained almost surely in a compact set. In particular, the following result focuses only on convergence of sample paths of the random solution that remains bounded. A similar result is established in [61, Thm 6] for stochastic difference inclusions. The proof is presented in the appendix.

**Theorem 5.3** Let \( K_{\infty} \subset \mathbb{R}^n \) be compact. Let \( \mathbf{x} \) be a random solution and \( \Omega_{K,\infty} \) be the set of all \( \omega \in \Omega \) such that \( \mathbf{x}(\omega) \) is complete and converges to \( K_{\infty} \). Then, for almost every \( \omega \in \Omega_{K,\infty} \), \( \mathbf{x}(\omega) \) converges to the largest weakly totally recurrent in probability set contained within \( K_{\infty} \).
5.6 Comparison to invariance properties

In this section, we will compare the weak total recurrence in probability concept to well known invariance concepts. In particular, we establish that

1. Each compact set that is weakly forward invariant almost surely contains a weakly totally recurrent in probability set

2. Each compact set that is weakly totally recurrent in probability is weakly forward invariant almost surely.

Hence, our motivation to study weakly totally recurrent sets as opposed to weakly forward invariant sets is justified since the former is usually smaller and provides a sharper characterization when describing solution behavior. We will also describe an intermediary invariance property introduced in [86] called “weak quasi-return invariance” and the proof for establishing the relationship between weak forward invariance and weak total recurrence relies on this intermediate property.

5.6.1 Weak quasi-return invariance

A compact set $\Psi \subset \mathbb{R}^n$ is weakly long-time quasi-return-invariant in probability for $\mathcal{H}$ if, for each $x \in \Psi$, $\tau > 0$, and $\varepsilon > 0$, and with the definition $S_\varepsilon := \{x\} + \varepsilon \mathbb{B}$, there exists $x \in S_\varepsilon (S_\varepsilon)$ (where, as before, $S_\varepsilon$ denotes solutions of $(C_\varepsilon, F, D_\varepsilon, G_\varepsilon, \mu)$ defined via (5.1a) and (5.4)) such that

$$\mathbb{P} (\text{graph}(x) \cap (\Gamma_{\geq \tau} \times S_\varepsilon) \neq \emptyset) \geq 1 - \varepsilon.$$  \hfill (5.13)

In essence a set is weakly long-time quasi-return invariant in probability if for every neighborhood of every point in the set there exists a random solution such that the
probability of visiting the neighborhood after arbitrarily large times while staying close to the set can be made arbitrarily close to one.

**Theorem 5.4** If a compact set is weakly totally recurrent in probability for $\mathcal{H}$ then it is weakly long-time quasi-return-invariant in probability for $\mathcal{H}$.

The following lemma is used to prove Theorem 5.4. It establishes that a set that is not weakly long-time quasi-return-invariant in probability for $\mathcal{H}$ is also not weakly totally recurrent in probability for $\mathcal{H}$.

**Lemma 5.3** Suppose $x \in \Psi$, $\tau > 0$ and $\varepsilon > 0$ are such that, with the definitions $S_\varepsilon := \{x\} + \varepsilon \mathbb{B}$ and (5.4), for each solution $y \in S^\varepsilon_\tau(S_\varepsilon)$,

$$
\mathbb{P} \left( \text{graph}(y) \cap (\Gamma_{\geq \tau} \times S_\varepsilon) \neq \emptyset \right) \leq 1 - \varepsilon. \quad (5.14)
$$

Under these conditions, for each $\varepsilon_1 \in (0, \varepsilon)$ and with the definitions $S_{\varepsilon_1} := \{x\} + \varepsilon_1 \mathbb{B}$ and (5.4), for each $x \in S^\varepsilon_\tau(\Psi + \varepsilon_1 \mathbb{B})$,

$$
\mathbb{E} \left[ \varphi_{j\tau,S_{\varepsilon_1}}(x) \right] \leq \tau \left( 1 + \sum_{i=0}^{j-1} (1 - \varepsilon)^i \right) \quad \forall j \in \mathbb{Z}_{\geq 1} \quad (5.15)
$$

so that

$$
\mathbb{E} \left[ \varphi_{\tau,S_{\varepsilon_1}}(x) \right] \leq \tau \left( 1 + \varepsilon^{-1} \right) \quad \forall \tau > 0. \quad (5.16)
$$

In particular, $x$ is not weakly recurrent in probability with respect to $\Psi$ for $\mathcal{H}$.

**Proof:** We use the notation $x_\omega := x(\omega)$. We define a sequence of hitting times as follows: $(T_0(\omega), J_0(\omega)) := (0, 0)$ and, for each $i \in \mathbb{Z}_{\geq 0}$, $(T_{i+1}(\omega), J_{i+1}(\omega))$ is the infimum
over \((t,j) \in \text{dom } x_\omega\) such that \(t + j \geq \tau + T_i(\omega) + J_i(\omega)\) and \(x_\omega(t,j) \in \{x\} + \varepsilon \mathcal{B}\). By this construction,

\[
j \tau \leq T_j(\omega) + J_j(\omega) \quad \forall (j,\omega) \in \mathbb{Z}_\geq 0 \times \Omega
\]  

(5.17)

and the amount of hybrid time that a trajectory \(x_\omega\) spends in the set \(S_{\varepsilon_1}\) between \((T_i(\omega), J_i(\omega))\) and \((T_{i+1}(\omega), J_{i+1}(\omega))\) is bounded by \(\tau\). Let \(\Omega_T := \{\omega : T_i(\omega) \neq \emptyset\}\). Due to the assumption of the lemma,

\[
P(\Omega_T) \leq (1 - \varepsilon)^{i-1} \quad \forall i \in \mathbb{Z}_\geq 1.
\]  

(5.18)

It follows from these observations that, for each \(j \in \mathbb{Z}_\geq 1\),

\[
E \left[ \varphi_{j\tau, S_{\varepsilon_1}}(x) \right] \leq \tau \sum_{i=0}^{j} P(\Omega_T_i) = \tau \left( P(\Omega_T_0) + \sum_{i=1}^{j} P(\Omega_T_i) \right)
\]

\[
= \tau \left( 1 + \sum_{i=1}^{j} (1 - \varepsilon)^{i-1} \right) = \tau \left( 1 + \sum_{i=0}^{j-1} (1 - \varepsilon)^i \right)
\]

which is (5.15). Then (5.16) follows from the fact that \(\sum_{i=0}^{\infty} (1 - \varepsilon)^i = \varepsilon^{-1}\). In turn, \(x\) cannot be weakly recurrent in probability with respect to \(\Psi\) for \(\mathcal{H}\) since the condition (5.5) and that the fact that \(\Delta > 0\) can be made arbitrarily large by picking \(\tau\) sufficiently large implies that \(E \left[ \varphi_{j\tau, S_{\varepsilon_1}}(x) \right]\) grows unbounded with \(\tau\).

We also refer the reader to [86, Example 1] which illustrates the gap between weakly totally recurrent sets and weakly quasi invariant sets.

5.6.2 Weak forward invariance

A compact set \(\Psi \subset \mathbb{R}^n\) is weakly forward invariant almost surely for \(\mathcal{H}\) if, for each \(x \in \Psi\), there exists \(\mathbf{x} \in S_r(x)\) such that, for almost every \(\omega \in \Omega\), \(\mathbf{x}(\omega)\) is complete and
remains in $\Psi$ for all time. The next result establishes that a compact set that is weakly forward invariant almost surely for $\mathcal{H}$ contains a weakly totally recurrent in probability set and is a consequence of the recurrence principle in Theorem 5.1.

**Proposition 5.1** Each compact set that is weakly forward invariant almost surely for $\mathcal{H}$ contains a nonempty, compact set that is weakly totally recurrent in probability for $\mathcal{H}$.

**Proof:** Let $K$ denote the compact set that is weakly forward invariant almost surely. According to this property, there exists a solution $z$ that is complete and contained in $K$ almost surely. Define $K_\infty := K$. By Theorem 5.1, the recurrent in probability set for $z$ is nonempty, compact, contained in $K$, and weakly totally recurrent in probability for $\mathcal{H}$, which establishes the result.

The next result relies on a sequential compactness result established [85] for the class of stochastic hybrid systems studied in this chapter.

**Theorem 5.5** If a compact set is weakly long-time quasi-return-invariant in probability for $\mathcal{H}$ then it is weakly forward invariant almost surely for $\mathcal{H}$.

**Proof:** Let $x \in \Psi$. Using weak long-time quasi-return-invariance in probability for $\mathcal{H}$, for each $i \in \mathbb{Z}_{\geq 1}$ there exists $x_i \in S_i^{-1}(S_{i-1})$ (with $S_{i-1} := \{x\} + 1/i\mathbb{B}$) such that

$$
\mathbb{P}(\text{graph}(x_i) \cap (\Gamma_{\geq i-1} \times S_{i-1}) \neq \emptyset) \geq 1 - i^{-1}.
$$

(5.19)

For each $i \in \mathbb{Z}_{\geq 1} \cup \{\infty\}$, define $\varphi_i : \mathcal{X} \to \mathbb{R}_{\geq 0}$ as

$$
\varphi_i(T) := \begin{cases} 
1 & \text{graph}(T) \subset (\mathbb{R}^2 \times (\Psi + i^{-1}\mathbb{B})) \\
0 & \text{otherwise}. 
\end{cases}
$$

(5.20)

With $\varphi := \varphi_\infty$, it can be shown that [85] Assumption 2 holds. It follows from (5.4), the fact that $x_i \in S_i^{-1}(S_{i-1})$, and (5.20) that $1 = \mathbb{E}[\varphi_i(x_i)]$ for all $i \in \mathbb{Z}_{\geq 1}$. It now follows
from [85, Corollary 1] that for each $x \in \Psi$ there exists $x \in S_r(x)$ such that $x$ is complete and $1 = \mathbb{E}[\varphi(x)]$, i.e., $x$ remains in $\Psi$ almost surely. In other words, $\Psi$ is weakly forward invariant almost surely for $\mathcal{H}$.  

**Corollary 5.4** If a compact set is weakly totally recurrent in probability for $\mathcal{H}$ then it is weakly forward invariant almost surely for $\mathcal{H}$.

### 5.6.3 Weak backward invariance

A compact set $\Psi \subset \mathbb{R}^n$ is *weakly backward invariant almost surely for $\mathcal{H}$* if, for each $\zeta \in \Psi$ and $\tau > 0$ there exists $x \in S_r(\Psi)$ such that, for almost every $\omega \in \Omega$, $x(\omega)$ reaches $\zeta$ after hybrid time $\tau$ and remains in $\Psi$ before reaching $\zeta$. The next result establishes a connection between long-time quasi-return invariance and weak backward invariance for the specific case of non-stochastic systems.

**Proposition 5.2** If $\Psi \subset \mathbb{R}^n$ can be established to be weakly long-time quasi-return-invariant in probability for $\mathcal{H}$ using solutions that are almost surely constant (as a function $\omega$) then $\Psi$ is weakly backward invariant almost surely for $\mathcal{H}$.

**Proof:** Let $\zeta \in \Psi$ and $\tau > 0$. Due to the assumption of the proposition, for each $i \in \mathbb{Z}_{\geq 1}$ there exists $x_i \in S_{i-1}^{i-1}(S_{i-1})$ such that

$$
\text{graph}(x_i) \cap (\Gamma_{\geq \tau} \times S_{i-1}) \neq \emptyset \quad \text{a.s.} \quad (5.21)
$$

where we have used that $\omega \mapsto x_i(\omega)$ is almost surely constant and $S_{i-1} = \{\zeta\} + i^{-1} \mathbb{B}$. Again using this property and by applying a time shift to $x_i(\omega)$ (similar to the proof of [14, Prop 6.21]) we can assume that

$$
\text{graph}(x_i) \cap ((\Gamma_{\geq \tau} \cap \Gamma_{\leq \tau+1}) \times S_{i-1}) \neq \emptyset \quad \text{a.s.} \quad (5.22)
$$
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though we no longer can assume that the solutions start in $S_{i-1}$. Now, for $i \in \mathbb{Z}_{\geq 0} \cup \{\infty\}$, we let $\varphi_i$ be the indicator function on mappings whose graphs are contained in $\mathbb{R}^2 \times (\Psi + i^{-1}B)$ and that intersect the compact set $(\Gamma_{\geq r} \cap \Gamma_{\leq r+1}) \times S_{i-1}$. These functions and $\varphi := \varphi_\infty$ satisfy [85 Assumption 2]. Moreover, $\varphi_i(x_i) = 1$ almost surely. It thus follows from [85 Theorem 1] that there exists $x \in S^r_0(\Psi)$ such that $E[\varphi(x)] = 1$. This solution verifies almost sure weak backward invariance.

The importance of the assumption regarding the non-stochastic nature of the hybrid system in Proposition 5.2 is illustrated through [86 Example 3]. The example highlights that Proposition 5.2 is not true for general stochastic hybrid systems.

### 5.7 Application to stability theory

The definitions of stochastic stability properties for the class of SHS in (5.1) is stated below, and are adopted from [25].

**Definition 5.3** The compact set $A \subset \mathbb{R}^n$ is uniformly Lyapunov stable in probability for (5.1) if for each $\varepsilon > 0$ and $\rho > 0$ there exists a $\delta > 0$ such that, for $\xi \in A + \delta B$, $x \in S_r(\xi)$

$$
\mathbb{P}\left(\text{graph}(x) \subset (\mathbb{R}^2 \times (A + \varepsilon B^o))\right) \geq 1 - \rho. \quad (5.23)
$$

**Definition 5.4** The compact set $A$ is uniformly Lagrange stable in probability for (5.1) if for each $\delta > 0$ and $\rho > 0$, there exists $\varepsilon > 0$ such that the inequality (5.23) holds.

The set $A$ is uniformly globally stable in probability for (5.1) if it is both Lyapunov stable and Lagrange stable in probability for (5.1).

**Definition 5.5** The set $A$ is uniformly globally attractive in probability for (5.1) if for
each $\varepsilon > 0$, $\rho > 0$ and $R > 0$ there exists a $\tau \geq 0$ so that, for $x \in S_\tau(A + R\mathbb{B})$,

$$
\mathbb{P}
\left( (\text{graph}(x) \cap (\Gamma_{\geq \tau} \times \mathbb{R}^n)) \subset (\mathbb{R}^2 \times (A + \varepsilon\mathbb{B}^\circ)) \right) \geq 1 - \rho.
$$

(5.24)

The compact set $A \subset \mathbb{R}^n$ is uniformly globally asymptotically stable in probability for (5.1) if it is globally stable in probability for (5.1) and uniformly globally attractive in probability for (5.1).

**Definition 5.6** An open, bounded set $O \subset \mathbb{R}^n$ is uniformly globally recurrent for (5.1) if there are no finite escape times for (5.1a) and for each $\rho > 0$ and $R > 0$ there exists $\tau \geq 0$ such that for $\xi \in \mathbb{R}^B$ and $x \in S_\tau(\xi)$,

$$
\mathbb{P}
\left( (\text{graph}(x) \subset (\Gamma_{\leq \tau} \times \mathbb{R}^n)) \vee (\text{graph}(x) \cap (\Gamma_{\leq \tau} \times O)) \right) \geq 1 - \rho.
$$

(5.25)

### 5.7.1 Relaxed sufficient conditions

In this section we present weak sufficient conditions for verifying stochastic stability like asymptotic stability in probability and recurrence.

First, we present sufficient conditions for stability and recurrence based on the recurrence principle in Theorem 5.1. Define $C_\cap := C \cap (\mathbb{R}^n \setminus O)$, $D_\cap := D \cap (\mathbb{R}^n \setminus O)$, $G_\cap(x, v) = G(x, v) \cap (\mathbb{R}^n \setminus O)$ and $K_{\delta, \Delta} := \{ x \in \mathbb{R}^n : |x|_A \in [\delta, \Delta] \}$ for $0 < \delta < \Delta < \infty$.

An alternative way to establish uniform global asymptotic stability in probability of a compact set $A$ is by proving $A$ is uniformly globally stable in probability and for every $\delta, \Delta > 0$, the complement of the compact set $K_{\delta, \Delta}$ is uniformly globally recurrent. See [25 Section 2.3] and [27 Section 4] for more details. The following theorem uses this equivalence to establish relaxed sufficient conditions for UGAS in probability of a compact set $A$. 
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Theorem 5.6 Suppose the compact set $A$ is uniformly globally stable in probability for $\mathcal{H}$. The set $A$ is uniformly globally asymptotically stable in probability for $\mathcal{H}$ if for each $0 < \delta < \Delta < \infty$, the set $K_{\delta,\Delta}$ contains no compact set that is almost surely weakly forward invariant for $\mathcal{H}$.

Proof: We claim that the assumptions of the theorem imply global recurrence of complement of $K_{\delta,\Delta}$ for every $0 < \delta < \Delta < \infty$. The proof of uniformly globally asymptotically stable in probability then follows from [25, Prop 3.1, 2.4, 2.2]. The proof of the claim proceeds by contradiction. Suppose for some $0 < \delta < \Delta < \infty$, the complement of $K_{\delta,\Delta}$ is not recurrent. Then, there exists a random solution $z$ that is generated by the system $(C \cap K_{\delta,\Delta}, F, D \cap K_{\delta,\Delta}, G \cap K_{\delta,\Delta}, \mu)$, that is almost surely contained in $K_{\delta,\Delta}$ and complete with positive probability. By definition, every complete sample path of $z$ converges to the compact set $K_{\delta,\Delta}$. Hence, by the recurrence principle in Theorem [5.1] it converges to the weakly totally recurrent in probability set contained in $K_{\delta,\Delta}$. It follows from Proposition [5.1] that the weakly totally recurrent in probability set contains an almost surely weakly forward invariant set. Hence $K_{\delta,\Delta}$ contains an almost surely weakly forward invariant set. This contradicts the assumption of the theorem and establishes global recurrence of complement of $K_{\delta,\Delta}$ for every $0 < \delta < \Delta < \infty$.

Similarly, an alternative way to establish uniform global recurrence of an open, bounded set $O$ is by proving $\overline{O}$ is uniformly Lagrange stable in probability and for every $\Delta > 0$, the complement of the compact set $(\overline{O} + \Delta B) \setminus O$ is uniformly globally recurrent for the truncated system $(C \cap F, D \cap G, \mu)$. See [25, Section 2.3] and [27, Section 4] for more details. The following theorem uses this equivalence to establish relaxed sufficient conditions for uniform global recurrence of an open, bounded set $O$.

Theorem 5.7 Suppose the compact set $\overline{O}$ is uniformly Lagrange stable in probability for $(C \cap F, D \cap G, \mu)$. Then, $O$ is uniformly globally recurrent for $\mathcal{H}$ if for each $\Delta > 0$, there
does not exist a almost surely weakly forward invariant set contained in the compact set 
\((O + \Delta B) \setminus O\) for the system \((C_{\gamma}, F, D_{\gamma}, G_{\gamma}, \mu)\).

Proof: We claim that the assumptions of the theorem imply global recurrence of
complement of \(O_{\Delta} := (O + \Delta B) \setminus O\) for every \(0 < \Delta < \infty\) for the system \((C_{\gamma}, F, D_{\gamma}, G_{\gamma}, \mu)\).
The proof of uniform global recurrence of \(O\) follows from \cite[Prop 3.1, 2.4, 2.3 ]{25}. We
establish the claim by contradiction. Suppose for some \(0 < \Delta < \infty\), the complement of
\(O_{\Delta}\) is not recurrent. Then, there exists a random solution \(z\) that is generated by the sys-
tem \((C \cap O_{\Delta}, F, D \cap O_{\Delta}, G \cap O_{\Delta}, \mu)\), that is almost surely contained in
\(O_{\Delta}\) and complete with positive probability. By definition, every complete sample path of \(z\) converges to
the compact set \(O_{\Delta}\). Hence by Theorem \ref{thm:global_recurrence} it converges to the weakly totally recurrent
in probability set contained in \(O_{\Delta}\). From Proposition \ref{prop:weakly_totally_recurrence} it follows that the weakly to-
tally recurrent in probability set contains an almost surely weakly forward invariant set.
Hence \(O_{\Delta}\) contains an almost surely weakly forward invariant set. This contradicts the
assumption and establishes global recurrence of complement of \(O_{\Delta}\) for every \(0 < \Delta < \infty\).

It can be observed that Theorems \ref{thm:uniform_global_stability} and \ref{thm:uniform_lagrange_stability}
do not utilize Lyapunov-like functions that satisfy strict decrease conditions on average. In fact, the uniform globally stability
in probability and uniform Lagrange stability in probability assumptions in Theorems
\ref{thm:uniform_global_stability} and \ref{thm:uniform_lagrange_stability} can be achieved through Lyapunov functions satisfying non-strict decrease
conditions on average as established in \cite[Thm 4.1, 4.2]{25}.

We now present a sharper version of the weak sufficient conditions for stability using
the Krasovskii-LaSalle function based recurrence principle from Theorem \ref{thm:krasovskii_lasalle}. In The-
orems \ref{thm:uniform_global_stability} and \ref{thm:uniform_lagrange_stability} we need to rule out the presence of almost surely weakly forward
invariant sets in certain sets bounded away from the sets \(A\) and \(O\) respectively. Using
the results in Theorem \ref{thm:krasovskii_lasalle} we can refine the results in Theorems \ref{thm:uniform_global_stability} and \ref{thm:uniform_lagrange_stability} so that
we need to rule out the presence of almost surely weakly forward invariant sets only in certain level sets of a Lyapunov-like function.

Definition 5.7 A continuous function \( \hat{V} : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) is a weak-Lyapunov function relative to a compact set \( \mathcal{A} \subset \mathbb{R}^n \) for the system \((C,F,D,G,\mu)\) if \( \hat{V}(x) = 0 \iff x \in \mathcal{A} \), \( \hat{V} \) is radially unbounded and satisfies

\[
\hat{V}(\phi(t)) \leq \hat{V}(x), \quad \forall x \in C, t \in \text{dom}(\phi), \phi \in S^F_C(x)
\]

\[
\int_{\mathbb{R}^m} \max_{g \in G(x,v)} \hat{V}(g) \mu(\mathrm{d}v) \leq \hat{V}(x), \forall x \in D.
\]

A result on weak sufficient conditions for global asymptotic stability using non-increasing Lyapunov-like functions is stated in [14, Thm 8.2] for a class of non-stochastic hybrid systems modeled by (2.1). We now establish weak sufficient conditions for uniformly globally asymptotically stable in probability of compact sets for (5.1) using Theorem 5.2. In particular, we establish uniformly globally asymptotically stable in probability of compact sets using the existence of a Lyapunov function and by ruling out the existence of random solutions \( x \) that remain in non-zero level sets of the Lyapunov function. The conditions of the theorem are sharper compared to the results from Theorem 5.1 due to the refined convergence results established using the Krasovskii-LaSalle functions.

Theorem 5.8 Let \( \hat{V} \) be a weak-Lyapunov function relative to a compact set \( \mathcal{A} \subset \mathbb{R}^n \) for the system \( \mathcal{H} \). Then, \( \mathcal{A} \) is uniformly globally asymptotically stable in probability if and only if for every \( c > 0 \), there does not exist an almost surely complete solution \( x \) that remains in the set \( L_{\hat{V}}(c) \) almost surely.

Proof: \( \Rightarrow \) Uniform global asymptotic stability in probability of the set \( \mathcal{A} \) implies that there does not exist an almost surely complete solution \( x \) that remains in a non-
zero level set of the weak-Lyapunov function almost surely since the existence of such a solution would contradict almost sure convergence to the set $\mathcal{A}$ required by uniform global asymptotic stability in probability.

$\Leftarrow$ The Lyapunov function $\widehat{V}$ satisfies the conditions of [25, Thm 4.2] from which uniform global stability in probability follows. Since there are no almost surely complete random solutions that remain in a non-zero level set of $\widehat{V}$ with probability one for all time, we can conclude that no non-zero level set of $\widehat{V}$ contains an almost surely weakly forward invariant set. Then, it follows from Corollary 5.4 that no non-zero level set of $\widehat{V}$ contains a weakly totally recurrent in probability set. We now establish that for every $x$ almost every complete sample path converges to $\mathcal{A}$.

Suppose this is not true. Let $x$ be any random solution with $x \in S_r(x)$ for $x \in \mathcal{A} + \delta \mathbb{B}$ for some $\delta > 0$ such that $\mathbb{P}(\Omega_c) \geq \rho_1 > 0$, where for $\omega \in \Omega_c$, $x(\omega)$ is complete and does not converge to $\mathcal{A}$. From uniform Lagrange stability in probability, there exists $\varepsilon > 0$ such that

$$\mathbb{P}\left(\text{graph}(x(\omega)) \subset (\mathbb{R}^2 \times (\mathcal{A} + \varepsilon \mathbb{B}))\right) \geq 1 - \rho_1/2. \quad (5.26)$$

Let $x_\varepsilon$ be a truncated solution of $x$ whose sample paths are restricted to the compact set $\mathcal{A} + \varepsilon \mathbb{B}$. Since no non-zero level set of $\widehat{V}$ contains a weakly totally recurrent in probability set, this necessarily means that from Theorem 5.2 complete sample paths $x_\varepsilon(\omega)$ converge to the zero level set, which is set $\mathcal{A}$. Then, it follows that for almost all $\omega \in \Omega_c$, $x(\omega)$ cannot stay in the set $\mathcal{A} + \varepsilon \mathbb{B}$. Hence we have

$$\mathbb{P}\left(\text{graph}(x(\omega)) \cap (\mathbb{R}^2 \times \mathbb{R}^n \setminus (\mathcal{A} + \varepsilon \mathbb{B})) \neq \emptyset\right) \geq \rho_1. \quad (5.27)$$
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We also have from (5.26) that
\[
P\left(\text{graph}(x(\omega)) \cap (\mathbb{R}^2 \times \mathbb{R}^n \setminus (\mathcal{A} + \varepsilon \mathbb{B})) \neq \emptyset\right) \leq \rho_1 / 2.
\] (5.28)

This leads to a contradiction that establishes that \( \rho_1 \) must be zero. Hence, every open neighborhood of \( \mathcal{A} \) is globally recurrent. Uniform global recurrence now follows from [85, Thm 6] using sequential compactness results for solutions of (5.1). Then, uniform global asymptotic stability in probability follows from [25, Prop 2.2].

**Example 5.1** Let the state \( z = (x_1, x_2, \tau) \in \mathbb{R}^3 \) and \( M \in \mathbb{Z}_{>0} \). Consider the system \( \mathcal{H} := (C, f, D, G, \mu) \) with state \( z \) and
\[
C := \mathbb{R} \times \mathbb{R} \times [0, M]
\]
\[
D := \mathbb{R} \times \mathbb{R} \times \{M\}
\]
\[
f(z) := \begin{bmatrix}
x_2 - x_1 \\
-x_1 - x_2^2 \\
1
\end{bmatrix}
\]
\[
G(z, v) := \begin{bmatrix}
[0, v][x_2] \\
[0, v][x_1] \\
0
\end{bmatrix}
\]

where \( v \) is a random variable such that \( v \sim \text{Uniform}[0, \sqrt{3}] \). Then, \( \mathbb{E}[v^2] = 1 \). Consider the Lyapunov function \( V(z) = x_1^2 + x_2^2 \) and the compact set \( \mathcal{A} = \{0\} \times \{0\} \times [0, M] \). Then, \( V \) is radially unbounded, locally bounded and
\[
\langle \nabla V(z), f \rangle \leq -x_1^2 - x_2^4
\]
\[
\int \max_{g \in G(z, v)} V(g) \mu(dv) = V(z).
\]
Hence, during jumps we do not have strict decrease in expected value for the Lyapunov function due to the selection $g(z,v) = [vx_2, vx_1, 0] \in G(z,v)$. We can rule out the existence of random solutions that remain in non-zero level sets of $V$ with probability one since almost every sample path of the random solution flows for $M$ seconds in between jumps, and $V$ decreases strictly during flows outside $\mathcal{A}$.

Finally, we present a similar result for the recurrence property using Theorem 5.2.

**Definition 5.8** A continuous function $\hat{V} : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ is a weak-Lyapunov function relative to an open, bounded set $\mathcal{O} \subset \mathbb{R}^n$ for the system $\mathcal{H}$ if $\hat{V}$ is radially unbounded and satisfies

$$\hat{V}(\phi(t)) \leq \hat{V}(x), \quad \forall x \in C_\cap, t \in \text{dom}(\phi), \phi \in S^{F}_{C_\cap}(x) \quad \int_{\mathbb{R}^m} \max_{g \in G(x,v) \cap (\mathbb{R}^n \setminus \mathcal{O})} \hat{V}(g) \mu(dv) \leq \hat{V}(x), \quad \forall x \in D_\cap.$$ 

We point that while the Krasovskii- LaSalle functions are defined with respect to compact sets $(K, \Lambda)$, the Lyapunov functions used in this section are defined on the set $C \cup D \cup G(D \times \mathcal{V})$, where $\mathcal{V} := \cup_{\omega \in \Omega, i \in \mathbb{Z}_{\geq 0}} v_i(\omega)$.

A result on weak sufficient conditions for recurrence using non-increasing Lyapunov-like functions is stated in [31 Thm 1] for a class of non-stochastic hybrid systems modeled by (2.1). We now establish weak sufficient conditions for uniform global recurrence of open, bounded sets for (5.1) using Theorem 5.2. In particular, we establish uniform global recurrence of open, bounded sets using the existence of a Foster function and by ruling out the existence of random solutions $x$ that remain in level sets of the Foster function outside the set $\mathcal{O}$. The conditions of the following theorem are sharper compared to the conditions in Theorem 5.7.
**Theorem 5.9** Let $\hat{V}$ be a weak-Lyapunov function relative to an open, bounded set $\mathcal{O} \subset \mathbb{R}^n$ for the system $\mathcal{H}$. Then, $\mathcal{O}$ is uniformly globally recurrent if and only if there does not exist an almost surely complete solution $x$ that remains almost surely in the set $L_{\hat{V}}(c) \cap (\mathbb{R}^n \setminus \mathcal{O})$ for every $c \geq 0$ for which $L_{\hat{V}}(c) \cap (\mathbb{R}^n \setminus \mathcal{O})$ is non-empty.

**Proof:** $\Rightarrow$ If there exists an almost surely complete solution $x$ that remains almost surely in a level set of the weak-Lyapunov function that is completely contained in the set $L_{\hat{V}}(c) \cap (\mathbb{R}^n \setminus \mathcal{O})$ for some $c \geq 0$, it contradicts the assumption that $\mathcal{O}$ is uniformly globally recurrent.

$\Leftarrow$ The Lyapunov function implies Lagrange stability in probability of the set $\overline{\mathcal{O}}$ for the truncated system $(C_\cap, F, D_\cap, G_\cap, \mu)$. Since there are no almost surely complete random solutions that remain in $L_{\hat{V}}(c) \cap (\mathbb{R}^n \setminus \mathcal{O})$ for every $c \geq 0$ for which $L_{\hat{V}}(c) \cap (\mathbb{R}^n \setminus \mathcal{O})$ is non-empty, we can conclude that no set of the form $L_{\hat{V}}(c) \cap (\mathbb{R}^n \setminus \mathcal{O})$ contains an almost surely weakly forward invariant set. Then, it follows from Corollary 5.4 that such sets do not contain a weakly totally recurrent in probability set.

We will now claim recurrence of $\mathcal{O}$ for every solution for the truncated system $(C_\cap, F, D_\cap, G_\cap, \mu)$. Then, the proof follows from [25, Prop 2.3]. Suppose the claim is not true. Let $x$ be any random solution with $x \in \mathcal{S}_\epsilon(x)$ for $x \in \overline{\mathcal{O}} + \delta B$ for some $\delta > 0$ such that $\mathbb{P}(\Omega_\epsilon) \geq \rho_1 > 0$, where for $\omega \in \Omega_\epsilon$, $x(\omega)$ is complete and does not hit the set $\mathcal{O}$. From uniform Lagrange stability in probability, there exists $\epsilon > 0$ such that

$$
\mathbb{P}\left(\text{graph}(x(\omega)) \subset (\mathbb{R}^2 \times (\overline{\mathcal{O}} + \epsilon B))\right) \geq 1 - \rho_1/2.
$$

(5.29)

Let $x_\epsilon$ be a truncated solution of $x$ whose sample paths are restricted to the compact set $\overline{\mathcal{O}} + \epsilon B$. Since no level set of $\hat{V}$ outside the set $\mathcal{O}$ contains a weakly totally recurrent in probability set, this necessarily means that from Theorem 5.2, the sample paths $x_\epsilon(\omega)$ are not complete. Then, it follows that for almost all $\omega \in \Omega_\epsilon$, since $x(\omega)$ is complete, the
solutions cannot stay in the set $\overline{O} + \varepsilon B$. Hence we have

$$P\left( \text{graph}(x(\omega)) \cap (\mathbb{R}^2 \times \mathbb{R}^n \setminus (\overline{O} + \varepsilon B)) \neq \emptyset \right) \geq \rho_1. \quad (5.30)$$

We also have

$$P\left( \text{graph}(x(\omega)) \cap (\mathbb{R}^2 \times \mathbb{R}^n \setminus (\overline{O} + \varepsilon B)) \neq \emptyset \right) \leq \rho_1/2. \quad (5.31)$$

This leads to a contradiction which establishes that $\rho_1$ must be zero. \hfill \blacksquare

**Example 5.2** Consider the simple discrete-time system

$$x^+ = g(x, v) = \max\{0, x + v\} \quad (5.32)$$

where $v$ takes values in the set $\{-1, 1\}$ with equal probability and $x \in D$ with $D = \mathbb{Z}_{\geq 0}$. Consider the set $O = (-1, 1)$. Let $V(x) = |x|$. Then for $x \in D \setminus O$,

$$E[V(g(x, v))] = 0.5|x + 1| + 0.5|x - 1| = |x| = V(x) \quad (5.33)$$

Hence, we do not have strict decrease in expected value along solutions. It follows that for $c \in \mathbb{Z}_{\geq 1}$ the set $L_V(c) \cap (D \setminus O) := \{c\}$ is non-empty. For every $c \geq 1$, it follows that solutions cannot stay in the set $L_V(c) \cap (D \setminus O)$ almost surely since in one jump with probability 0.5, solutions reach the point $c - 1$. This establishes global recurrence of the set $O$.

It can be observed from the statements of Theorems 5.8 and 5.9 that the weak sufficient conditions generated by Theorem 5.2 are sharper compared to the results from Theorem 5.1 due to the refined convergence results established using the Krasovskii-LaSalle functions.
5.7.2 Sufficient conditions based on strict decrease properties

In this section we present sufficient conditions for asymptotic stability in probability and recurrence that rely on Lyapunov functions satisfying strict decrease conditions on average. The results are a direct consequence of the Krasovskii- LaSalle function based weak sufficient conditions. We also refer the reader to [25, Thm 4.4, 4.5] for alternate proofs.

**Definition 5.9** A continuously differentiable function $V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ is a Lyapunov function relative to the compact set $A \subset \mathbb{R}^n$ for the system $H$ if $V$ is radially unbounded, $V \in PD(A)$ and there exists a continuous function $\rho \in PD(A)$ such that

\[
\langle \nabla V(x), f \rangle \leq -\rho(x), \forall x \in C, f \in F(x) \\
\int_{\mathbb{R}^m} \max_{g \in G(x,v)} V(g)\mu(dv) \leq V(x) - \rho(x), \forall x \in D.
\]

**Theorem 5.10** Let $V$ be a Lyapunov function relative to the compact set $A \subset \mathbb{R}^n$ for the system $H$. Then, $A$ is uniformly globally asymptotically stable in probability for $H$.

**Definition 5.10** A continuously differentiable function $V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ is a Lyapunov function relative to an open, bounded set $O \subset \mathbb{R}^n$ for the system $H$ if $V$ is radially unbounded and and there exists a continuous function $\rho : \mathbb{R}^n \to \mathbb{R}_{> 0}$ such that

\[
\langle \nabla V(x), f \rangle \leq -\rho(x), \forall x \in C \setminus O, f \in F(x) \\
\int_{\mathbb{R}^m} \max_{g \in G(x,v) \cap (\mathbb{R}^n \setminus O)} V(g)\mu(dv) \leq V(x) - \rho(x), \forall x \in D \setminus O.
\]

**Theorem 5.11** Let $V$ be a Lyapunov function relative to an open, bounded set $O \subset \mathbb{R}^n$ for the system $H$. Then, $O$ is uniformly globally recurrent for $H$. 
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Chapter 6

Robust global recurrence in stochastic hybrid systems

6.1 Introduction

In this chapter, we focus on the global recurrence property for the class of stochastic hybrid systems in Chapter 5 and develop robustness results and a converse Lyapunov theorem. A converse theorem for a stronger version of recurrence called positive recurrence is in [22] for discrete-time stochastic systems and in [23, Thm 3.26] for switching diffusion processes. A converse theorem for the recurrence property in non-stochastic hybrid inclusions is in [31] and for stochastic difference inclusions in [55]. In this chapter we extend the results in Chapter 2 and Chapter 3 to a larger class of stochastic hybrid systems modeled by set-valued mappings. The results in this chapter are from [87].
6.2 Recurrence and Uniform recurrence

We briefly recall the stochastic hybrid system model in Chapter 5, the basic assumptions on the data of the model and the definitions of recurrence for open, bounded sets. Let the state \( x \in \mathbb{R}^n \) and the random input \( v \in \mathbb{R}^m \). The stochastic hybrid system is written formally as

\[
\dot{x} \in F(x), x \in C \tag{6.1a}
\]
\[
x^+ \in G(x, v^+), x \in D \tag{6.1b}
\]
\[
v \sim \mu(\cdot) \tag{6.1c}
\]

We denote by \( S_r(x) \), the set of random solutions generated by \( \mathcal{H} := (C, F, D, G, \mu) \) from the initial condition \( x \). The data \( (C, F, D, G, \mu) \) of the stochastic hybrid system \( \mathcal{H} \) are assumed to satisfy the conditions of Standing Assumption \ref{standingassumption5.1} which are restated below.

**Standing Assumption 6.1** The data of the stochastic hybrid system \( \mathcal{H} \) satisfies the following conditions:

1. The sets \( C, D \subset \mathbb{R}^n \) are closed;

2. The mapping \( F : \mathbb{R}^n \Rightarrow \mathbb{R}^n \) is outer-semicontinuous, locally bounded with nonempty convex values on \( C \);

3. The mapping \( G : \mathbb{R}^n \times \mathbb{R}^m \Rightarrow \mathbb{R}^n \) is locally bounded and the mapping \( v \mapsto \text{graph}(G(\cdot, v)) := \{(x, y) \in \mathbb{R}^{2n} : y \in G(x, v)\} \) is measurable with closed values.

**Definition 6.1** An open, bounded set \( \mathcal{O} \subset \mathbb{R}^n \) is globally recurrent for \( \mathcal{H} \) if there are no
finite escape times for (6.1a) and for each $x \in \mathbb{R}^n$ and $x \in S_r(x)$,

$$
\lim_{\tau \to \infty} \mathbb{P}\left( \left( \text{graph}(x) \subset (\Gamma_{<\tau} \times \mathbb{R}^n) \right) \lor \left( \text{graph}(x) \cap (\Gamma_{\leq \tau} \times \mathcal{O}) \right) \right) = 1.
$$

Loosely speaking, the above condition insists that almost surely the sample paths of the random solution $x$ are either not complete or hit the set $\mathcal{O}$.

**Example 6.1** Consider a stochastic hybrid system with a state $x \in \mathbb{R}$ satisfying

$$
\dot{x} = f(x), x \in C
$$

$$
x^+ = g(x, v), x \in D
$$

where $f(x) = 1$, $g(x, v) = vx$ with $v \in \{0, 1\}$, $\mu(0) = \mu(1) = 0.5$, $C = (-\infty, 1]$ and $D = [1, 2]$. For this system, it can be observed that any set of the form $\mathcal{O} = (-\epsilon, \epsilon)$ with $0 < \epsilon < 1$ is globally recurrent. For any initial condition $x_0 \in C$ such that $x_0 \in (-\infty, \epsilon)$, solutions hit the set $\mathcal{O}$ due to the continuous-time dynamics. For initial conditions $x_0 \in C$ such that $x_0 \geq \epsilon$, the solutions reach the set $D$. Then, for solutions from the set $D$, almost surely the random input $v = 0$ appears in a sequence of random inputs $\{v_i\}_{i=0}^\infty$. Hence the solutions from the set $D$ reaches the origin almost surely. This establishes global recurrence of the set $\mathcal{O}$. We can easily observe from this example that the set $\mathcal{O}$ is not invariant in a probabilistic sense as the continuous-time dynamics ensures that solutions leave the set $\mathcal{O}$ and reach $D$. Similarly, we can observe that the set $\mathcal{O}$ does not have any stability-like property.

**Definition 6.2** An open, bounded set $\mathcal{O} \subset \mathbb{R}^n$ is uniformly globally recurrent for $\mathcal{H}$ if there are no finite escape times for \(6.1a\) and for each $\rho > 0$ and compact set $K$ there
exists $\tau \geq 0$ such that for $\xi \in K$ and $x \in S_r(\xi)$,

$$
P\left( \text{graph}(x) \subset (\Gamma_{< \tau} \times \mathbb{R}^n) \right) \lor \left( \text{graph}(x) \cap (\Gamma_{\leq \tau} \times O) \right) \geq 1 - \rho.
$$

**Example 6.2** Consider the stochastic hybrid system in Example 6.1. We are now going to establish that the set $O$ is uniformly globally recurrent. Let a compact set $K$ and $\rho > 0$ in the definition of uniform global recurrence be given. Choose $\tau^* \in \mathbb{Z}_{\geq 0}$ such that $1 - (0.5)^{\tau^*} \geq 1 - \rho$. We first consider the case when the set $K \subset D$. In this case, we can choose $\tau \geq \tau^*$. If the compact set $K \subset [\epsilon, 1]$, the time $\tau$ in the definition of uniform global recurrence is chosen such that $\tau \geq (1 - \epsilon) + \tau^*$. If the compact set $K \subset (-\epsilon, \epsilon)$, we can choose $\tau = 0$. Similarly, if the compact set $K \subset (-\infty, -\epsilon]$, the time $\tau$ can be chosen such that $\tau \geq \max_{x \in K}(|x| - \epsilon) + 1$. The choice of $\tau$ for any other compact set $K$ can be derived from the above cases.

The following result establishes equivalence between uniform and non-uniform recurrence. We refer the reader to [85, Thm 6] for a proof.

**Proposition 6.1** An open, bounded set $O$ is globally recurrent for $\mathcal{H}$ if and only if it is uniformly globally recurrent for $\mathcal{H}$.

### 6.3 Viability and reachability probabilities

It can be observed from the definition of global recurrence that the recurrence property needs to hold for every random solution generated from an initial condition. Hence, it is useful to work with worst case probabilities related to the recurrence property. As in [42] and [25] we characterize the recurrence property in terms of viability probabilities defined below.
For $x \in \mathbb{R}^n$, $\tau \geq 0$ and closed set $S \subset \mathbb{R}^n$, we define

$$m_{\subset S}(\tau, x) := \sup_{x \in S_r(x)} \mathbb{P}\left((\text{graph}(x) \cap (\Gamma_{\geq \tau} \times \mathbb{R}^n) \neq \emptyset) \vee (\text{graph}(x) \cap (\Gamma_{\leq \tau} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times S)\right).$$

(6.2)

The viability probability $m_{\subset S}(\tau, x)$ is related to the largest probability that random solutions starting from $x$ stay in the set $S$ for hybrid time less than or equal to $\tau$ and not stop before that time. This probability condition is complementary to the condition for recurrence when the set $S = \mathbb{R}^n \setminus \mathcal{O}$ and when $\tau \to \infty$.

It is established in [25, Prop 10.2, Prop 9.1] that the supremum in the above definition is achieved for some random solution and the mapping $(\tau, x) \mapsto m_{\subset S}(\tau, x)$ is upper semicontinuous. We refer the reader to [25, Section 9] for more details. Define

$$\tilde{m}_{\subset S}(x) := \lim_{\tau \to \infty} m_{\subset S}(\tau, x).$$

(6.3)

The quantity $\tilde{m}_{\subset S}(x)$ is related to the largest infinite time viability probability. The limit is well defined due to the mapping $\tau \mapsto m_{\subset S}(\tau, x)$ being non-increasing for every $x$.

The following proposition proved in the appendix holds for any stochastic hybrid system satisfying Standing Assumption 6.1 and provides an equivalent characterization for global recurrence. Roughly, recurrence of a set $\mathcal{O}$ implies that solutions keep returning to the set $\mathcal{O}$ infinitely often with probability one. This implies that solutions cannot stay in the complement of the set $\mathcal{O}$ for all time and hence, the set $\mathbb{R}^n \setminus \mathcal{O}$ is not viable.

**Proposition 6.2** Let $\mathcal{O} \subset \mathbb{R}^n$ be an open, bounded set. The following statements are equivalent:

1. $\mathcal{O}$ is globally recurrent.
2. \( \hat{m}_{\subset \mathbb{R}^n\setminus \mathcal{O}}(x) = 0 \) for all \( x \in \mathbb{R}^n \).

3. For every compact set \( K \subset \mathbb{R}^n \), and \( \rho > 0 \), there exists \( \tau \geq 0 \) such that

\[
\sup_{x \in K} m_{\subset \mathbb{R}^n\setminus \mathcal{O}}(\tau, x) \leq \rho.
\]

We also utilize reachability probabilities studied in [25, Section 8]. For \( x \in \mathbb{R}^n, \tau \geq 0 \) and closed set \( S \subset \mathbb{R}^n \), we define

\[
m_{\cap S}(\tau, x) := \sup_{x \in \mathcal{S}(x)} \mathbb{P}\left( \text{graph}(x) \cap (\Gamma_{\leq \tau} \times S) \neq \emptyset \right). \tag{6.4}
\]

The reachability probability \( m_{\cap S}(\tau, x) \) is related to the largest probability that random solutions starting from \( x \) reach the set \( S \) within hybrid time \( \tau \). It can be established similar to [25, Prop 10.2] that the supremum in the above definition is achieved for some random solution.

### 6.4 Preliminary bounds on viability and reachability probabilities

In this section, we focus of stochastic hybrid systems \( \tilde{\mathcal{H}} \) that satisfies the following assumption. This assumption will be satisfied for the stochastic hybrid systems used in generating the robustness results and it also simplifies some of the proofs.

**Assumption 6.1** The data of the stochastic hybrid system \( \tilde{\mathcal{H}} \) are such that, for every maximal random solution \( x \) generated by \( \tilde{\mathcal{H}} \), the sample paths \( x(\omega) \) are almost surely complete.
The probability bounds in this section are generated for the system $\tilde{H}$. We now present a series of bounds related to viability and reachability probabilities in this section and the proofs are presented later in the appendix.

The first result establishes an equivalent characterization for the quantity $\hat{m}_{<S}(x)$ defined in (6.3) for every closed set $S \subset \mathbb{R}^n$ and $x \in \mathbb{R}^n$.

**Proposition 6.3** Let Assumption 6.1 hold, $S \subset \mathbb{R}^n$ be closed and $x \in \mathbb{R}^n$. Then, there exists a random solution $x^* \in S_r(x)$ such that

$$\hat{m}_{<S}(x) = \mathbb{P}(\text{graph}(x^*) \subset (\mathbb{R}^2 \times S)) = \sup_{x \in S_r(x)} \mathbb{P}(\text{graph}(x) \subset (\mathbb{R}^2 \times S)).$$

The following result when applied with the set $S = \mathbb{R}^n \setminus \mathcal{O}$ gives an alternative characterization of recurrence of the set $\mathcal{O}$ similar to [55, Lemma 3].

**Proposition 6.4** Let Assumption 6.1 hold, $S \subset \mathbb{R}^n$ be closed. If there exists $\gamma < 1$ such that $\sup_{x \in S} \hat{m}_{<S}(x) \leq \gamma$, then $\hat{m}_{<S}(x) = 0$ for all $x \in S$.

The next result is motivated by the result in [42, Lemma 3] and is similar in nature to the semi-group property for non-stochastic systems.

**Proposition 6.5** Let Assumption 6.1 hold. For closed sets $S_0, S_1 \subset \mathbb{R}^n$ and $(k_1, k_2, x) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0} \times \mathbb{R}^n$,

$$m_{<S_0}(k_1 + k_2, x) \leq m_{<S_1}(k_1, x) + \sup_{\xi \in \mathbb{R}^n \setminus S_1} m_{<S_0}(k_2, \xi).$$

We now present a result that relates the viability and reachability probabilities. A similar result for discrete-time stochastic systems is in [42, Lemma 1].
Proposition 6.6 Let Assumption 6.1 hold. For closed sets $S, S_1, S_2 \subset \mathbb{R}^n$ such that $S \subset S_1 \cup S_2$ and for each $x \in \mathbb{R}^n$ and $\tau \geq 0$,

$$m_{\subset S}(\tau, x) \leq m_{\subset S_1}(\tau, x) + m_{\subset S_2}(\tau, x).$$

The next result establishes that the reachability probabilities $m_{\cap S}(\tau, x)$ can be made arbitrarily small for a fixed $\tau \geq 0$ and initial conditions $x$ in a compact set, when the set $S = \mathbb{R}^n \setminus R \mathbb{B}$ by choosing $R > 0$ sufficiently large. The proof is omitted as it follows along the same lines as [42, Lemma 4] using the fact that the reachable set from a compact set of initial conditions for finite time is bounded for $x \in C, \dot{x} \in F(x)$ using [25, Lemma 6.16], the local boundedness $G$ and the dynamic programming methods in [25, Section 8.1].

Proposition 6.7 For each $k \in \mathbb{Z}_{\geq 0}$, $\epsilon > 0$ and $r > 0$ there exists $R > 0$ such that, with $S = \mathbb{R}^n \setminus R \mathbb{B}$, $m_{\cap S}(k, x) \leq \epsilon$ for all $x \in r \mathbb{B}$.

6.5 Robustness of recurrence

In this section we establish robustness of the recurrence property to various state dependent perturbations. We prove robustness of the recurrence property to three different types of perturbations. Firstly, we establish that recurrence of an open bounded set implies recurrence of a smaller open set within the original set. This type of result can be viewed as robustness to perturbations in the set. Secondly, we prove recurrence is preserved when the data of the stochastic hybrid system is modified to slow down recurrence. Slowing down the recurrence property loosely means that we make quantities related to the average worst case first hitting time to the recurrent set for solutions from every initial condition increase with the distance of the initial condition to the recurrent
set. Finally, we show that by perturbing the system data in a sufficiently small manner we preserve recurrence. This property establishes robustness of recurrence to measurement noise, additive disturbances and parameter uncertainty in system data. The importance of the results will become apparent in the next section which develops converse Lyapunov theorems.

In this section, we will work with stochastic hybrid systems for which the maximal random solutions have almost surely complete sample paths. This modification will preserve recurrence and will play an important role in developing converse Lyapunov theorems. If the open, bounded set $O$ is globally recurrent for $H$, consider the inflated system

$$\hat{H} := (C,F,\mathbb{R}^n,\hat{G},\mu) \quad (6.5)$$

where $\hat{G}(x,v) = G_1(x,v) \cup G_2(x)$ with $G_1(x,v) = G(x,v)$ for $x \in D$, $G_1(x,v) = \emptyset$ for $x \notin D$, and $G_2(x) = x^*$ for some $x^* \in O$ and for all $x \in \mathbb{R}^n$. From the data of the hybrid system $\hat{H}$, recurrence of the set $O$ for $H$ and solutions of (6.1a) not exhibiting finite escape times it follows that for every random solution of $\hat{H}$ that is maximal, the sample paths are almost surely complete. The proof of the next result follows directly using [42, Prop 2] and [84, Prop 14.11 b].

**Lemma 6.1** The data of the SHS $\hat{H}$ in (6.5) satisfies Standing Assumption 6.1 and Assumption 6.1. □

The following result establishes that the recurrence property is preserved by the augment system $\hat{H}$ and the proof basically follows from the observation that maximal solutions of $\hat{H}$ contains solutions of $H$ augmented with additional jumps to the recurrent set.
Lemma 6.2 If the open, bounded set $\mathcal{O}$ is globally recurrent for $\mathcal{H}$ then $\mathcal{O}$ is globally recurrent for $\mathcal{H}$.

Proof: Since the flow map for the hybrid system $\mathcal{H}$ is the same as $\mathcal{H}$, the solutions generated by $\mathcal{H}$ do not exhibit finite escape times. We will now establish global recurrence of $\mathcal{O}$ for $\mathcal{H}$ by contradiction. If $\mathcal{O}$ is not globally recurrent for $\mathcal{H}$, then there exists $\rho > 0$ and a random solution $x$ such that $\mathbb{P}(\text{graph}(x) \subseteq \mathbb{R}^2 \times (\mathbb{R}^n \setminus \mathcal{O})) \geq \rho$. Without loss of generality we can assume that the solution $x$ is maximal and the sample paths are almost surely complete. We also observe that for $\omega \in \Omega$ such that $\text{graph}(x(\omega)) \subseteq \mathbb{R}^2 \times (\mathbb{R}^n \setminus \mathcal{O})$, $x_{\omega}(t, j) \neq x^*$ for all $(t, j) \in \text{dom}(x(\omega))$. We now define a solution $\tilde{x}$ for the system $\mathcal{H}$ using $x$. For the case when $\omega$ is such that $x_{\omega}(t, j + 1) = G_2(x_{\omega}(t, j)) = x^*$ occurs for the first time $(t, j) \in \text{dom}(x(\omega))$, we let $\tilde{x}_{\omega}(\bar{t}, \bar{j}) = x_{\omega}(t, j)$ for $\bar{t} \leq t, \bar{j} \leq j$ and the sample paths are stopped afterwards. Otherwise, we let $\tilde{x}(\omega) = x(\omega)$. It can be easily observed that $\tilde{x}$ is a truncation of the solution $x$, truncated at first jump times where the mapping $G_2$ is used in the sample paths. Then, we can establish that $\tilde{x}$ satisfies $\mathcal{F}_i$ measurability of the mapping $\omega \mapsto \text{graph}_{\leq i}(\tilde{x}(\omega))$ from [25, Prop 2.1]. Let $\Omega_i := \{\omega : \text{graph}(\tilde{x}(\omega)) \cap (\Gamma_{\geq i} \times \mathbb{R}^n) \neq \emptyset\}$ for $i \in \mathbb{Z}_{\geq 0}$. Then, $\Omega_i \in \mathcal{F}$ from [84, Thm 14.3(a), Prop 14.11(a)]. Since $\Omega_i \in \mathcal{F}$ for all $i \in \mathbb{Z}_{\geq 0}$, it follows that $\cap_i \Omega_i \in \mathcal{F}$. Let $\Omega_2 := \{\omega : \text{graph}(\tilde{x}(\omega)) \subseteq \mathbb{R}^2 \times (\mathbb{R}^n \setminus \mathcal{O})\}$. Then, $\Omega_2 \in \mathcal{F}$ follows from [84, Thm 14.3(i)]. Then, necessarily we have $\mathbb{P}(\Omega_c) \geq \rho$ where $\Omega_c = \{\omega : \tilde{x}(\omega)$ is complete and $\text{graph}(\tilde{x}(\omega)) \subseteq \mathbb{R}^2 \times (\mathbb{R}^n \setminus \mathcal{O})\} = (\cap_i \Omega_i) \cap \Omega_2$ and $\Omega_c \in \mathcal{F}$. This contradicts global recurrence of $\mathcal{O}$ for $\mathcal{H}$ and establishes the result.

We can also observe that since the solutions of $\mathcal{H}$ are a subset of solutions of $\mathcal{H}$, if any set $\tilde{\mathcal{O}}$ is globally recurrent for $\mathcal{H}$, then $\tilde{\mathcal{O}}$ is also globally recurrent for $\mathcal{H}$.

Example 6.3 Consider the stochastic hybrid system $\mathcal{H}$ in Example 6.1. Now consider the inflated system $\mathcal{H} = (\mathcal{C}, f, \mathbb{R}^n, \tilde{G}, \mu)$, where $\tilde{G}(x, v) = g(x, v) \cup G_2(x)$ for $x \in \mathbb{R}^n$ with $G_2(x) = \{0\}$. It follows that solutions generated by the augmented system $\mathcal{H}$ that are
not solutions of the system $\mathcal{H}$ jump to the origin through the mapping $G_2$. Hence, global recurrence of the set $\mathcal{O} = (-\epsilon, \epsilon)$ where $0 < \epsilon < 1$ is preserved for the inflated system $\hat{\mathcal{H}}$.

### 6.5.1 Robustness to perturbations of the set

The probabilities used in this subsection are generated using the system $\hat{\mathcal{H}}$ for which the random solutions have almost surely complete sample paths. We define

$$m_\subset S(\ell, \xi) := \sup_{x \in S_r(\xi)} \mathbb{P}(\text{graph}(x) \cap (\Gamma_{<\ell} \times \mathbb{R}^n) \subset (\mathbb{R}^2 \times S)).$$

The motivation for defining the above quantity which is greater than or equal to $m_\subset S(\ell, \xi)$ is that we can apply the sequential compactness results developed in [41] to prove the next result. We establish that that finite time viability probabilities related to a perturbation of a set $S$ from a compact set of initial conditions can be made arbitrarily close to worst case probabilities related to the original set $S$ provided the perturbation is small enough.

**Proposition 6.8** Let $S \subset \mathbb{R}^n$ be closed. For each $(\ell, \rho) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}_{>0}$ and $K \subset \mathbb{R}^n$ compact there exists a $\epsilon > 0$ such that, for every $x \in K$,

$$m_{\subset S+\epsilon B}(\ell, x) \leq \max_{\xi \in K} m_{\subset S}(\ell, \xi) + \rho.$$

We now state the first main result related to robustness of the recurrence property. The following theorem establishes that recurrence of an open, bounded set implies the existence of a smaller recurrent set within the original set. The proof is presented in the appendix.

**Theorem 6.1** Let the open bounded set $\mathcal{O} \subset \mathbb{R}^n$ be globally recurrent for $\hat{\mathcal{H}}$ in (6.5). Then, there exists an open bounded set $\hat{\mathcal{O}}$ and $\epsilon > 0$ such that $\hat{\mathcal{O}} + \epsilon B^o \subset \mathcal{O}$ and $\hat{\mathcal{O}}$ is globally recurrent for $\hat{\mathcal{H}}$. 
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Example 6.4 Consider the SHS $\mathcal{H}$ in Example 6.1. It follows from Example 6.3 that the set $\mathcal{O} = (-\epsilon, \epsilon)$, where $0 < \epsilon < 1$ is globally recurrent for $\hat{\mathcal{H}}$. It can be easily observed from the discrete-time dynamics that solutions exhibit jumps to the origin in an almost sure sense and hence the set $\hat{\mathcal{O}} := \{ x : |x| < \epsilon/2 \}$ is also globally recurrent for $\hat{\mathcal{H}}$ and satisfies $\hat{\mathcal{O}} + (\epsilon/3)B^o \subset \mathcal{O}$.

6.5.2 Robustness to slowing down recurrence

The next inflation of the data of $\hat{\mathcal{H}}$ results in preserving recurrence while making certain quantities related to the average value of worst case first hitting time for solutions to the set $\mathcal{O}$ grow unbounded in the distance of the state to the set $\mathcal{O}$. The result is important in the context of developing converse Lyapunov theorems with radially unbounded Lyapunov functions.

For $\nu \in \mathcal{K}_\infty$, define the continuous set-valued mapping $M_{\nu}(x) := \{x^*\} + \nu(|x - x^*|)B$ for $x^* \in \mathbb{R}^n$. Consider the inflated mapping

$$\hat{\mathcal{H}}_{\nu} := (C, F, \mathbb{R}^n, \hat{\mathcal{G}}_{\nu}, \mu) \quad (6.7)$$

where $\hat{\mathcal{G}}(x) = G_1(x) \cup M_{\nu}(x)$. The proof of the next result is very similar to Lemma 6.1.

Lemma 6.3 For every $\nu \in \mathcal{K}_\infty$, the data of the SHS $\hat{\mathcal{H}}_{\nu}$ in (6.7) satisfies Standing Assumption 6.1 and Assumption 6.1.

The next theorem claims the existence of a $\nu \in \mathcal{K}_\infty$ small enough to preserve recurrence of the set $\mathcal{O}$ for the inflated system $\hat{\mathcal{H}}_{\nu}$ if $\mathcal{O}$ is globally recurrent for $\hat{\mathcal{H}}$ and $x^* \in \mathcal{O}$. A similar result is established for stochastic difference inclusions in [55, Theorem 4] and the proof presented in the appendix differs only in the construction of the function $\nu$. 
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**Theorem 6.2** Let the open, bounded set \( O \subset \mathbb{R}^n \) be globally recurrent for \( \hat{\mathcal{H}} \). Then, for any \( x^* \in O \), there exists \( \nu \in \mathcal{K}_\infty \) such that \( O \) is globally recurrent for \( \hat{\mathcal{H}}_{\nu} \) in (6.7). \( \square \)

**Example 6.5** Consider the SHS \( \mathcal{H} \) in Example 6.1. Let the augmented system \( \hat{\mathcal{H}}_{\nu} = (C, f, \mathbb{R}^n, \hat{G}_{\nu}, \mu) \), where \( \hat{G}(x, v) = g(x, v) \cup M_{\nu}(x) \) for \( x \in \mathbb{R}^n \) with \( M_{\nu}(x) = \{ x^* \} + \nu(|x^* - x|) \mathbb{B} \). We choose \( \nu(s) = s/2 \) and \( x^* = \{0\} \). With this modification, it can be observed that the recurrence property is preserved for the set \( O \) while making the worst first hitting time for solutions to the set \( O \) increase with the size of the state. Compared to the solutions of \( \hat{\mathcal{H}} \) in Example 3 where solutions from large initial conditions can reach the set \( O \) in one jump, the solutions of \( \hat{\mathcal{H}}_{\nu} \) have a worst first hitting time to the set \( O \) that is proportional to the size of the initial conditions. Hence, the recurrence property is slowed in \( \hat{\mathcal{H}}_{\nu} \) by preventing some solutions from jumping to the origin in one step from large initial conditions.

### 6.5.3 Robustness to perturbations of system data

Finally, we analyze the robustness of recurrence to sufficiently small state dependent perturbations. For a continuous, positive-valued function \( \delta : \mathbb{R}^n \rightarrow \mathbb{R}_{>0} \), we denote the perturbed version of \( \hat{\mathcal{H}} \) by

\[
\hat{\mathcal{H}}_{\delta} := (C_{\delta}, F_{\delta}, \mathbb{R}^n, \hat{G}_{\delta}, \mu) \tag{6.8}
\]

with the data defined as

\[
C_{\delta} := \{ x \in \mathbb{R}^n : (x + \delta(x) \mathbb{B}) \cap C \neq \emptyset \}
\]

\[
F_{\delta}(x) := \text{con}F(x + \delta(x) \mathbb{B}) \cap C) + \delta(x) \mathbb{B}
\]

\[
\hat{G}_{\delta}(x, v) := \{ w \in \mathbb{R}^n : w \in g + \delta(g) \mathbb{B}, g \in \hat{G}(x + \delta(x) \mathbb{B}, v) \}
\]
where $\text{con}$ refers to the closed convex hull. The next result follows from [14, Proposition 6.28] and [42, Prop 8].

**Lemma 6.4** For every continuous $\delta : \mathbb{R}^n \to \mathbb{R}_{>0}$, the data of the hybrid system $\hat{H}_\delta$ in (6.8) satisfies Standing Assumption 6.1 and Assumption 6.1.

The next result establishes closeness of probabilities between the perturbed and unperturbed SHS. For constant perturbations we use $\delta(x) \equiv \delta$ for all $x \in \mathbb{R}^n$. In this subsection we denote the probabilities generated by the system $\hat{H}_\delta$ with the subscript $\delta$.

**Proposition 6.9** Let $S \subset \mathbb{R}^n$ be closed. For each $(\ell, \rho) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}_{>0}$ and $K \subset \mathbb{R}^n$ compact there exists a $\delta > 0$ such that, for every $x \in K$,

$$m_{\delta \subset S}(\ell, x) \leq \max_{\xi \in K} \tilde{m}_{\subset S}(\ell, \xi) + \rho.$$

The next result establishes that recurrence of the set open, bounded $\mathcal{O}$ set can be preserved when the state dependent perturbations are sufficiently small. The proof presented in the appendix follows along the same lines as [55, Thm 5].

**Theorem 6.3** Let the open bounded set $\mathcal{O} \subset \mathbb{R}^n$ be globally recurrent for $\hat{H}$. Then, there exists a continuous function $\delta : \mathbb{R}^n \to \mathbb{R}_{>0}$ such that $\mathcal{O}$ is globally recurrent for $\hat{H}_\delta$ in (6.8).

### 6.6 Necessary and sufficient condition for global recurrence

In this section we present a Lyapunov function based characterization of the recurrence property. A smooth function $V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ is a Lyapunov function with respect
to the set $\mathcal{O}$ for $\mathcal{H}$ if it is radially unbounded and there exists a continuous function $\rho : \mathbb{R}^n \to \mathbb{R}_{>0}$ and $\mu > 0$ such that

$$\langle \nabla V(x), f \rangle \leq -\rho(x) + \mu \mathbb{I}_O(x), \quad \forall x \in C, f \in F(x) \quad (6.9)$$

$$\int_{\mathbb{R}^n} \max_{g \in G(x,v)} V(g(\mu dv) \leq V(x) - \rho(x) + \mu \mathbb{I}_O(x), \quad \forall x \in D. \quad (6.10)$$

The conditions (6.9) and (6.10) imply that the Lyapunov function $V$ decreases strictly during flows outside the set $\mathcal{O}$ and decreases strictly on average along jumps outside the set $\mathcal{O}$. It can be noted that the Lyapunov function $V$ can increase along solutions in the set $\mathcal{O}$.

We note that weak sufficient conditions for characterizing global recurrence that do not rely on a Lyapunov-like function satisfying strict decrease conditions on average are established in [25] in terms of Matorosov functions and in Chapter 4 using the invariance principle. The following theorem establishes necessary and sufficient conditions for global recurrence of open, bounded sets in terms of the Lyapunov conditions (6.9) and (6.10).

**Theorem 6.4** An open, bounded set $\mathcal{O} \subset \mathbb{R}^n$ is globally recurrent for $\mathcal{H}$ if and only if there exists a smooth Lyapunov function $V$ with respect to the set $\mathcal{O}$ for $\mathcal{H}$.

The proof of Theorem 6.4 involves two parts. The sufficiency of the Lyapunov condition is already established in [25], Thm 4.3]. The necessity of the existence of a Lyapunov function satisfying (2.8) and (2.9) is proved in detail in the subsections below. The outline of the proof for the construction of the Lyapunov function is stated below.

A preliminary Lyapunov function $V_0$ is constructed for a perturbed version of the nominal system with respect to a set contained within the set $\mathcal{O}$ such that it it is radially unbounded, satisfies strict decrease conditions during flows and strict decrease on average along jumps. The preliminary Lyapunov function is not necessarily smooth. Hence, the
final step involves constructing a smooth Lyapunov function $V$ with respect to the set $O$ for the nominal system from $V_0$ in a manner that preserves the main decrease properties of the function $V_0$.

6.6.1 Preliminary Lyapunov function

Since the set $O$ is globally recurrent for the SHS $H$, it follows from Lemma 6.2 that $O$ is globally recurrent for $\hat{H}$. Then, from Theorem 6.1 we have that there exists $\varepsilon > 0$ such that $\hat{O}_2 + \varepsilon B^o \subset O$ and $\hat{O}_2$ is globally recurrent for $\hat{H}$. It now follows from Theorem 6.2 that there exists $\nu \in K_\infty$ such that $\hat{O}_2$ is globally recurrent for the system $\hat{H}_\nu$. Finally, it follows from Theorem 6.3 that there exists a continuous function $\delta : \mathbb{R}^n \rightarrow \mathbb{R}_{>0}$ such that $\hat{O}_2$ is globally recurrent for the system $\hat{H}_\nu,\delta$. We now construct a preliminary Lyapunov function to certify recurrence of the set $\hat{O}_2$ for the system $\hat{H}_\nu,\delta$. The probability functions used in this section are generated from the system $\hat{H}_\nu,\delta$.

Proposition 6.10 There exist a locally absolutely continuous function $\kappa \in K_\infty$ such that $W(x) := \int_0^\infty \kappa'(\tau)m_{\mathbb{C}^n \setminus \hat{O}_2}(\tau, x) \, d\tau$ is well defined, locally bounded and upper semicontinuous.

Proof: Since the set $\hat{O}_2$ is uniformly globally recurrent, for any compact set $K$ we can bound $m_{\mathbb{C}^n \setminus \hat{O}_2}(\tau, x)$ for all $(\tau, x) \in \mathbb{R}_{\geq 0} \times K$ by a function $\sigma_K \in \mathcal{L}$ such that $m_{\mathbb{C}^n \setminus \hat{O}_2}(\tau, x) \leq \sigma_K(\tau)$ for all $\tau \in \mathbb{R}_{\geq 0}$. Without loss of generality we can assume that $\sigma_{2B}(\tau) \leq \sigma_{2+1B}(\tau), \forall (i, \tau) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}_{\geq 0}$. Let $\ell \in K_\infty$ satisfy $\sigma_{2B}(\ell(i)) \leq 2^{-i}$ for all $i \in \mathbb{Z}_{\geq 1}$. Without loss of generality we can assume $\ell(i + 1) \geq \ell(i) + 1$ for all $i \in \mathbb{Z}_{\geq 0}$. The function $\ell$ can be linearly interpolated between the points $i, i + 1$ for every $i \in \mathbb{Z}_{\geq 0}$. Hence for every $i \in \mathbb{Z}_{\geq 0}$ and $s \in (i, i + 1)$, we have $\ell'(s) \geq 1$. Define $\kappa(s) := \ell^{-1}(s)$ for all $s \geq 0$. We observe that $\kappa \in K_\infty$. Also, for any interval $[a, b]$, since the set
$E = \{ \tau \in [a, b] : \ell'(\tau) = 0 \}$ is of measure zero, it follows from [88, Exercise 3.21] that $\kappa$ is absolutely continuous on $[a, b]$. Given $x \in \mathbb{R}^n$, let $k \in \mathbb{Z} \geq 1$ be such that $x \in 2^k \mathbb{B}$. Then, it follows that

$$
\int_0^\infty \kappa'(\tau)m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x)d\tau = \sum_{j=0}^\infty \int_{\ell(j)}^{\ell(j+1)} \kappa'(\tau)m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x)d\tau \leq \sum_{j=0}^\infty \kappa'(\tau)\sigma_{2^k \mathbb{B}}(\tau)d\tau \leq \sum_{j=0}^\infty \sigma_{2^k \mathbb{B}}(\ell(j))[\kappa(\ell(j+1)) - \kappa(\ell(j))] = \sum_{j=0}^\infty \sigma_{2^k \mathbb{B}}(\ell(j)) \leq \sum_{j=0}^{k-1} \sigma_{2^k \mathbb{B}}(\ell(j)) + \sum_{j=k}^\infty \sigma_{2^j \mathbb{B}}(\ell(j)) \leq k \sigma_{2^k \mathbb{B}}(\ell(0)) + \sum_{j=k}^\infty 2^{-j}.
$$

Since $\sum_{j=0}^\infty 2^{-j} < \infty$, it follows that $W$ is well defined and locally bounded on compact sets. Next, we establish that $W$ is upper semicontinuous. It follows from reorganizing the calculations above that for every $x \in \mathbb{R}^n$, $\delta > 0$ and $\gamma > 0$ there exists $\tau^* \in \mathbb{Z}_{\geq 1}$ such that $W(z) \leq \int_0^{\tau^*} \kappa'(\tau)m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, z)d\tau + \gamma$ for all $z \in \{x\} + \delta \mathbb{B}$. Let $\{x_i\}_{i=0}^\infty$ be a sequence of points that converges to $x$. Since $\kappa$ is locally absolutely continuous and the viability probabilities are upper bounded by one, it follows that

$$
\int_0^{\tau^*} \kappa'(\tau)m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x_i)d\tau \leq \int_0^{\tau^*} \kappa'(\tau)d\tau = \kappa(\tau^*). \quad \text{Then, from Fatou’s lemma we have}
$$
that

\[
\limsup_{i \to \infty} W(x_i) = \limsup_{i \to \infty} \int_0^{\tau^*} \kappa'(\tau) m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x_i) d\tau \\
\leq \limsup_{i \to \infty} \int_0^{\tau^*} \kappa'(\tau) m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x_i) d\tau + \gamma \\
\leq \int_0^{\tau^*} \kappa'(\tau) \limsup_{i \to \infty} m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x_i) d\tau + \gamma \\
\leq \int_0^{\tau^*} \kappa'(\tau) m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x) d\tau + \gamma \\
\leq W(x) + \gamma.
\]

Since \( \gamma > 0 \) is arbitrary, the upper semicontinuity of \( W \) follows. \( \blacksquare \)

**Proposition 6.11** The function \( W \) is radially unbounded.

*Proof:* We first establish that for every \( k \in \mathbb{Z}_{>0} \), there exists \( R > 0 \) such that for all \( x \in \mathbb{R}^n \setminus (\hat{O}_2 + R\mathbb{B}) \), we have \( m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x) = 1 \) for all \( \tau \leq k \). Let \( k \in \mathbb{Z}_{>0} \) be given. Let \( \hat{R} > 0 \) be such that \( \hat{O}_2 \subset \{ x^* \} + \hat{R}\mathbb{B} \). We now pick \( \hat{R} > 0 \) such that \( \nu^k(\hat{R}) \geq 2\hat{R} \), where \( \nu^k \) is the composition of the function \( \nu \) for \( k \) times. Now pick \( R > 0 \) such that \( \{ x^* \} + R\mathbb{B} \subset \hat{O}_2 + R\mathbb{B} \). We now consider a random process \( x \) generated by the system \( x^+ \in \{ x^* \} + \nu(|x - x^*|)\mathbb{B} \) with initial condition \( x \in \mathbb{R}^n \setminus (\hat{O}_2 + R\mathbb{B}) \). In particular, any process satisfying \( x_\omega(0, j + 1) \in \partial(\{ x^* \} + \nu(|x_\omega(0, j) - x^*|)\mathbb{B}) \), where \( \partial S \) represents the boundary of a set \( S \subset \mathbb{R}^n \). Then, it follows that \( x_\omega(0, j) \in \mathbb{R}^n \setminus \hat{O}_2 \) for every \( j \in \{0, \ldots, k\} \) and \( \omega \in \Omega \) when \( x \in \mathbb{R}^n \setminus (\hat{O}_2 + R\mathbb{B}) \). Then, we have \( m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x) = 1 \) for \( \tau \leq k \).

Now, we prove radial unboundedness. Let \( k \in \mathbb{Z}_{>0} \). Then, there exists \( R > 0 \) such that for all \( x \in \mathbb{R}^n \setminus (\hat{O}_2 + R\mathbb{B}) \), we have \( m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x) = 1 \) for all \( \tau \leq k \). It now follows
that
\[ W(x) = \int_0^\infty \kappa'(\tau) m_{\mathbb{R}^n\setminus\tilde{O}_2}(\tau, x) d\tau \]
\[ \geq \int_0^k \kappa'(\tau) m_{\mathbb{R}^n\setminus\tilde{O}_2}(\tau, x) d\tau \]
\[ \geq \int_0^k \kappa'(\tau) d\tau = \kappa(k). \]

Since \( \kappa \in \mathcal{K}_\infty \) and \( k > 0 \) is arbitrary it follows that \( W \) is radially unbounded.

The preliminary Lyapunov function \( V_0 \) that we will consider is given by \( V_0(x) = \int_0^\infty \kappa'(\tau) m_{\mathbb{R}^n\setminus\tilde{O}_2}(\tau, x) d\tau + \alpha \mathbb{I}_{\mathbb{R}^n\setminus\tilde{O}_2}(x) + \beta \) for some \( \alpha, \beta > 0 \). We now explain the motivation for the structure of \( V_0 \). For recurrence of open, bounded sets in non-stochastic systems, it is established in [31] and [22, Thm 11.2.1] that the (worst-case) first hitting time for solutions to the recurrent set is a Lyapunov function candidate. A natural extension to the case of stochastic systems would be to consider the average value of the (worst-case) first hitting time for solutions to the recurrent set as a Lyapunov function candidate. In general, the average value of the (worst-case) first hitting time for solutions to the recurrent set need not be finite. In fact, it is finite and well defined only if a stronger property like positive recurrence of the set is assumed. The function \( V_0 \) is closely related to the average value of the average value of the (worst-case) first hitting time for solutions to the recurrent set and the role of the function \( \kappa \) is to make the function \( V_0 \) well defined.

It follows that \( V_0 \) is upper semicontinuous and radially unbounded. We first claim that for every \( s > 0 \), \( \text{essinf}_{\tau \in [0,s]} \kappa'(\tau) > 0 \). Since the mapping \( \ell \) in Proposition 6.10 has bounded derivatives almost everywhere it follows that for every \( s > 0 \), there exists \( \gamma_s > 0 \) such that \( 1 \leq \ell'(\tau) \leq \gamma_s \) for almost every \( \tau \in [0, \kappa(s)] \). Then, \( \text{essinf}_{\tau \in [0,s]} \kappa'(\tau) = \text{essinf}_{\tau \in [0,s]} 1/\ell'(\kappa(\tau)) \geq 1/\gamma_s \). Now, we establish the decrease properties along solutions
for the function $V_0$. In particular, we prove that the function $V_0$ decreases strictly along solutions during flows outside $\hat{O}_2$ and decreases strictly on average during jumps outside the set $\hat{O}_2$.

**Proposition 6.12** For each compact set $K$ there exists $\gamma > 0$ such that for each $x \in (C_\delta \setminus \hat{O}_2) \cap K$ from which there exists a solution $\phi$ to $(C_\delta \setminus \hat{O}_2, F_\delta)$ with $t > 0$ and $t \in \text{dom}(\phi)$ we have

$$V_0(\phi(t)) \leq V_0(x) - \gamma t. \quad (6.11)$$

**Proof:** Let the initial condition $x \in C_\delta \setminus \hat{O}_2$ and $\phi$ be a solution of $\dot{x} \in F_\delta(x), x \in C_\delta \setminus \hat{O}_2$ with $t \in \text{dom}(\phi), t > 0$. We first observe that $m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, \phi(t)) \leq m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau + t, x)$. This inequality is a direct consequence of the definition of the viability probabilities and the properties of the solution $\phi$. Hence,

$$V_0(\phi(t)) = \int_0^\infty \kappa'(\tau)m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, \phi(t))d\tau + \alpha + \beta$$
$$\leq \int_0^\infty \kappa'(\tau)m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau + t, x)d\tau + \alpha + \beta$$
$$\leq \int_0^\infty \kappa'(\tau)m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x)d\tau + \alpha + \beta - \tilde{\rho}_c(t, x)$$
$$= V_0(x) - \tilde{\rho}_c(t, x)$$

where $\tilde{\rho}_c(t, x) = \int_0^\infty \kappa'(\tau)[m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x) - m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau + t, x)]d\tau$.

We now establish that $\tilde{\rho}_c$ is positive on compact sets $(C_\delta \setminus \hat{O}_2) \cap K$. From uniform global recurrence of $\hat{O}_2$, it follows that $m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x) \leq \sigma_K(\tau)$ for all $\tau \geq 0, x \in K$ and some $\sigma_K \in \mathcal{L}$. Let $\ell > 0$ be such that $\sigma_K(\ell) \leq 0.5$. From the construction of $\kappa$, it follows that there exists $\gamma_0 > 0$ such that $\text{essinf}_{\tau \in [0, \ell]}\kappa'(\tau) = \gamma_0$. Let $x \in K$ be such that there exists a solution $\phi$ to $(C_\delta \setminus \hat{O}_2, F_\delta)$ from $x$ with $t \in \text{dom}(\phi)$ and $t > 0$. We observe that
$m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x) = 1$ for $0 \leq \tau \leq t$ due to the existence of a solution $\phi$ that remains in the set $\mathbb{R}^n \setminus \hat{O}_2$ till time $t$. Then,

$$\bar{\rho}_c(t, x) \geq \int_0^\ell \kappa'(\tau)[m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x) - m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau + t, x)]d\tau$$

$$\geq \text{essinf}_{\tau \in [0, \ell]} \kappa'(\tau) \int_0^\ell [m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x) - m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau + t, x)]d\tau$$

$$= \gamma_0 \int_0^\ell [m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x) - m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau + t, x)]d\tau$$

$$= \gamma_0 \left[ \int_0^\ell m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x)d\tau - \int_0^{\ell + t} m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau, x)d\tau \right]$$

$$\geq \gamma_0 [t - t/2] = \gamma t$$

where $\gamma = \gamma_0/2$. The result now follows and since $t > 0$, the bound $\gamma$ establishes that the function $V_0$ decreases strictly along solutions outside the set $\hat{O}_2$. \hfill \blacksquare$

**Proposition 6.13** There exists $\bar{\rho}_d : \mathbb{R}^n \setminus \hat{O}_2 \to \mathbb{R}_{>0}$ such that for every compact set $K \subset \mathbb{R}^n \setminus \hat{O}_2$, $\inf_{x \in K} \bar{\rho}_d(x) > 0$ and

$$\int_{\mathbb{R}^n} \max_{g \in \mathcal{G}_{\nu, \beta}(x, v)} V_0(g) \mu(dv) \leq V_0(x) - \bar{\rho}_d(x), \forall x \in \mathbb{R}^n \setminus \hat{O}_2. \quad (6.12)$$
Proof: Let $x \in \mathbb{R}^n \setminus \hat{O}_2$, then

$$
\int_{\mathbb{R}^m} \max_{g \in \hat{G}_{\nu,\delta}(x,v)} V_0(g) \mu(dv) = \int_{\mathbb{R}^m} \max_{g \in \hat{G}_{\nu,\delta}(x,v)} \left[ \int_0^\infty \kappa'(\tau) m_{\mathbb{C} \mathbb{R}^n \setminus \hat{O}_2}(\tau,g) d\tau + \alpha \mathbb{I}_{\mathbb{R}^n \setminus \hat{O}_2}(g) \right] \mu(dv) + \beta
$$

$$
\leq \int_{\mathbb{R}^m} \max_{g \in \hat{G}_{\nu,\delta}(x,v)} \int_0^\infty \kappa'(\tau) m_{\mathbb{C} \mathbb{R}^n \setminus \hat{O}_2}(\tau,g) d\tau \mu(dv)
+ \alpha \int_{\mathbb{R}^m} \max_{g \in \hat{G}_{\nu,\delta}(x,v)} \mathbb{I}_{\mathbb{R}^n \setminus \hat{O}_2}(g) \mu(dv) + \beta
$$

$$
= \int_0^\infty \kappa'(\tau) \int_{\mathbb{R}^m} \max_{g \in \hat{G}_{\nu,\delta}(x,v)} m_{\mathbb{C} \mathbb{R}^n \setminus \hat{O}_2}(\tau,g) \mu(dv) d\tau
+ \alpha \int_{\mathbb{R}^m} \max_{g \in \hat{G}_{\nu,\delta}(x,v)} \mathbb{I}_{\mathbb{R}^n \setminus \hat{O}_2}(g) \mu(dv) + \beta
$$

$$
\leq \int_0^\infty \kappa'(\tau) m_{\mathbb{C} \mathbb{R}^n \setminus \hat{O}_2} (\tau + 1, x) d\tau
+ \alpha \int_{\mathbb{R}^m} \max_{g \in \hat{G}_{\nu,\delta}(x,v)} \mathbb{I}_{\mathbb{R}^n \setminus \hat{O}_2}(g) \mu(dv) + \beta
$$

$$
= V_0(x) - \tilde{\rho}_d(x)
$$

where

$$
\tilde{\rho}_d(x) := \int_0^\infty \kappa'(\tau) [m_{\mathbb{C} \mathbb{R}^n \setminus \hat{O}_2}(\tau, x) - m_{\mathbb{C} \mathbb{R}^n \setminus \hat{O}_2}(\tau + 1, x)] d\tau
+ \alpha [1 - \int_{\mathbb{R}^m} \max_{g \in \hat{G}_{\nu,\delta}(x,v)} \mathbb{I}_{\mathbb{R}^n \setminus \hat{O}_2}(g) \mu(dv)].
$$

We now establish $\tilde{\rho}_d$ is bounded away from zero on compact subsets $K \subset \mathbb{R}^n \setminus \hat{O}_2$. From uniform global recurrence of $\hat{O}_2$, it follows that $m_{\mathbb{C} \mathbb{R}^n \setminus \hat{O}_2}(\tau, x) \leq \sigma_K(\tau)$ for $\tau \geq 0, x \in K$ and some $\sigma_K \in \mathcal{L}$. Let $\ell > 0$ be such that $\sigma_K(\ell) \leq 0.25$. We also have
essinf_{\tau \in [0, \ell]} \kappa'(\tau) = \gamma > 0. For \( x \in K \), let \( \zeta(x) = \int_{\mathbb{R}^m} \max_{g \in \hat{G}_{\nu,\delta}(x,v)} \mathbb{I}_{\mathbb{R}^n \setminus \hat{O}_2}(g) \mu(dv) \). Let \( K_1 := \{ x \in K : \zeta(x) \leq 0.5 \} \) and \( K_2 := \{ x \in K : \zeta(x) \geq 0.5 \} \). We observe that \( K_1 \cup K_2 = K \). Then, we have

\[
\tilde{\rho}_d(x) \geq \int_0^\ell \kappa'(\tau) [m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau,x) - m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau + 1,x)] d\tau \\
+ \alpha \left[ 1 - \int_{\mathbb{R}^m} \max_{g \in \hat{G}_{\nu,\delta}(x,v)} \mathbb{I}_{\mathbb{R}^n \setminus \hat{O}_2}(g) \mu(dv) \right]
\]

\[
\geq \gamma \left[ \int_0^1 m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau,x) d\tau - \int_\ell^{\ell+1} m_{\mathbb{R}^n \setminus \hat{O}_2}(\tau,x) d\tau \right] \\
+ \alpha \left[ 1 - \int_{\mathbb{R}^m} \max_{g \in \hat{G}_{\nu,\delta}(x,v)} \mathbb{I}_{\mathbb{R}^n \setminus \hat{O}_2}(g) \mu(dv) \right].
\]

It follows that for \( x \in K_1 \), \( \tilde{\rho}_d(x) \geq \alpha/2 \) and for \( x \in K_2 \), \( \tilde{\rho}_d(x) \geq \gamma/4 \) and hence for \( x \in K \), \( \tilde{\rho}_d(x) \geq \min\{\gamma/4, \alpha/2\} \). Hence \( \tilde{\rho}_d(x) \) is bounded away from zero on compact sets outside the set \( \hat{O}_2 \). The bound (6.12) establishes that the function \( V_0 \) decreases strictly on average along jumps outside the set \( \hat{O}_2 \).

6.6.2 Smoothing the preliminary Lyapunov function \( V_0 \)

The bounds (6.11) and (6.12) establish that the preliminary Lyapunov function \( V_0 \) satisfies strict decrease conditions on average outside the set \( \hat{O}_2 \). The next step in the development of the converse Lyapunov theorem is the smoothing process where the preliminary non-smooth Lyapunov function is used to derive a smooth Lyapunov function by exploiting the robustness of the recurrence property. We consider the discrete-time and continuous-time Lyapunov conditions separately.
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Discrete-time condition

Define $V_d(x) := \int_{\mathbb{R}^n} V_0(x + \sigma_d(x)\xi)\Psi(\xi)d\xi$ where $\sigma_d : \mathbb{R}^n \to \mathbb{R}_{>0}$ is a continuous positive function for all $x \in \mathbb{R}^n$ and $\Psi : \mathbb{R}^n \to [0, 1]$ is any infinitely differentiable function such that $\Psi(x) = 0$ for $x \notin B$ and $\int \Psi(x)dx = 1$. The next results involves smoothing the discrete-time condition. The structure of the function $V_d$ is motivated by similar constructions in [45], [7], [31] and [55]. We will establish in the next proposition that the function $V_d$, through appropriate choice of $\sigma_d$, satisfies a condition related to the bound (2.9). We note that conditions related to radial unboundedness and smoothness of $V_d$ will be explained in the subsequent sections.

**Proposition 6.14** There exists a concave function $\Gamma \in \mathcal{K}_\infty$, continuous positive functions $\sigma_d, \rho_d : \mathbb{R}^n \to \mathbb{R}_{>0}$, and $\mu_d > 0$ such that

$$\int_{\mathbb{R}^m} \max_{g \in G(x,v)} \Gamma(V_d(g))\mu(dv) \leq \Gamma(V_d(x)) - \rho_d(x) + \mu_d\mathbb{I}_O(x), x \in D. \quad (6.13)$$

**Proof:** We note that the proof of the proposition follows along the same lines as the proof of [55, Theorem 2]. Let $\sigma^* > 0$ be such that $\hat{O}_2 + \sigma^*B^o \subset O$. We pick $\sigma_d$ to satisfy $\sigma_d(x) \leq \sigma^*/2$. We also choose $\sigma_d$ sufficiently small so that

$$\sigma_d(x) \leq 0.5\delta(x) \leq \delta(x + \sigma_d(x)\xi) \quad \forall (x, \xi) \in \mathbb{R}^n \times B. \quad (6.14)$$

If follows from (6.14) that

$$x \in \{x + \sigma_d(x)\xi\} + \delta(x + \sigma_d(x)B) \quad \forall (x, \xi) \in \mathbb{R}^n \times B. \quad (6.15)$$
We also note that \( \hat{G}(x, v) \subset \hat{G}_\nu(x, v) \) for all \((x, v) \in \mathbb{R}^n \times \mathbb{R}^m\) and

\[
\hat{G}_{\nu, \delta}(x + \sigma_d(x) \xi, v) = \\
\{ w : w = \{ g \} + \delta(g) \mathbb{B}, g \in \hat{G}_\nu(x + \sigma_d(x) \xi + \delta(x + \sigma_d(x) \xi) \mathbb{B}, v) \}.
\]

It follows from (6.14), (6.15) that

\[
g \in \hat{G}(x, v), \tilde{g} = g + \sigma_d(g) \xi, \xi \in \mathbb{B} \Rightarrow \tilde{g} \in \hat{G}_{\nu, \delta}(x + \sigma_d(x) \xi, v).
\]

Since \( \sigma_d(x) \leq \sigma^*/2 \), it follows that for \( x \in \mathbb{R}^n \setminus \mathcal{O} \), \( x + \sigma_d(x) \xi \in \mathbb{R}^n \setminus \hat{\mathcal{O}}_2 \) for every \( \xi \in \mathbb{B} \).

Then, from the above conditions and (6.12) it follows that for all \( x \in \mathbb{R}^n \setminus \mathcal{O} \),

\[
\int_{\mathbb{R}^m} \max_{g \in \hat{G}(x, v)} V_d(g) \mu(\text{dv}) = \int_{\mathbb{R}^n} \max_{g \in \hat{G}(x, v)} \left( \int_{\mathbb{R}^n} V_0(g + \sigma_d(g) \xi) \Psi(\xi) d\xi \right) \mu(\text{dv}) \\
\leq \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^m} \max_{g \in \hat{G}(x, v)} V_0(g + \sigma_d(g) \xi) \Psi(\xi) d\xi \right) \mu(\text{dv}) \\
= \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^m} \max_{g \in \hat{G}(x, v)} V_0(g) \mu(\text{dv}) \right) \Psi(\xi) d\xi \\
\leq \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^m} \max_{g \in \hat{G}_{\nu, \delta}(x + \sigma_d(x) \xi, v)} V_0(g) \mu(\text{dv}) \right) \Psi(\xi) d\xi \\
\leq \int_{\mathbb{R}^n} \left( V_0(x + \sigma_d(x) \xi) - \tilde{\rho}_d(x + \sigma_d(x) \xi) \right) \Psi(\xi) d\xi \\
= V_d(x) - \rho_d(x)
\]

where \( \rho_d : \mathbb{R}^n \setminus \mathcal{O} \to \mathbb{R}_{>0} \) is given by \( \rho_d(x) := \int_{\mathbb{R}^n} \tilde{\rho}_d(x + \sigma_d(x) \xi) \Psi(\xi) d\xi \). We now establish that \( \rho_d \) is bounded away from zero on compact subsets of \( \mathbb{R}^n \setminus \mathcal{O} \). Let \( K \subset \mathbb{R}^n \setminus \mathcal{O} \) be compact. Then, \( K_1 := \bigcup_{x \in K} (x + \sigma_d(x) \mathbb{B}) \) is a compact set which is a subset of \( \mathbb{R}^n \setminus \hat{\mathcal{O}}_2 \).
Hence, from (6.12) we have
\[
\varrho_d(x) = \int_{\mathbb{R}^n} \tilde{\rho}_d(x + \sigma_d(x)\xi)\Psi(\xi)d\xi \\
\geq \int_{\mathbb{R}^n} \inf_{z \in K_1} \tilde{\rho}_d(z)\Psi(\xi)d\xi = \inf_{z \in K_1} \tilde{\rho}_d(z) > 0.
\]

We now analyze the quantity \(\sup_{x \in \mathcal{O}} \int_{\mathbb{R}^m} \max_{g \in \hat{G}(x,v)} V_d(g)\mu(dv)\). As, illustrated in [55, Example 1], it is not necessary for this quantity to be finite even though the function \(V_d\) satisfies strict decrease conditions on average outside the set \(\mathcal{O}\). Hence, we adopt the solution proposed in [55, Prop 1] which involves constructing a concave function \(\Gamma \in K_\infty\) such that \(\sup_{x \in \mathcal{O}} \int_{\mathbb{R}^m} \max_{g \in \hat{G}(x,v)} \Gamma(V_d(g))\mu(dv) \leq \mu_d/2, \forall x \in \mathcal{O}\)

for some \(\mu_d > 0\). Since \(\Gamma\) is concave, it follows from Jensen’s inequality that for \(x \in \mathbb{R}^n \setminus \mathcal{O}\),
\[
\int_{\mathbb{R}^m} \max_{g \in \hat{G}(x,v)} \Gamma(V_d(g))\mu(dv) \leq \int_{\mathbb{R}^m} \Gamma(\max_{g \in \hat{G}(x,v)} V_d(g))\mu(dv) \\
\leq \Gamma\left(\int_{\mathbb{R}^m} \max_{g \in \hat{G}(x,v)} V_d(g)\mu(dv)\right) \\
\leq \Gamma(V_d(x) - \varrho_d(x)).
\]

Since \(\Gamma \in K_\infty\) and \(\varrho_d\) is bounded away from zero on compact sets contained in \(\mathbb{R}^n \setminus \mathcal{O}\), it follows that \(\Gamma(V_d(x) - \varrho_d(x)) < \Gamma(V_d(x))\) for \(x \in \mathbb{R}^n \setminus \mathcal{O}\). Let the continuous function \(\tilde{\varrho}_d : \mathbb{R}^n \setminus \mathcal{O} \to \mathbb{R}_{>0}\) be defined such that \(\Gamma(V_d(x) - \tilde{\varrho}_d(x)) \leq \Gamma(V_d(x)) - \tilde{\varrho}_d(x)\) for all \(x \in \mathbb{R}^n \setminus \mathcal{O}\). Now choose a function \(\hat{\varrho}_d : \mathbb{R}^n \to \mathbb{R}_{>0}\) such that \(\hat{\varrho}_d(x) \leq \min\{\mu_d/2, \tilde{\varrho}_d(x)\}\) where by convention \(\tilde{\varrho}_d(x) = \infty\) for \(x \notin \mathbb{R}^n \setminus \mathcal{O}\). We now construct a continuous function
\[ \rho_d(x) := \inf_{\xi \in \mathbb{R}^n} (\delta_d(\xi) + |\xi - x|) \text{ for all } x \in \mathbb{R}^n. \] Since \( \delta_d \) is bounded away from zero on compact sets, it follows that \( \rho_d \) inherits the same property. Also, from the construction we have that \( \rho_d(x) \leq \delta_d(x) \) for all \( x \in \mathbb{R}^n \). Hence,

\[
\int_{\mathbb{R}^m} \max_{g \in G(x,v)} \Gamma(V_d(g)) \mu(dv) \leq \Gamma(V_d(x)) - \rho_d(x) + \mu_d \mathbb{I}_O(x), \forall x \in \mathbb{R}^n.
\]

It follows from the above bound and using \( G(x,v) \subset \delta(G(x,v), \forall (x,v) \in D \times \mathbb{R}^m \) that

\[
\int_{\mathbb{R}^m} \max_{g \in G(x,v)} \Gamma(V_d(g)) \mu(dv) \leq \Gamma(V_d(x)) - \rho_d(x) + \mu_d \mathbb{I}_O(x), \forall x \in D.
\]

The result of the proposition is thus established.

**Continuous-time condition**

Define \( V_c(x) := \int_{\mathbb{R}^n} V_0(x + \sigma_c(x) \xi) \Psi(\xi)d\xi \) where \( \sigma_c : \mathbb{R}^n \to \mathbb{R}_{>0} \) is a continuous positive function for all \( x \in \mathbb{R}^n \) and \( \Psi : \mathbb{R}^n \to [0,1] \) is any infinitely differentiable function such that \( \Psi(x) = 0 \) for \( x \notin \mathbb{B} \) and \( \int \Psi(x)dx = 1 \). The next result involves smoothing the continuous-time condition. We will establish in the next proposition that the function \( V_c \), through appropriate choice of \( \sigma_c \), satisfies a condition related to the bound (2.8).

**Proposition 6.15** There exist continuous positive functions \( \sigma_c, \rho_c : \mathbb{R}^n \to \mathbb{R}_{>0} \) and \( \mu_c > 0 \) such that the function \( V_c \) satisfies

\[
\langle \nabla V_c(x), f \rangle \leq -\rho_c(x) + \mu_c \mathbb{I}_O(x), \forall x \in C, f \in F(x).
\] (6.16)

*Proof:* Let \( \sigma^* > 0 \) be such that \( \delta_2 + \sigma^* \mathbb{B}^o \subset \mathcal{O} \). Choose the open set \( \delta_1 \) such that \( \delta_2 + (\sigma^*/3) \mathbb{B}^o \subset \delta_1 \) and \( \delta_1 + (\sigma^*/3) \mathbb{B}^o \subset \mathcal{O} \). Define \( \varrho_c(x) := \min\{\delta(x), \sigma^*/4\} \). Let \( \sigma_c \) come from [14] Lemma 7.37] using \( \varrho_c \). Then, the function \( \sigma_c \) is continuous and positive.
on bounded sets. We can also conclude that if \( x \in \mathbb{R}^n \setminus \hat{O}_1 \), then \( x + \sigma_c(x)B \subset \mathbb{R}^n \setminus \hat{O}_2 \). The smoothness of \( V_c \) on \( \mathbb{R}^n \) follows from the results in [14, Section 7.36].

From [14, Lemma 7.37], for every solution \( \phi \) generated by \((C_{c \sigma}, F_{c \sigma})\) and \( \eta \in \mathbb{B} \), there exists a solution \( \psi_\eta \) generated by \((C_{c \rho}, F_{c \rho})\) such that \( \text{dom}(\phi) = \text{dom}(\psi), \psi_\eta(0) = \phi(0) + \sigma_c(\phi(0))\eta \) and \( \psi_\eta(t) = \phi(t) + \sigma_c(\phi(t))\eta \). Let \( i \in \mathbb{Z}_{\geq 1} \) and \( K_i = 2^i \mathbb{B} \) be a sequence of compact sets. For every \( i \in \mathbb{Z}_{\geq 1} \), there exists \( \gamma_i > 0 \) such that \( \langle \nabla V_c(x), f \rangle \leq -\gamma_i, \forall x \in (C \setminus \mathcal{O}) \cap K_i, f \in F(x) \) (6.17).

For every \( x \in C \setminus \mathcal{O} \), let \( i(x) = \min_{j \in \mathbb{Z}_{\geq 1}} \{ j : x \in (C \setminus \mathcal{O}) \cap K_j \} \). Define \( \hat{\rho}_c(x) := \inf_{\xi \in C \setminus \mathcal{O}} (\gamma_i(x) + |\xi - x|) \). Since \( \mathcal{O} \) is bounded, \( V_c \) is smooth and \( F \) is locally bounded, there exists \( \mu_c > 0 \) such that \( \sup_{f \in F(x)} \langle \nabla V_c(x), f \rangle \leq \mu_c/2 \) for all \( x \in C \cap \mathcal{O} \). Define the function \( \hat{\rho}_c(x) = \min \{ \hat{\rho}_c(x), \mu_c/2 \} \) for all \( x \in \mathbb{R}^n \) where \( \hat{\rho}_c(x) = \infty \) for \( x \notin C \setminus \mathcal{O} \). Now define the function \( \rho_c(x) = \inf_{z \in \mathbb{R}^n} (\hat{\rho}_c(z) + |x - z|) \). Then \( \rho_c \) is continuous, positive-valued and bounded away from zero on compact sets. Then, it follows that

\[
\langle \nabla V_c(x), f \rangle \leq -\rho_c(x) + \mu_c \mathbb{I}_{\mathcal{O}}(x), \forall x \in C.
\]
The result of the proposition is thus established. ■

6.6.3 Smooth Lyapunov function for recurrence

We now combine the results from Proposition 6.15 and 6.14 to establish a smooth Lyapunov function with respect to the set $O$ for the system $H$. Define $V_s(x) := \int_{\mathbb{R}^n} V_0(x + \sigma(x)\xi)\Psi(\xi)d\xi$ where $\sigma : \mathbb{R}^n \to \mathbb{R}_{>0}$ is a continuous positive function for all $x \in \mathbb{R}^n$ and $\Psi : \mathbb{R}^n \to [0, 1]$ is any infinitely differentiable function such that $\Psi(x) = 0$ for $x /\in B$ and $\int \Psi(x)dx = 1$. The next results completes the proof of Theorem 6.4.

**Proposition 6.16** There exist continuous functions $\sigma, \rho : \mathbb{R}^n \to \mathbb{R}_{>0}$, $\mu > 0$ and a concave function $\Gamma \in \mathcal{K}_\infty$ that is smooth on $\mathbb{R}_{>0}$ with $\Gamma'(s) > 0$ for $s > 0$ such that the function $\Gamma(V_s)$ is smooth, radially unbounded and satisfies

\[
\langle \nabla \Gamma(V_s(x)), f \rangle \leq -\rho(x) + \mu \mathbb{I}_O(x), \forall x \in C, f \in F(x)
\]

\[
\int_{\mathbb{R}^n} \max_{g \in G(x,v)} \Gamma(V_s(g))\mu(dv) \leq \Gamma(V_s(x)) - \rho(x) + \mu \mathbb{I}_O(x), \forall x \in D.
\]

**Proof:** It follows from the proof of [55, Prop 1] that without loss of generality, the function $\Gamma$ used in Proposition 6.14 can be taken to be smooth on $\mathbb{R}_{>0}$ with $\Gamma'(s) > 0$ for $s > 0$. Let $\sigma_c, \rho_c, \mu_c$ come from Proposition 6.15 and $\Gamma, \sigma_d, \rho_d, \mu_d$ come from Proposition 6.14. Choose the continuous function $\sigma$ such that $\sigma(x) = \min\{\sigma_c(x), \sigma_d(x)\}$, choose $\mu = \max\{\sup_{x \in O}(\mu_c\Gamma'(V_s(x))), \mu_d\}$ and the continuous function $\rho$ such that $\rho(x) = \min\{\Gamma'(V_s(x))\rho_c(x), \rho_d(x)\}$. Since $V_s(x) \geq \beta > 0$, it follows that $\mu$ is well defined and $\Gamma(V_s)$ is smooth. Since $V_0$ is radially unbounded and $\Gamma \in \mathcal{K}_\infty$, it follows that $\Gamma(V_s)$ is radially unbounded. Finally, it follows from the results in Propositions 6.15 and 6.14.
that the function $\Gamma(V_s)$ satisfies

$$\langle \nabla \Gamma(V_s(x)), f \rangle \leq -\rho(x) + \mu_\mathcal{O}(x), \forall x \in C, f \in F(x)$$

$$\int_{\mathbb{R}^m} \max_{g \in G(x,v)} \Gamma(V_s(g)) \mu(dv) \leq \Gamma(V_s(x)) - \rho(x) + \mu_\mathcal{O}(x), \forall x \in D.$$ 

The proof of Theorem 6.4 is now complete. A summary of the results on global recurrence of open, bounded sets for (6.1) is in Figure 6.1.

Figure 6.1: Summary of results for recurrence in (6.1)
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Conclusions

In this chapter, we summarize the main contributions of the dissertation and point out future research directions.

7.1 Summary

In Chapter 2, we studied hybrid systems modeled by set-valued mappings and presented a Lyapunov function characterization for a property called recurrence. In particular, under mild regularity properties for the system we establish that the existence of a smooth Lyapunov function that decreases strictly along solutions outside an open, bounded set is a necessary and a sufficient condition for recurrence of that set. Robustness of the recurrence property to various state dependent perturbations is a key result that aids the development of the converse theorem.

In Chapter 3, we introduced a class of systems called stochastic difference inclusions and extend the results of Chapter 2 to stochastic systems. We present a solution concept for stochastic difference inclusions, establish Lyapunov function based sufficient conditions, weak sufficient conditions, converse Lyapunov theorems and robust stability
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conditions for recurrence of an open, bounded set. Similar results for asymptotic stability in probability are also discussed.

In Chapter 4, constrained discrete-time stochastic systems stabilized by discontinuous feedback laws are studied. In particular, robustness of asymptotic stability in probability for the closed loop stochastic system is analyzed. Since robustness results from Chapter 3 are not necessarily applicable in this scenario, we establish a Lyapunov function based approach to verify robustness as opposed to asserting robustness from system regularity properties.

In Chapters 5, we study a class of stochastic hybrid systems modeled by set-valued mappings where the randomness is restricted only to the discrete-time dynamics. We introduce the concept of weakly totally recurrent in probability sets and establish convergence of bounded random solutions to such sets. An extension of the result under the existence of a non-increasing on average Lyapunov-like function is also presented and convergence of sample paths of the random solution to weakly totally recurrent in probability sets inside level sets of the Lyapunov-like function is established. Application of the results to establishing weak sufficient conditions for asymptotic stability in probability and recurrence are also discussed.

Chapter 6 extends the results of Chapters 2-3 to a larger class of stochastic hybrid systems studied in Chapter 5. In particular, we study the recurrence property in detail and establish robustness results and a converse Lyapunov theorem.

7.2 Future directions

We now present possible research directions that expand upon the work in this dissertation.

- A closely related property to recurrence is called positive recurrence. For non-
stochastic systems, the recurrence property in Chapter 2 is equivalent to positive recurrence but for stochastic systems they are not equivalent. It is a stronger property than recurrence since positive recurrence also requires the expected value of the time for solutions to hit the set be finite. Robustness of positive recurrence and equivalence of positive recurrence to the existence of smooth Lyapunov functions are problems that need to be explored further. Results on robustness of global asymptotic stability in probability and an associated converse Lyapunov theorem for the class of systems studied in Chapters 5-6 also need to be established. Similarly, analysis tools related to other asymptotic stability notions such as mean square asymptotic stability and mean square exponential stability need to be established to develop a more complete stability theory for set-valued stochastic systems.

• In this dissertation we have not investigated robustness of stability properties with respect to uncertainties in the probability distribution. For example, consider the system \( x^+ = \max\{0, x + v\} \) with \( v \in \{-1, 1\}, x \in \mathbb{Z}_{\geq 0} \) and \( \mu(\{-1\}) = \mu(\{1\}) = 0.5 \).

It can be observed that \( V(x) = |x| \) is a weak-Lyapunov function for the set \((-1, 1)\) and using the invariance principle from Chapter 2, it can be concluded that the set \((-1, 1)\) is globally recurrent. However, even for arbitrarily small \( \delta \in (0, 0.5) \), if the distribution function of \( v \) is modified to \( \mu(\{-1\}) = 0.5 - \delta, \mu(\{1\}) = 0.5 + \delta \), the set \((-1, 1)\) is no longer recurrent. Results related to robustness of stability with respect to uncertainties in the probability distribution would be useful in the analysis of networked control systems where exact statistical information might not be available.

In [89], [90] results regarding robustness of positive recurrence in Markov chains to perturbations in the transition probabilities are established. For a particular class of stochastic hybrid systems like Markov jump linear systems, results on robustness of
stability to perturbations in the transition rate matrices or transition probability matrices are available in [91], [92], [93], [94] and [95]. However, the proofs rely on a Lyapunov function assumption for the nominal system. A general robustness result with respect to uncertainties in probability distributions for stochastic hybrid systems without relying on Lyapunov function based assumption for the nominal system needs to be explored further.

• Finally, an extension of the results in Chapters 3-6 to the general class of stochastic hybrid systems studied in [82] and modeled by

\[
\begin{align*}
    dx & \in F(x)dt + B(x)dW, x \in C \\
    x^+ & \in G(x, v), x \in D
\end{align*}
\]

is a natural step towards understanding stability theory for complex systems. Results related to sequential compactness for stochastic hybrid systems in [82] will likely be crucial to establishing equivalence between uniform and non uniform versions of stability, robustness of stability, invariance principle and converse Lyapunov theorems.
Appendix A

Mathematical review

• Let $I \subset \mathbb{R}$ be an interval. A function $\phi : I \mapsto \mathbb{R}$ is absolutely continuous on $I$, if for every $\varepsilon > 0$, there exists a $\delta > 0$ such that $\sum_{k=1}^{l} |\phi(b_k) - \phi(a_k)| \leq \varepsilon$ for every finite number of non-overlapping intervals $(a_k, b_k)$, $k \in \{1, \ldots, l\}$ with $[a_k, b_k] \subset I$ and $\sum_{k=1}^{l} |b_k - a_k| \leq \delta$. The function $\phi$ is locally absolutely continuous if it is absolutely continuous on every interval $[a, b] \subset I$.

• A set-valued mapping $M : \mathbb{R}^p \rightrightarrows \mathbb{R}^n$ is outer semicontinuous if, for each $(x_i, y_i) \to (x, y) \in \mathbb{R}^p \times \mathbb{R}^n$ satisfying $y_i \in M(x_i)$ for all $i \in \mathbb{Z}_{\geq 0}$, $y \in M(x)$.

• A mapping $M$ is locally bounded if, for each bounded set $K \subset \mathbb{R}^p$, $M(K) := \bigcup_{x \in K} M(x)$ is bounded.

• Let $\mathcal{T}$ be a topological space. A function $\Psi : \mathcal{T} \to \mathbb{R}_{\geq 0}$ is upper semicontinuous if for every sequence $\{t_i\}_{i=0}^{\infty}$ such that $t_i \to t$, we have $\limsup_{i \to \infty} \Psi(t_i) \leq \Psi(t)$. A function $\kappa : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ is lower semicontinuous if for every converging sequence $\{x_i\} \to x$, $\liminf_{i \to \infty} \kappa(x_i) \geq \kappa(x)$.

• For a measurable space $(\Omega, \mathcal{F})$, a mapping $M : \Omega \rightrightarrows \mathbb{R}^n$ is measurable [Def. 14.1], if for each open set $O \subset \mathbb{R}^n$, the set $M^{-1}(O) := \{\omega \in \Omega : M(\omega) \cap O \neq \emptyset\} \in \mathcal{F}$.
A measurable function $T : \Omega \to \mathbb{Z}_{\geq 0} \cup \{\infty\}$ is a *stopping time* \[84, \S 11.3, \text{Def. 5} \] with respect to the filtration $\{\mathcal{F}_n\}_{n \in \mathbb{Z}_{\geq 0}}$ if the event $\{T \leq k\}$ (or equivalently the event $\{T = k\}$) $\in \mathcal{F}_k$ for every $k \in \mathbb{Z}_{\geq 0}$.

- A set $F \subset \mathbb{R}^m$ is measurable if $F \in \mathcal{B}(\mathbb{R}^m)$.
- A function $\alpha : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is of class-$\mathcal{K}$ if it is continuous, strictly increasing and $\alpha(0) = 0$.
- A function $\alpha : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is of class-$\mathcal{K}_\infty$ if it is of class-$\mathcal{K}$ and unbounded.
- A function $\psi : \mathbb{Z}_{\geq 0} \to \mathbb{R}_{>0}$ is of class $\mathcal{L}$ if it is non-increasing and $\lim_{\ell \to \infty} \psi(\ell) = 0$.
- Fatou’s lemma: Let $\{f_i\}_{i=1}^\infty$ be a sequence of measurable functions defined on a measure space $(S, \Sigma, \mu)$. If there exists an integrable function $g$ such that $f_i \leq g$ for all $i \in \mathbb{Z}_{\geq 1}$, then
  $$\limsup_{i \to \infty} \int_S f_i d\mu \leq \int_S \limsup_{i \to \infty} f_i d\mu.$$ 
- Monotone convergence theorem: Let $\{f_i\}_{i=1}^\infty$ be a sequence of pointwise non-decreasing measurable functions defined on a measure space $(S, \Sigma, \mu)$. Then,
  $$\lim_{i \to \infty} \int_S f_i d\mu = \int_S \lim_{i \to \infty} f_i d\mu.$$ 
- Dominated convergence theorem: Let $\{f_i\}_{i=1}^\infty$ be a sequence of measurable functions defined on a measure space $(S, \Sigma, \mu)$. If there exists an integrable function $g$ such that $f_i \leq g$ for all $i \in \mathbb{Z}_{\geq 1}$, then
  $$\lim_{i \to \infty} \int_S f_i d\mu = \int_S \lim_{i \to \infty} f_i d\mu.$$
• Jensen’s inequality: If \( \phi : \mathbb{R}^n \to \mathbb{R} \) is a convex function and \( x : \Omega \to \mathbb{R}^n \) is a random variable, then
\[
\phi(\mathbb{E}[x]) \leq \mathbb{E}[\phi(x)].
\]

If \( \phi : \mathbb{R}^n \to \mathbb{R} \) is a concave function, then
\[
\mathbb{E}[\phi(x)] \leq \phi(\mathbb{E}[x]).
\]

• Inf convolution: Let \( \rho : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) be bounded away from zero on compact subsets of \( \mathbb{R}^n \). Then, define the function
\[
\tilde{\rho}(x) := \inf_{z \in \mathbb{R}^n} (\rho(z) + |x - z|), x \in \mathbb{R}^n
\]
The function \( \tilde{\rho} : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) is bounded away from zero on compact subsets of \( \mathbb{R}^n \) and Lipschitz on \( \mathbb{R}^n \).

• Set convergence: Let \( \{S_i\}_{i=1}^{\infty} \) be a sequence of sets in \( \mathbb{R}^n \).

1. The inner limit of the sequence \( \{S_i\}_{i=1}^{\infty} \) is the set of all points \( x \in \mathbb{R}^n \) such that, there exists points \( x_i \in S_i, i \in 1, 2, ..., \) such that \( \lim_{i \to \infty} x_i = x \).

2. The outer limit of the sequence \( \{S_i\}_{i=1}^{\infty} \) is the set of all points \( x \in \mathbb{R}^n \) for which there exists a subsequence \( \{S_{i_k}\}_{k=1}^{\infty} \) of \( \{S_i\}_{i=1}^{\infty} \) and points \( x_k \in S_{i_k}, k = 1, 2, ..., \) such that \( \lim_{i \to \infty} x_k = x \).

When the inner limit and the outer limit of the sequence \( \{S_i\}_{i=1}^{\infty} \) are equal, the sequence \( \{S_i\}_{i=1}^{\infty} \) is convergent, and its limit is given by
\[
\lim \inf_{i \to \infty} S_i = \lim \sup_{i \to \infty} S_i = \lim_{i \to \infty} S_i.
\]
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Sequential compactness: Hybrid systems and stochastic hybrid systems

In this section, we state results on sequential compactness for hybrid systems studied in Chapter 2 and stochastic hybrid systems studied in Chapter 5-6. A metric space is sequentially compact if every sequence as a converging subsequence which converges to a point in the metric space. In this section, we state results related to sequential compactness for the solution space of hybrid systems and stochastic hybrid systems.

B.1 Hybrid systems

We briefly recall the framework for modeling hybrid systems and the Standing Assumptions imposed in Chapter 2. A hybrid system with a state $x \in \mathbb{R}^n$ is written formally
as

\[
\begin{align*}
\dot{x} & \in F(x), \ x \in C \quad \text{(B.1a)} \\
x^+ & \in G(x), \ x \in D \quad \text{(B.1b)}
\end{align*}
\]

In this section we will assume that the conditions of Standing Assumption 2.1 are satisfied by the data of the hybrid system. The conditions of Standing Assumption 2.1 are stated below.

**Assumption B.1** The data of the hybrid system (B.1) satisfies the following conditions:

1. The sets $C, D \subset \mathbb{R}^n$ are closed.

2. The mapping $F$ is outer semicontinuous, locally bounded, convex valued and non-empty on $C$.

3. The mapping $G$ is outer semicontinuous, locally bounded and non-empty on $D$.

A sequence of hybrid arcs $\{\phi_i\}_{i=1}^\infty$ converges if the sequence of sets $\{\text{graph}(\phi_i)\}_{i=1}^\infty$ convergences in the sense of set convergence. A sequence of solutions $\{\phi_i\}_{i=1}^\infty$ for the hybrid system (B.1) is said to be locally eventually bounded if for every $\tau \geq 0$, there exists $i^*$ and $M > 0$ such that for all $i \geq i^*$ and all $(t,j) \in \text{dom}(\phi_i)$ with $t+j \leq \tau$, $\phi_i(t,j) \in M \mathbb{B}$.

We now state the main result related to sequential compactness for (B.1). The following result is from [14, Theorem 6.8].

**Theorem B.1** Let the hybrid system (B.1) satisfy the conditions of Assumption B.1. For every locally eventually bounded sequence $\{\phi_i\}_{i=1}^\infty$ of hybrid arcs generated by (B.1), there exists a subsequence $\{\phi_{i_k}\}_{k=1}^\infty$ which converges graphically to a hybrid arc $\phi$ generated by (B.1).
B.2 Stochastic hybrid systems

We briefly recall the framework for modeling stochastic hybrid system and the Standing Assumptions imposed in Chapter 5. A stochastic hybrid system with a state $x \in \mathbb{R}^n$ and random input $v \in \mathbb{R}^m$ is written formally as

$$
\dot{x} \in F(x), x \in C \quad (B.2a)
$$

$$
x^+ \in G(x, v^+), x \in D \quad (B.2b)
$$

$$
v \sim \mu(\cdot) \quad (B.2c)
$$

In this section we will assume that the conditions of Standing Assumption 5.1 are satisfied by the data of the stochastic hybrid system. The conditions of Standing Assumption 5.1 are stated below.

**Assumption B.2** The data of the stochastic hybrid system $\mathcal{H}$ satisfies the following conditions:

1. The sets $C, D \subset \mathbb{R}^n$ are closed;

2. The mapping $F : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ is outer-semicontinuous, locally bounded with nonempty convex values on $C$;

3. The mapping $G : \mathbb{R}^n \times \mathbb{R}^m \rightrightarrows \mathbb{R}^n$ is locally bounded and the mapping $v \mapsto \text{graph}(G(\cdot, v)) := \{(x, y) \in \mathbb{R}^{2n} : y \in G(x, v)\}$ is measurable with closed values.

We recall that the set of hybrid arcs with closed graphs can be thought of as a subset in the space of not-identically empty-valued outer semicontinuous set-valued mappings from $\mathbb{R}^2$ to $\mathbb{R}^n$. It follows from [84, Theorem 5.50], equipped with the metric of graph distance, this space is a separable, locally compact, complete (and $\sigma$-compact) metric space, which we denote $(\mathcal{X}, d)$. For each $j \in \mathbb{Z}_{\geq 0}$ we define $E_j := \mathbb{R}_{\geq 0} \times \{0, \ldots, j\}$ and
for each hybrid arc $\phi$, we define $\phi|_{E_j}$ to be the hybrid arc with domain $\text{dom}(\phi) \cap E_j$ such that $\phi|_{E_j}(t, j) = \phi(t, j)$ for $(t, j) \in \text{dom}(\phi|_{E_j})$. For each $S \in \mathcal{X}$, we use $S|_{E_j}$ to refer to the outer semicontinuous set-valued mapping from $\mathbb{R}^2$ to $\mathbb{R}^n$ with domain $\text{dom}(S) \cap E_j$ such that $S|_{E_j}(t, j) = S(t, j)$ for $(t, j) \in \text{dom}(S|_{E_j})$.

A sequence of random solutions $\{x_i\}_{i=0}^{\infty}$ for the stochastic hybrid system (B.2) is said to be almost surely locally eventually bounded if the sequence $x_i(\omega)$ is locally eventually bounded for almost every $\omega \in \Omega$. As noted in [85], in order for sequential compactness results for stochastic hybrid system to be useful in the context of developing a robust stability theory we also need to characterize and relate the statistical properties of the sequence $x_i$ and the limiting solution. Hence, we impose the following assumption related to the functions that characterize the behavior of the random solutions.

**Assumption B.3** The functions $\varphi, \varphi_i : \mathcal{X} \to \mathbb{R}_{\geq 0}$, $i \in \mathbb{Z}_{\geq 0}$ are upper semicontinuous, bounded and for each $\varepsilon > 0$, there exists $i^*, j^* \in \mathbb{Z}_{\geq 0}$ such that for each $i \geq i^*$ and each hybrid arc $\phi$,

$$\varphi_i(\phi) \leq \varphi_i(\phi|_{E_j}) + \varepsilon, \forall j \geq j^*$$  \hspace{1cm} (B.3)

and, for each unbounded $N \subset \mathbb{Z}_{\geq 0}$ and each sequence of locally eventually bounded hybrid arcs $\{S_i\}_{i=1}^{\infty}$ and each $j \geq j^*$,

$$\lim_{i \to \infty, i \in N} S_i = S \implies \limsup_{i \to \infty, i \in N} \varphi_i(S_i|_{E_j}) \leq \varphi(S|_{E_j}).$$  \hspace{1cm} (B.4)

We now state the main result related to sequential compactness for (B.2). The following result is from [85, Theorem 1].

**Theorem B.2** Let the SHS (B.2) satisfy the conditions of Assumption B.2 and let Assumption B.3 hold. Let $\{x_i\}_{i=1}^{\infty}$ generated by (B.2) be an almost surely locally eventually
bounded sequence of solutions, let \( \{ \Delta_i \}_{i=0}^{\infty} \) be a sequence of non-negative real numbers such that \( \mathbb{E}[\varphi_i(x_i)] \geq \Delta_i \) for all \( i \in \mathbb{Z}_{\geq 0} \). Then, there exists a solution \( x \) generated by (B.2) in the pointwise outerlimit of the sequence \( x_i \) such that \( \mathbb{E}[\varphi(x)] \geq \limsup_{i \to \infty} \Delta_i \).
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Stochastic stability properties

In this section, we will give definitions of stochastic stability properties that are frequently studied in the literature. We state the definitions for the simpler class of stochastic difference inclusions

\[ x^+ \in G(x, v), x \in \mathbb{R}^n \]  

(C.1)

studied in Chapter 3. We refer the reader to [27] for equivalent definitions in the case of stochastic hybrid systems. For completeness we also include the definitions of recurrence and global asymptotic stability in probability.

**Definition C.1** An open, bounded set \( O \subset \mathbb{R}^n \) is said to be globally recurrent for \( (C.1) \) if for every \( x \in \mathbb{R}^n \) and \( x \in S_r(x) \),

\[ \mathbb{E}\left[ \prod_{i \in \mathbb{Z} \geq 1} 1_{\mathbb{R}^n \setminus O}(x_i) \right] = 0. \]

**Definition C.2** An open, bounded set \( O \subset \mathbb{R}^n \) is said to be uniformly globally recurrent for \( (C.1) \) if for every compact set \( K \subset \mathbb{R}^n \) and \( \rho > 0 \) there exists \( J \in \mathbb{Z} \geq 1 \) such that

\[ \mathbb{E}\left[ \prod_{i=1}^J 1_{\mathbb{R}^n \setminus O}(x_i) \right] \leq \rho \] for every \( x \in S_r(K) \).

**Definition C.3** An open, bounded set \( O \subset \mathbb{R}^n \) is globally positively recurrent for \( (C.1) \) if for every \( x \in S_r(\mathbb{R}^n) \),

\[ \mathbb{E}[\inf\{k \in \mathbb{Z} \geq 0, x_k \in O\}] < \infty. \]
**Definition C.4** An open, bounded set \( O \subset \mathbb{R}^n \) is uniformly globally positively recurrent for (C.1) if for every compact set \( K \subset \mathbb{R}^n \), there exists \( M > 0 \) such that for all \( x \in S_r(K) \), 
\[
E[\inf\{k \in \mathbb{Z}_{\geq 0}, x_k \in O\}] \leq M.
\]

**Definition C.5** A compact set \( A \subset \mathbb{R}^n \) is globally exponentially stable in the pth mean for (C.1) if there exists \( \lambda \in [0, 1) \) and \( \gamma > 0 \) such that for every \( x \in S_r(x) \), 
\[
E[|x_k|^p_A] \leq \gamma \lambda^k |x|^p_A.
\]

**Definition C.6** A compact set \( A \subset \mathbb{R}^n \) is globally asymptotically stable in the pth mean for (C.1) if

1. \( \lim_{k \to \infty} \sup_{k \in \mathbb{Z}_{\geq 0}} E[|x_k|^p_A] = 0 \) for each sequence \( x_i \in S_r(x_i) \) and each bounded sequence \( x_i \) satisfying \( \lim_{i \to \infty} |x_i|_A = 0 \).

2. \( \sup_{k \in \mathbb{Z}_{\geq 0}} E[|x_k|^p_A] < \infty \) for each \( x \in S_r(\mathbb{R}^n) \).

3. \( \lim_{k \to \infty} E[|x_k|^p_A] = 0 \) for each \( x \in S_r(\mathbb{R}^n) \).

**Definition C.7** A compact set \( A \subset \mathbb{R}^n \) is uniformly globally asymptotically stable in the pth mean for (C.1) if

1. For every \( \varepsilon > 0 \) there exists a \( \delta > 0 \) such that for all \( x \in S_r(A + \delta \mathbb{B}) \), 
   \[
   E[|x_k|^p_A] \leq \delta, \quad \forall k \in \mathbb{Z}_{\geq 0}.
   \]

2. For every \( \delta > 0 \) there exists a \( \varepsilon > 0 \) such that for all \( x \in S_r(A + \delta \mathbb{B}) \), 
   \[
   E[|x_k|^p_A] \leq \delta, \quad \forall k \in \mathbb{Z}_{\geq 0}.
   \]

3. For every \( \Delta > 0 \), \( \delta > 0 \) there exists \( J \in \mathbb{Z}_{\geq 0} \) such that for every \( x \in S_r(A + \Delta \mathbb{B}) \), 
   \[
   E[|x_k|^p_A] \leq \delta, \quad \forall k \in \mathbb{Z}_{\geq J}.
   \]

**Definition C.8** A compact set \( A \subset \mathbb{R}^n \) is globally asymptotically stable in probability for (C.1) if
1. For every \( \varepsilon > 0 \) and \( \rho > 0 \) there exists a \( \delta > 0 \) such that for all \( x \in S_r(A + \delta B) \),

\[
P(\text{graph}(x) \subset (\mathbb{Z}_{\geq 0} \times (A + \varepsilon B^o))) \geq 1 - \rho.
\]

2. For every \( x \in S_r(\mathbb{R}^n) \), \( \lim_{i \to \infty} |x_i(\omega)|_A = 0 \) for almost every \( \omega \in \Omega \).

**Definition C.9** A compact set \( A \subset \mathbb{R}^n \) is uniformly globally asymptotically stable in probability for \((C.1)\) if

1. For every \( \varepsilon > 0 \) and \( \rho > 0 \) there exists a \( \delta > 0 \) such that for all \( x \in S_r(A + \delta B) \),

\[
P(\text{graph}(x) \subset (\mathbb{Z}_{\geq 0} \times (A + \varepsilon B^o))) \geq 1 - \rho.
\]

2. For every \( \delta > 0 \) and \( \rho > 0 \) there exists a \( \varepsilon > 0 \) such that for all \( x \in S_r(A + \delta B) \),

\[
P(\text{graph}(x) \subset (\mathbb{Z}_{\geq 0} \times (A + \varepsilon B^o))) \geq 1 - \rho.
\]

3. For every \( \Delta > 0 \), \( \delta > 0 \) and \( \rho > 0 \), there exists \( J \in \mathbb{Z}_{\geq 0} \) such that for every \( x \in S_r(A + \Delta B) \),

\[
P(\text{graph}(x) \cap (\mathbb{Z}_J \times \mathbb{R}^n) \subset (\mathbb{Z}_{\geq 0} \times (A + \delta B^o))) \geq 1 - \rho.
\]
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Proofs

D.1 Proof of Proposition 2.4

Since $\mathcal{O}$ is recurrent for $\mathcal{H}$ in (2.2), it follows from Lemma 2.2 that $\mathcal{O}$ is recurrent for the modified system $\mathcal{H}^\wedge$ in (2.5). From Proposition 2.2 it follows that solutions of $\mathcal{H}^\wedge$ are ultimately bounded with ultimate bound $M$. Let $S = (M+1)B$. Then, there exists $T > 0$ such that for $\phi \in \mathcal{S}_{\mathcal{H}}(S)$ if $(t, j) \in \text{dom} \phi$ satisfies $t + j \geq T$, then $\phi(t, j) \in MB$. Then, it follows that $\Omega(S) \subset MB \subset \text{int}(S)$. Since the maximal solutions of $\mathcal{H}^\wedge$ are complete $\Omega(S)$ is non-empty. Then, from [14, Corollary 7.7], it follows that $\Omega(S)$ is compact and asymptotically stable with basin of attraction $S$. Since every solution eventually enters the set $S$, it follows that $\Omega(S)$ is uniformly globally asymptotically stable for $\mathcal{H}$. Since the solutions of $\mathcal{H}$ are also solutions of $\mathcal{H}^\wedge$, it follows that $A := \Omega(S)$ is UGAS for $\mathcal{H}$.

D.2 Proof of Theorem 3.1

We denote the weak viability probabilities for (3.1) as $m_{G,S}(i, x)$ for $(i, x) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}^n$. 
Proposition D.1 Let \( \mathcal{O} \subset \mathbb{R}^n \) be an open, bounded set. If there exists a sufficient recurrence-Lyapunov function for (3.1) relative to \( \mathcal{O} \subset \mathbb{R}^n \) then, for every \( R > 0 \) such that \( \mathcal{O} \subset R\mathbb{B} \) and for all \( x \in R\mathbb{B} \setminus \mathcal{O} \), \( \hat{m}_{G,\mathbb{B}\setminus\mathcal{O}}(x) = 0 \).

Proof: Define \( S_1 := R\mathbb{B} \setminus \mathcal{O} \). Let \( V : \mathbb{R}^n \to \mathbb{R}_\geq 0 \) be a sufficient recurrence-Lyapunov function for (3.1) relative to \( \mathcal{O} \) and \( \varrho : \mathbb{R}^n \to \mathbb{R}_{>0} \) continuous, satisfy (3.7). We begin by proving that for every \( \sigma^* > 0 \) there exists a function \( c \in L \) such that for all \( (i, x) \in \mathbb{Z}_\geq 0 \times R\mathbb{B} \setminus \mathcal{O} \),

\[
m_{G,\subset S_1}(i, x) \leq \sigma^* V(x) + c(i). \tag{D.1}
\]

Let \( c(0) \geq 1 \). Then, the bounds holds when \( i = 0 \) for all \( x \in R\mathbb{B} \setminus \mathcal{O} \) from the definition. Now assume that the bound holds for some \( i \in \mathbb{Z}_\geq 0 \) and for all \( x \in R\mathbb{B} \setminus \mathcal{O} \). Now pick \( c \) such that for all \( i \in \mathbb{Z}_\geq 0 \),

\[
c(i) = \max \{0, c(0) - i\sigma^* \inf_{x \in R\mathbb{B} \setminus \mathcal{O}} \varrho(x)\}.
\]

This choice gives a function that belongs to class-L as \( \inf_{x \in R\mathbb{B} \setminus \mathcal{O}} \varrho(x) > 0 \) due to the compactness of \( R\mathbb{B} \setminus \mathcal{O} \) and continuity of \( \varrho \). Since \( x \in R\mathbb{B} \setminus \mathcal{O} \), it follows from (D.1) that

\[
m_{G,\subset S_1}(i + 1, x) = \int_{R^m} \max_{g \in G(x,v)} \mathbb{I}_{S_1}(g)m_{G,\subset S_1}(i, g)\mu(dv)
\leq \sigma^* \left( \int_{R^m} \max_{g \in G(x,v)} V(g)\mu(dv) \right) + c(i)
\leq \sigma^* V(x) - \sigma^* \varrho(x) + c(i)
\leq \sigma^* V(x) + c(i + 1).
\]

Then (D.1) holds by induction. Now for \( x \in R\mathbb{B} \setminus \mathcal{O} \) if \( \hat{m}_{G,\subset S_1}(x) = \varepsilon > 0 \), choose \( \sigma^* \) such that \( \sigma^* V(x) \leq \frac{1}{2}\varepsilon \). Since \( c \in L \) it follows from (D.1) that \( \varepsilon \leq \sigma^* V(x) \leq \frac{1}{2}\varepsilon \). This
is a contradiction which implies \( \varepsilon = 0 \). Then, it follows that \( \hat{m}_{G,\subset R^B\setminus O}(x) = 0 \) for all \( x \in R^B\setminus O \).

We now consider the set-valued mapping \( \hat{G} \) defined as

\[
\hat{G}(x,v) := \begin{cases} 
G(x,v) & , (x,v) \in \mathbb{R}^n \setminus O \times \mathbb{R}^m \\
\emptyset & , (x,v) \in O \times \mathbb{R}^m.
\end{cases} \tag{D.2}
\]

It can be noted from the definition that \( \hat{G}(x,v) \) satisfies the conditions of Standing Assumption 3.1. Since \( \hat{G}(x,v) \subseteq G(x,v) \) for all \( (x,v) \in \mathbb{R}^n \times \mathbb{R}^m \) it follows that if \( V \) is a sufficient recurrence-Lyapunov function for (3.1) relative to \( O \subset \mathbb{R}^n \) then, for all \( x \in \mathbb{R}^n \),

\[
\int_{\mathbb{R}^m} \max_{g \in \hat{G}(x,v)} V(g) \mu(dv) \leq V(x). \tag{D.3}
\]

For the system \( x^+ \in \hat{G}(x,v) \), we denote the weak reachability probabilities for a closed set \( S \subset \mathbb{R}^n \) as \( m_{\hat{G} \cap S}(i,x) \) for \( (i,x) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}^n \). The proof of the following result is similar to \( \text{[61, Thm. 1]} \).

**Proposition D.2** If there exists a function that satisfies (D.3) for \( x^+ \in \hat{G}(x,v) \) then, for every \( x \in \mathbb{R}^n \) and \( \gamma \in (0,1) \) there exists a \( R > 0 \) such that \( \lim_{i \to \infty} m_{\hat{G} \cap R^n \setminus RB^o}(i,x) \leq \gamma \).

**Proof:** Let \( V \) satisfy (D.3). Since \( V \) is radially unbounded, there exists \( \alpha_1 \in \mathcal{K}_\infty, c_1 > 0 \) such that \( \alpha_1(|x|) \leq V(x) + c_1 \). Define \( S_2 := \mathbb{R}^n \setminus RB^o \). To prove the above statement we first establish that for all \( x \in \mathbb{R}^n \) and \( i \in \mathbb{Z}_{\geq 0} \),

\[
\alpha_1(R)m_{\hat{G} \cap S_2}(i,x) \leq V(x) + c_1.
\]

The bound holds for \( i = 0 \) by definition for all \( x \in \mathbb{R}^n \). Now assume that the bound holds for some \( i \in \mathbb{Z}_{\geq 0} \) and all \( x \in \mathbb{R}^n \). Then, from the bound \( \alpha_1(|x|) \leq V(x) + c_1 \) it
follows that

\[
\alpha_1(R) m_{\tilde{G},\cap\mathcal{S}_2}(i + 1, x) = \int_{\mathbb{R}^m} \max_{g \in \tilde{G}(x,v)} \{ \alpha_1(R)\mathbb{1}_{\mathcal{S}_2}(g), \alpha_1(R) m_{\tilde{G},\cap\mathcal{S}_2}(i, g) \} \mu(dv)
\]
\[
\leq \int_{\mathbb{R}^m} \max_{g \in \tilde{G}(x,v)} \{ V(g) + c_1, V(g) + c_1 \} \mu(dv)
\]
\[
= \int_{\mathbb{R}^m} \max_{g \in \tilde{G}(x,v)} V(g) \mu(dv) + c_1 \leq V(x) + c_1.
\]

Then, the result follows by induction. This bound implies that for all \((i, x) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}^n,

\[
m_{\tilde{G},\cap\mathcal{S}_2}(i, x) \leq \frac{1}{\alpha_1(R)} (V(x) + c_1).
\]

So given \(x \in \mathbb{R}^n\), we can choose \(R > 0\) such that \(\frac{1}{\alpha_1(R)} (V(x) + c_1) \leq \gamma\). Then \(\lim_{i \to \infty} m_{\tilde{G},\cap\mathbb{R}^n \setminus RB^\circ}(i, x) \leq \gamma\).

Let \(\gamma \in (0, 1)\). Now given \(x \in \mathbb{R}^n \setminus \mathcal{O}\), it follows from D.2 that there exists a \(R > 0\), such that \(\mathcal{O} \subset RB^\circ, x \in RB^\circ\) and \(\lim_{i \to \infty} m_{\tilde{G},\cap\mathbb{R}^n \setminus RB^\circ}(i, x) \leq \gamma\). Then, from 3.1 we have that for all \(i \in \mathbb{Z}_{\geq 0},

\[
m_{\tilde{G},\subset\mathbb{R}^n \setminus \mathcal{O}}(i, x) \leq m_{\tilde{G},\subset RB^\circ \setminus \mathcal{O}}(i, x) + m_{\tilde{G},\cap\mathbb{R}^n \setminus RB^\circ}(i, x).
\]

Since \(x \in \mathbb{R}^n \setminus \mathcal{O}\), using 3.2 it follows that for all \(i \in \mathbb{Z}_{\geq 0}, m_{\tilde{G},\subset\mathbb{R}^n \setminus \mathcal{O}}(i, x) = m_{\tilde{G},\subset\mathbb{R}^n \setminus \mathcal{O}}(i, x)\) and \(m_{\tilde{G},\subset RB^\circ \setminus \mathcal{O}}(i, x) = m_{\tilde{G},\subset RB^\circ \setminus \mathcal{O}}(i, x)\). Then

\[
m_{\tilde{G},\subset\mathbb{R}^n \setminus \mathcal{O}}(i, x) \leq m_{\tilde{G},\subset RB^\circ \setminus \mathcal{O}}(i, x) + m_{\tilde{G},\cap\mathbb{R}^n \setminus RB^\circ}(i, x).
\]

Then, from Propositions D.1 and D.2 it follows that

\[
\tilde{m}_{\tilde{G},\subset\mathbb{R}^n \setminus \mathcal{O}}(x) \leq \tilde{m}_{\tilde{G},\subset RB^\circ \setminus \mathcal{O}}(x) + \lim_{i \to \infty} m_{\tilde{G},\cap\mathbb{R}^n \setminus RB^\circ}(i, x) \leq \gamma.
\]
Therefore, for every \( x \in \mathbb{R}^n \setminus \mathcal{O} \) we have \( \hat{m}_{G,\mathbb{R}^n \setminus \mathcal{O}}(x) \leq \gamma \). Then, from the definition of \( m_{G,\mathbb{R}^n \setminus \mathcal{O}}(i, x) \) for \((i, x) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}^n\), we have that \( \hat{m}_{G,\mathbb{R}^n \setminus \mathcal{O}}(x) \leq \gamma \) for all \( x \in \mathbb{R}^n \). Finally, from Proposition 3.2 it follows that for all \( x \in \mathbb{R}^n \), \( \hat{m}_{G,\mathbb{R}^n \setminus \mathcal{O}}(x) = 0 \) and consequently globally recurrent of \( \mathcal{O} \) for (3.1) follows.

### D.3 Proof of Proposition 3.5

We first establish conditions under which the two notions of sufficient recurrence-Lyapunov functions and Lyapunov functions coincide. If \( V \) is a sufficient recurrence-Lyapunov function and

\[
\sup_{x \in \mathcal{O}} \int_{\mathbb{R}^m} \max_{g \in G(x,v)} V(g) \mu(dv) \leq \lambda
\]

for some \( \lambda > 0 \), then \( V/\lambda \) is both a sufficient recurrence-Lyapunov function and a Lyapunov function. The existence of such a \( \lambda \) is also guaranteed if \( \mu(\cdot) \) has compact support, due to the local boundedness of \( G \).

If the conditions listed above are not satisfied, then the following proof explains the construction of a concave, \( \mathcal{K}_\infty \) function \( \kappa \) such that if \( V \) is a sufficient recurrence-Lyapunov function then, \( \kappa(V) \) is a Lyapunov function.

Since \( V \) is upper semicontinuous, it follows that it is locally bounded. Also from Standing Assumption 3.1 we have that \( G \) is locally bounded. Then, there exists \( \gamma \in \mathcal{K}_\infty \) and \( \gamma_0 \in \mathbb{R}_{\geq 0} \) such that, for all \( x \in \mathcal{O} \),

\[
\max_{g \in G(x,v)} V(g) \leq \gamma(|v|) + \gamma_0.
\]

Let \( \mathcal{B} \) be the closed unit ball in \( \mathbb{R}^m \). Define \( F_i := 2^i \mathcal{B}, \quad F_{-1} := \emptyset \) and \( m(i) := \mu(F_i \setminus F_{i-1}) \).
for all \(i \in \mathbb{Z}_{\geq 0}\). We now prove that there exists \(\tau \in \mathcal{K}_\infty\) such that
\[
\sum_{i=0}^\infty \tau(i+1)m(i) \leq 1.
\]

Since \(\mu\) is a measure it follows that for \(j \in \mathbb{Z}_{\geq 0}\),
\[
\sum_{i=j}^\infty m(i) = \sum_{i=j}^\infty \mu(F_i \setminus F_{i-1}) = \mu\left(\bigcup_{i=j}^\infty (F_i \setminus F_{i-1})\right) = \mu(\mathbb{R}^m \setminus F_{j-1}).
\]

Let \(\sigma \in \mathcal{L}\) be such that \(\mu(\mathbb{R}^m \setminus F_{j-1}) \leq \sigma(j)\) for all \(j \in \mathbb{Z}_{\geq 0}\). Then \(\sum_{i=j}^\infty m(i) \leq \sigma(j)\). Let \(\ell : \mathbb{Z}_{\geq 0} \to \mathbb{Z}_{\geq 0}\) be a strictly increasing unbounded mapping satisfying \(\ell(0) = 0, \ell(1) > 1\) and \(\sigma(\ell(j)) \leq 2^{-j}\) for all \(j \in \mathbb{Z}_{\geq 0}\). Let \(\hat{\ell} \in \mathcal{K}_\infty\) satisfy \(\hat{\ell}(i) = \ell(i)\) for each \(i \in \mathbb{Z}_{\geq 0}\). Define \(\tau(s) := \hat{\ell}^{-1}(s)\) for all \(s \geq 0\). Then
\[
\sum_{i=0}^\infty \tau(i+1)m(i) = \sum_{j=0}^\infty \left(\sum_{i=\ell(j)}^{\ell(j)+1-1} \tau(i+1)m(i)\right) \leq \sum_{j=0}^\infty \left(\sum_{i=\ell(j)}^{\ell(j)+1-1} (j+1)m(i)\right)
\]
\[
\leq \sum_{j=0}^\infty (j+1) \left(\sum_{i=\ell(j)}^\infty m(i)\right)
\]
\[
\leq \sum_{j=0}^\infty (j+1) \sigma(\ell(j)) \leq \sum_{j=0}^\infty (j+1) 2^{-j} \leq 4.
\]

Now define \(\tau(s) := \tau(s)/4\) for all \(s \geq 0\). Then \(\sum_{i=0}^\infty \tau(i+1)m(i) \leq 1\). Let \(\hat{\kappa} \in \mathcal{K}_\infty\) be such that \(\hat{\kappa}(2\gamma(2^i)) \leq \tau(i+1)\) for all \(i \in \mathbb{Z}_{\geq 0}\). Then, it follows that
\[
\int_{\mathbb{R}^m} \hat{\kappa}(2\gamma(|v|))\mu(dv) = \sum_{i=0}^\infty \int_{F_i \setminus F_{i-1}} \hat{\kappa}(2\gamma(|v|))\mu(dv) \leq \sum_{i=0}^\infty \hat{\kappa}(2\gamma(2^i)) \int_{F_i \setminus F_{i-1}} \mu(dv)
\]
\[
= \sum_{i=0}^\infty \hat{\kappa}(2\gamma(2^i))\mu(F_i \setminus F_{i-1})
\]
\[
\leq \sum_{i=0}^\infty \tau(i+1)m(i) \leq 1.
\]
Define \( c := 2\gamma(1) \). We now prove that there exists a function \( \kappa \in \mathcal{K}_\infty \) that is concave and satisfies \( \kappa(s) \leq \hat{\kappa}(s) \) for all \( s \geq c \). To prove the existence of \( \kappa \), we first prove the existence of a convex, \( \mathcal{K}_\infty \) function \( \alpha \) such that \( \hat{\kappa}^{-1}(r) \leq \alpha(r) \) for all \( r \geq \hat{\kappa}(c) \). Now choose \( \beta \in \mathcal{K}_\infty \) such that \( \beta(s) \geq (2/\hat{c})(\hat{\kappa}^{-1}(2s)) \) and define \( \alpha(s) := \int_0^s \beta(t)dt \) for all \( s \geq 0 \). Then, by construction \( \alpha \in \mathcal{K}_\infty \) is convex and for \( r \geq \hat{c} \),

\[
\alpha(r) \geq \int_{r/2}^r \beta(t)dt \geq (r/2)\beta(r/2) \geq (\hat{c}/2)\beta(r/2) \geq \hat{\kappa}^{-1}(r). \tag{D.4}
\]

Define \( \kappa(s) := \alpha^{-1}(s) \) for all \( s \geq 0 \). Then \( \kappa \in \mathcal{K}_\infty \) is concave since \( \alpha \) is convex and strictly increasing. From the construction of \( \kappa \) it follows that \( \kappa(s) \leq \hat{\kappa}(s) \) for all \( s \geq c \),

\[
\int_{\mathbb{R}^m} \kappa(2\gamma(|v|))\mu(dv) \leq \int_{|v|<1} \kappa(2\gamma(|v|))\mu(dv) + \int_{|v|\geq 1} \kappa(2\gamma(|v|))\mu(dv) \\
\leq \kappa(2\gamma(1)) + \int_{|v|\geq 1} \hat{\kappa}(2\gamma(|v|))\mu(dv) \leq \kappa(2\gamma(1)) + 1.
\]

We now define \( \overline{W}(x) := \kappa(V(x)) \) for all \( x \in \mathbb{R}^n \). Then, it follows from Jensen’s inequality [96 Sec. 3.1.8] and the construction of \( \kappa \) that, for \( x \in \mathbb{R}^n \setminus \mathcal{O} \),

\[
\int_{\mathbb{R}^m} \max_{g \in \mathcal{G}(x,v)} \overline{W}(g)\mu(dv) = \int_{\mathbb{R}^m} \max_{g \in \mathcal{G}(x,v)} \kappa(V(g))\mu(dv) \leq \int_{\mathbb{R}^m} \kappa(\max_{g \in \mathcal{G}(x,v)} V(g))\mu(dv) \\
\leq \kappa \left( \int_{\mathbb{R}^m} \max_{g \in \mathcal{G}(x,v)} V(g)\mu(dv) \right) \\
\leq \kappa(\overline{W}(x) - \varrho(x)).
\]

Since \( \kappa \in \mathcal{K}_\infty \), and \( \varrho \) is bounded away from zero on compact sets, it follows that \( \kappa(\overline{W}(x) - \varrho(x)) < \kappa(\overline{W}(x)) = \overline{W}(x) \). Hence, there exists a function \( \hat{\rho} : \mathbb{R}^n \to \mathbb{R}_{>0} \) that is bounded away from zero on compact sets such that \( \kappa(\overline{W}(x) - \varrho(x)) \leq \overline{W}(x) - \hat{\rho}(x) \) for all \( x \in \mathbb{R}^n \setminus \mathcal{O} \).

We now construct a continuous function \( \rho(x) := \inf_{\xi \in \mathbb{R}^n}(\hat{\rho}(\xi) + |\xi - x|) \) for all \( x \in \mathbb{R}^n \).

Since \( \hat{\rho} \) is bounded away from zero on compact sets, it follows that \( \rho \) inherits the same
property. Also from the construction we have that \( \rho(x) \leq \bar{\rho}(x) \) for all \( x \in \mathbb{R}^n \). Therefore

\[
\int_{\mathbb{R}^m} \max_{g \in G(x,v)} W(g) \mu(dv) \leq W(x) - \rho(x) \quad \forall x \in \mathbb{R}^n \setminus \mathcal{O}.
\]

(D.5)

Finally, for \( x \in \mathcal{O} \),

\[
\int_{\mathbb{R}^m} \max_{g \in G(x,v)} W(g) \mu(dv) = \int_{\mathbb{R}^m} \max_{g \in G(x,v)} \bar{\pi}(V(g)) \mu(dv) \\
\leq \int_{\mathbb{R}^m} \bar{\pi}(\gamma(|v|) + \gamma_0) \mu(dv) \\
\leq \int_{\mathbb{R}^m} (\bar{\pi}(2\gamma(|v|)) + \bar{\pi}(2\gamma_0)) \mu(dv) \\
\leq 1 + \bar{\pi}(2\gamma_0) + \bar{\pi}(2\gamma(1)).
\]

(D.6)

Now define \( \hat{c} := 1 + \bar{\pi}(2\gamma_0) + \bar{\pi}(2\gamma(1)) + \sup_{x \in \mathcal{O}} \rho(x) \), \( \kappa(s) := \frac{1}{\hat{c}} \pi(s) \) for all \( s \geq 0 \), \( \hat{\rho}(x) := \frac{1}{\hat{c}} \rho(x) \) and \( W(x) := \kappa(V(x)) \) for all \( x \in \mathbb{R}^n \). Then, it follows from (D.5), (D.6) that

\[
\int_{\mathbb{R}^m} \max_{g \in G(x,v)} W(g) \mu(dv) \leq W(x) - \hat{\rho}(x) + 1_{\mathcal{O}}(x) \quad \forall x \in \mathbb{R}^n.
\]

Hence \( W \) is a Lyapunov function relative to \( \mathcal{O} \) for (3.1).

### D.4 Proof of Theorem 3.2

We assume that \( \mathcal{O} \subset \mathbb{R}^n \) is globally recurrent for (3.1) and prove that there exists \( \varepsilon > 0 \) and an open, bounded set \( \hat{\mathcal{O}} \) such that \( \hat{\mathcal{O}} + \varepsilon \mathbb{B} \subset \mathcal{O} \) and \( \hat{\mathcal{O}} \) is strongly globally recurrent for (3.1). In order to prove the theorem, we begin with some initial results. The proof of the following result is similar to that used in [42 Prop. 15].

**Claim D.1** Let \( \{x_i\}_{i=1}^{\infty} \) be a sequence of points that converges to \( x \in \mathbb{R}^n \) and \( \phi_i : \mathbb{R}^n \rightarrow \mathbb{R}^n \)
Proof: Let \( g_i \) be such that for all \( i \in \mathbb{Z}_{\geq 1}, \phi_i(g_i) = \max_{g \in G(x_i,v)} \phi_i(g) \). Due to local boundedness of \( G \) we can assume without loss of generality that there exists at least a subsequence converging to \( g^* \). Then, by outer semicontinuity of \( G \) for a fixed \( v \), it follows that \( g^* \in G(x,v) \). Also for every \( \varepsilon > 0 \), there exists \( i^* \in \mathbb{Z}_{\geq 0}, \)

\[
\phi_{i^*}(g^*) \leq \lim_{i \to \infty} \phi_i(g_i) + \varepsilon.
\]

Then, it follows that

\[
\limsup_{i \to \infty} \max_{g \in G(x_i,v)} \phi_i(g) = \limsup_{i \to \infty} \phi_i(g_i) \leq \limsup_{i \to \infty} \phi_{i^*}(g_i)
\]

\[
\leq \phi_{i^*}(g^*) \leq \lim_{i \to \infty} \phi_i(g^*) + \varepsilon
\]

\[
\leq \max_{g \in G(x,v)} \limsup_{i \to \infty} \phi_i(g) + \varepsilon.
\]

Since \( \varepsilon > 0 \) is arbitrary the result of the claim follows.

Claim D.2 Let \( \{x_i\}_{i=1}^{\infty} \) be a sequence of points converging to \( x \in \mathbb{R}^n \) and \( S \subset \mathbb{R}^n \) be closed. Then, for all \( k \in \mathbb{Z}_{\geq 0}, \)

\[
\limsup_{i \to \infty} \max_{g \in G(x_i,v)} \mathbb{I}_{S + \frac{1}{i}B}(g)m_{\subset S + \frac{1}{i}B}(k,g) \leq \max_{g \in G(x,v)} \mathbb{I}_{S}(g)m_{\subset S}(k,g). \quad \text{(D.7)}
\]

Proof: Define \( \phi_i(x) := \mathbb{I}_{S + \frac{1}{i}B}(x)m_{\subset S + \frac{1}{i}B}(k,x) \) for \( x \in \mathbb{R}^n \). Then, from the upper semicontinuity of \( \mathbb{I}_{S + \frac{1}{i}B}() \) and \( m_{\subset S + \frac{1}{i}B}(k,\cdot) \) for each \( i \in \mathbb{Z}_{\geq 1} \) and \( k \in \mathbb{Z}_{\geq 0} \) it follows that
\(\phi_i\) is upper semicontinuous for each \(i\). From the monotonicity of the viability probabilities and the indicator function with respect to \(i\), it follows that \(\phi_i\) is monotonically nonincreasing. Also \(\phi_i(x) \leq m_{\subset S+\frac{1}{i}B}(k,x) \leq 1\). Then, from Claim D.1 it follows that

\[
\limsup_{i \to \infty} \max_{g \in G(x,v)} \mathbb{I}_{S+\frac{1}{i}B}(g)m_{\subset S+\frac{1}{i}B}(k,g) \leq \max_{g \in G(x,v)} \limsup_{i \to \infty} \mathbb{I}_{S+\frac{1}{i}B}(g)m_{\subset S+\frac{1}{i}B}(k,g) \leq \max_{g \in G(x,v)} \mathbb{I}_S(g) \limsup_{i \to \infty} m_{\subset S+\frac{1}{i}B}(k,g). \quad (D.8)
\]

We now prove that

\[
\limsup_{i \to \infty} m_{\subset S+\frac{1}{i}B}(k,x) \leq m_{\subset S}(k,x) \quad \forall (k,x) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}^n. \quad (D.9)
\]

The bound \(D.9\) holds for \(k = 0\) and for all \(x \in \mathbb{R}^n\) by definition. Now assume that \(D.9\) holds for some \(k \in \mathbb{Z}_{\geq 0}\) and for all \(x \in \mathbb{R}^n\). Then, by Fatou’s Lemma and \(D.8\) it follows that

\[
\limsup_{i \to \infty} m_{\subset S+\frac{1}{i}B}(k+1,x) = \limsup_{i \to \infty} \int_{\mathbb{R}^m} \max_{g \in G(x,v)} \mathbb{I}_{S+\frac{1}{i}B}(g)m_{\subset S+\frac{1}{i}B}(k,g)\mu(dv) \\
\leq \int_{\mathbb{R}^m} \limsup_{i \to \infty} \max_{g \in G(x,v)} \mathbb{I}_{S+\frac{1}{i}B}(g)m_{\subset S+\frac{1}{i}B}(k,g)\mu(dv) \\
\leq \int_{\mathbb{R}^m} \max_{g \in G(x,v)} \mathbb{I}_S(g) \limsup_{i \to \infty} m_{\subset S+\frac{1}{i}B}(k,g)\mu(dv) \\
\leq \int_{\mathbb{R}^m} \max_{g \in G(x,v)} \mathbb{I}_S(g)m_{\subset S}(k,g)\mu(dv) \leq m_{\subset S}(k+1,x).
\]

Then, the bound \(D.9\) holds by induction. The result of the claim then follows from \(D.8\) and \(D.9\).

We then use the above results to prove the the following Lemma which illustrates the effect of perturbations of the set on the weak viability probabilities.

**Lemma D.1** For each \((\ell, \rho) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}_{>0}\) and \(K \subset \mathbb{R}^n\) compact there exists a \(\varepsilon > 0\) such that...
such that, for every \( x \in K \) compact,

\[
m_{\subset S + \varepsilon B}(\ell, x) \leq \max_{\xi \in K} m_{\subset S}(\ell, \xi) + \rho.
\]

**Proof:** Suppose the lemma is false, then there exists \( \ell \in \mathbb{Z}_{\geq 0} \), \( \rho > 0 \) and \( K \) compact such that, for each \( i \in \mathbb{Z}_{\geq 1} \) there exists \( x_i \in K \) satisfying

\[
m_{\subset S + \frac{1}{i} B}(\ell, x_i) > \max_{\xi \in K} m_{\subset S}(\ell, \xi) + \rho.
\]

Without loss of generality we assume that \( x_i \) converges to some \( x \in K \). Then, it follows from Fatou’s Lemma and (D.7) that

\[
\limsup_{i \to \infty} m_{\subset S + \frac{1}{i} B}(\ell, x_i) = \limsup_{i \to \infty} \int_{\mathbb{R}^m} \max_{g \in G(x, v)} \mathbb{I}_{S + \frac{1}{i} B}(g) m_{\subset S + \frac{1}{i} B}(\ell - 1, g) \mu(dv)
\]

\[
\leq \int_{\mathbb{R}^m} \limsup_{i \to \infty} \max_{g \in G(x, v)} \mathbb{I}_{S + \frac{1}{i} B}(g) m_{\subset S + \frac{1}{i} B}(\ell - 1, g) \mu(dv)
\]

\[
\leq \int_{\mathbb{R}^m} \max_{g \in G(x, v)} \mathbb{I}_S(g) m_{\subset S}(\ell - 1, g) \mu(dv)
\]

\[
= m_{\subset S}(\ell, x).
\]

The bound contradicts the initial assumption for \( i \) large and thus establishes the lemma.

\[\blacksquare\]

Let \( \ell_0 \in \mathbb{Z}_{>0} \) be such that \( m_{\subset \mathbb{R}^n \setminus \mathcal{O}}(\ell_0, x) \leq 0.25/2 \) for all \( x \in \overline{\mathcal{O} + \mathbb{B}^o} \). This bound follows from the uniform global recurrence of the set \( \mathcal{O} \). We now use the result of Lemma [D.1] with \( K := \overline{\mathcal{O} + \mathbb{B}^o} \). Then, there exists \( \varepsilon \in (0, 1) \) such that, for every \( x \in K \),

\[
m_{\subset (\mathbb{R}^n \setminus \mathcal{O}) + \varepsilon B}(\ell_0, x) \leq \max_{\xi \in \overline{\mathcal{O} + \mathbb{B}^o}} m_{\subset (\mathbb{R}^n \setminus \mathcal{O})}(\ell_0, \xi) + 0.25/2
\]

\[
\leq 0.25.
\]
Let the open, bounded set \( \hat{\mathcal{O}} \) be such that \( \hat{\mathcal{O}} := \mathbb{R}^n \setminus ((\mathbb{R}^n \setminus \mathcal{O}) + \varepsilon \mathcal{B}) \). Then \( |\xi|_{\hat{\mathcal{O}}} = \varepsilon \) for all \( \xi \in \partial \hat{\mathcal{O}} \). Hence, it follows that for \( \varepsilon = \bar{\varepsilon}/2 > 0 \), \( \hat{\mathcal{O}} + \varepsilon \mathcal{B} \subset \mathcal{O} \). Since \( \varepsilon < 1 \), \( \mathcal{O} \subset \hat{\mathcal{O}} + \mathcal{B}^o \).

Then, for all \( x \in \overline{\hat{\mathcal{O}} + \mathcal{B}^o} \),

\[
m_{\subset \mathbb{R}^n \setminus \hat{\mathcal{O}}}(\ell_0, x) \leq m_{\subset \mathbb{R}^n \setminus \mathcal{O} + \varepsilon \mathcal{B}}(\ell_0, x) \leq 0.25. \tag{D.10}
\]

Now let \( S_i := \mathbb{R}^n \setminus (\hat{\mathcal{O}} + i \mathcal{B}^o) \) be a sequence of closed sets for \( i \in \mathbb{Z}_{\geq 0} \). Given \( x \in \mathbb{R}^n \), there exists \( j \in \mathbb{Z}_{\geq 1} \) such that \( x \in \mathbb{R}^n \setminus S_{j+1} \). Since \( \mathcal{O} \subset \hat{\mathcal{O}} + \mathcal{B}^o \), it follows from uniform global recurrence of the set \( \mathcal{O} \) that for all \( \xi \in \mathbb{R}^n \setminus S_{j+1} \) there exists \( \ell_j \in \mathbb{Z}_{>0} \) such that

\[
m_{\subset S_1}(\ell_j, \xi) \leq 0.25. \tag{D.11}
\]

Then, from Lemma 3.3, (D.10) and (D.11) it follows that

\[
m_{\subset S_0}(\ell_j + \ell_0, x) \leq m_{\subset S_1}(\ell_j, x) + \sup_{\xi \in \mathbb{R}^n \setminus S_1} m_{\subset S_0}(\ell_0, \xi) \leq 0.5.
\]

Then, from the monotonicity of the viability probabilities we have that for every \( x \in \mathbb{R}^n \), \( \hat{m}_{\subset \mathbb{R}^n \setminus \hat{\mathcal{O}}}(x) \leq 0.5 \). Hence, it follows from Proposition 3.2 that for all \( x \in \mathbb{R}^n \), \( \hat{m}_{\subset \mathbb{R}^n \setminus \hat{\mathcal{O}}}(x) = 0 \). This equality implies that the set \( \hat{\mathcal{O}} \) is globally recurrent for (3.1).

### D.5 Proof of Theorem 3.3

We begin with a result similar to [42, Lemma 4] that establishes that the reachability probabilities \( m_{\cap S}(k, x) \) can be made arbitrarily small for a fixed \( k \), for \( x \) in a compact set, when \( S = \mathbb{R}^n \setminus R \mathcal{B}^o \) by using the local boundedness of \( G \) and choosing \( R > 0 \) sufficiently
Lemma D.2 For each $k \in \mathbb{Z}_{\geq 0}$, $\varepsilon > 0$ and $r > 0$ there exists $R > 0$ such that, with $S = \mathbb{R}^n \setminus R \mathbb{B}^o$, $m \cap S(k, x) \leq \varepsilon$ for all $x \in r \mathbb{B}$.

We denote the probabilities of the system (3.9) with the subscript $\nu$. Let $\hat{O}$ be chosen according to Theorem 3.2. Now let $S_i = \mathbb{R}^n \setminus (\hat{O} + i \mathbb{B}^o)$ be a sequence of closed sets and $\varepsilon_i \leq (\frac{1}{2})^{i+2}$ for all $i \in \mathbb{Z}_{\geq 0}$. Then, for every $i \in \mathbb{Z}_{\geq 0}$, choose $\ell_i$ such that

$$m \subset S_i(\ell_i, x) \leq \frac{1}{2} \varepsilon_i \quad \forall x \in \mathbb{R}^n \setminus S_i+1. \quad (D.12)$$

This bound follows from the uniform global recurrence of the set $\hat{O}$. Let $\beta_i \in \mathbb{Z}_{\geq 0}$. Then, choose $\beta_i \geq i + 1$ such that, with $\nu(s) = s$ for all $s \geq 0$,

$$m_{\nu \cap S_{\beta_i}}(\ell_i, x) \leq \frac{1}{2} \varepsilon_i \quad \forall x \in \mathbb{R}^n \setminus S_i+1. \quad (D.13)$$

The values $\beta_i$ exists according to Lemma D.2. Without loss of generality we can assume the function $i \mapsto \beta_i$ is strictly increasing and unbounded. Define $K_i := (\hat{O} + \beta_i \mathbb{B}^o) \setminus (\hat{O} + i \mathbb{B}^o)$, $\gamma_i := \sup_{x \in \partial(\hat{O} + i \mathbb{B}^o)} |x - x_0|$ and $r_i := \inf_{y \in \partial(\hat{O} + i \mathbb{B}^o)} |y - x_0|$. Then, it follows that the functions $i \mapsto \gamma_i, r_i$ are strictly increasing and unbounded. Let $\nu \in \mathcal{K}_\infty$ with $\nu(s) < s$ for all $s > 0$ and satisfy $\nu(\gamma_i) < r_i/2$ for all $i \in \mathbb{Z}_{\geq 0}$. Then, we have that

$$\{x_0\} + \nu(\gamma_i) \mathbb{B} \subset \{x_0\} + \frac{1}{2} r_i \mathbb{B} \subset \mathbb{R}^n \setminus K_i$$

and hence

$$\max_{g \in \{x_0\} + \nu(\gamma_i) \mathbb{B}} \mathbb{1}_{K_i}(g) = 0. \quad (D.14)$$

Next we show that for all $x \in \mathbb{R}^n \setminus S_{\beta_i}$ and all $k \in \mathbb{Z}_{\geq 0}$,

$$m_{\nu \cap K_i}(k, x) = m \subset K_i(k, x). \quad (D.15)$$
The equality (D.15) holds when $k = 0$ for all $x \in \mathbb{R}^n$. Assume it holds for some $k \in \mathbb{Z}_{\geq 0}$ and for all $x \in \mathbb{R}^n \setminus S_{\beta_i}$. Using (D.14), $G(x, v) \subset G_\nu(x, v)$ for all $(x, v) \in \mathbb{R}^n \times \mathbb{R}^m$, and $K_i \subset \overline{O} + \beta_i B_0$, it follows that if $x \in \mathbb{R}^n \setminus S_{\beta_i}$ then

\[\max_{g \in G(x, v)} I_{K_i} (g m_{\subset K_i}(k, g)) \leq \max_{g \in G_\nu(x, v)} I_{K_i} (g m_{\nu, \subset K_i}(k, g)) \leq \max_{g \in G(x, v)} I_{K_i} (g m_{\nu, \subset K_i}(k, g)) + \max_{g \in \{x_0 + \nu(\gamma_i)\}} I_{K_i} (g m_{\nu, \subset K_i}(k, g)) = \max_{g \in G(x, v)} I_{K_i} (g m_{\nu, \subset K_i}(k, g)) = \max_{g \in G(x, v)} I_{K_i} (g m_{\subset K_i}(k, g)).\]

Hence for all $x \in \mathbb{R}^n \setminus S_{\beta_i}$

\[\max_{g \in G_\nu(x, v)} I_{K_i} (g m_{\nu, \subset K_i}(k, g)) = \max_{g \in G(x, v)} I_{K_i} (g m_{\subset K_i}(k, g)).\]

Therefore for all $x \in \mathbb{R}^n \setminus S_{\beta_i}$

\[m_{\nu, \subset K_i}(k + 1, x) = \int_{\mathbb{R}^m} \max_{g \in G_\nu(x, v)} I_{K_i} (g m_{\nu, \subset K_i}(k, g)) \mu(dv) = \int_{\mathbb{R}^m} \max_{g \in G(x, v)} I_{K_i} (g m_{\subset K_i}(k, g)) \mu(dv) = m_{\subset K_i}(k + 1, x).\]

Then (D.15) holds for all $k \in \mathbb{Z}_{\geq 0}$ and all $x \in \mathbb{R}^n \setminus S_{\beta_i}$ by induction. Now using Lemma 3.1 (D.12), (D.13), (D.15) we have that for all $i \in \mathbb{Z}_{\geq 0}$ and every $x \in \mathbb{R}^n \setminus S_{i+1}$

\[m_{\nu, \subset S_i}(\ell_i, x) \leq m_{\nu, \subset S_i}(\ell_i, x) + m_{\nu, \subset K_i}(\ell_i, x) \leq \frac{1}{2} \varepsilon_i + m_{\subset K_i}(\ell_i, x) \leq \frac{1}{2} \varepsilon_i + m_{\subset S_i}(\ell_i, x) \leq \varepsilon_i.\]
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Given $x \in \mathbb{R}^n$, let $i \in \mathbb{Z}_{\geq 1}$ be such that $x \in \mathbb{R}^n \setminus S_{i+1}$. Then, from (D.16) it follows that $m_{\nu, \subset S_i}(l_i, x) \leq \varepsilon_i$, and similarly we have that for every $k \in \{0, ..., i - 1\}$, $\sup_{\xi \in \mathbb{R}^n \setminus S_{k+1}} m_{\nu, \subset S_k}(l_k, \xi) \leq \varepsilon_k$. Then, from Lemma 3.3, (D.16) it follows that

$$m_{\nu, \subset S_0} \left( \sum_{j=0}^{i} l_j, x \right) \leq m_{\nu, \subset S_1} \left( \sum_{j=1}^{i} l_j, x \right) + \sup_{\xi \in \mathbb{R}^n \setminus S_1} m_{\nu, \subset S_0}(l_0, \xi)$$

$$\leq m_{\nu, \subset S_1}(l_i, x) + \sum_{k=0}^{i-1} \sup_{\xi \in \mathbb{R}^n \setminus S_{k+1}} m_{\nu, \subset S_k}(l_k, \xi)$$

$$\leq \sum_{k=0}^{i} \varepsilon_k \leq 0.5.$$

Hence, from the monotonicity of the viability probabilities we can conclude that $\hat{m}_{\nu, \subset S_0}(x) \leq 0.5$ for all $x \in \mathbb{R}^n$. Then, from Proposition 3.2 it follows that $\hat{m}_{\nu, \subset \mathbb{R}^n \setminus \hat{O}}(x) = 0$ for every $x \in \mathbb{R}^n$ and global recurrence follows.

### D.6 Proof of Theorem 3.4

In order to prove this theorem we use the following result from [42, Corollary 3] which illustrates the effect of perturbations of the system on viability probabilities. Let $\rho > 0$. We denote the probabilities of the perturbed system $x^+ \in G_{\rho}(x, v) := \{w \in \mathbb{R}^n : w \in g + \rho \mathbb{B}, g \in G(x + \rho \mathbb{B}, v)\}$ with a subscript $\rho$.

**Lemma D.3** For each closed set $S \subset \mathbb{R}^n$, compact set $K \subset \mathbb{R}^n$, $\ell \in \mathbb{Z}_{\geq 0}$ and $\varepsilon > 0$ there exists $\rho > 0$ such that, for all $k \in \{0, ..., \ell\}$

$$m_{\rho, \subset S}(k, \xi) \leq \max_{\xi \in (\xi + \varepsilon \mathbb{B}) \cap K} m_{\subset S}(k, \zeta) + \varepsilon \quad \forall \xi \in K + \rho \mathbb{B}.$$

Let $\hat{O}$ be chosen according to Theorem 3.2 and $\nu \in K_{\infty}$ be chosen according to Theorem 3.3. Now define $S_i := \mathbb{R}^n \setminus (\hat{O} + i \mathbb{B}^o)$. 
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Claim D.3 If the set $\hat{O}$ is globally recurrent for (3.9), then for every $\varepsilon_i \leq \frac{1}{2}^{i+2}$ where $i \in \mathbb{Z}_{\geq 0}$, there exists $\ell_i \in \mathbb{Z}_{>0}$ and $\rho_i > 0$, such that $\max_{x \in \mathbb{R}^n \setminus S_{i+1}} m_{\rho_i, <S_i}(\ell_i, x) \leq \varepsilon_i$.

Proof: Let $\ell_i$ be chosen such that, for (3.9) we have that $\max_{x \in \mathbb{R}^n \setminus S_{i+1}} m_{<S_i}(\ell_i, x) \leq \frac{1}{2}\varepsilon_i$. This bound follows from the uniform strong global recurrence of the set $\hat{O}$. Since $x$ belongs to the compact set $\overline{\mathbb{R}^n \setminus S_{i+1}}$, it follows from Lemma D.2 that there exists $\rho_i > 0$ such that, for every $x \in \mathbb{R}^n \setminus S_{i+1}$,

$$m_{\rho_i, \leq S_i}(\ell_i, x) \leq \max_{\xi \in \mathbb{R}^n \setminus S_{i+1}} m_{<S_i}(\ell_i, \xi) + \frac{1}{2}\varepsilon_i \leq \varepsilon_i.$$ 

Given $x \in \mathbb{R}^n$, define $i(x) := \min_{j \geq 1} \{j : x \in \mathbb{R}^n \setminus S_{j+1}\}$. Then, from D.3 it follows that there exists $\rho_i, \ell_i > 0$ such that $m_{\rho_i, \leq S_i}(\ell_i, x) \leq \varepsilon_i$. Similarly we have that for every $k \in \{0, ..., i-1\}$ there exists $\rho_k, \ell_k > 0$ such that $\sup_{\xi \in \mathbb{R}^n \setminus S_{k+1}} m_{\rho_k, \leq S_k}(\ell_k, \xi) \leq \varepsilon_k$. Then, define a continuous state dependent perturbation $\rho : \mathbb{R}^n \to \mathbb{R}_{>0}$ as follows,

$$\hat{\rho}(x) := \min_{k \in \{0,1,...,i(x)\}} \rho_k$$

$$\rho(x) := \inf_{\xi \in \mathbb{R}^n} (\hat{\rho}(\xi) + |\xi - x|).$$

Since $\hat{\rho}(x)$ is bounded away from zero on compact sets, it ensures that $\rho(x)$ is positive for all $x \in \mathbb{R}^n$. The choice of $\rho$ implies that $\rho(x) \leq \hat{\rho}(x)$. Then, it follows from Lemma
3.3 that

\[
m_{\rho, \subset S_0} \left( \sum_{j=0}^{i(x)} \ell_j, x \right) \leq m_{\rho, \subset S_1} \left( \sum_{j=1}^{\ell_{i(x)}, x} \right) + \sup_{\xi \in \mathbb{R}^n \setminus S_1} m_{\rho, \subset S_0} (\ell_0, \xi)
\]

\[
\leq m_{\rho, \subset S_{i(x)}} (\ell_{i(x)}, x) + \sum_{k=0}^{i(x)-1} \sup_{\xi \in \mathbb{R}^n \setminus S_{k+1}} m_{\rho, \subset S_k} (\ell_k, \xi)
\]

\[
\leq \sum_{k=0}^{i(x)} \varepsilon_k \leq 0.5.
\]

Hence, from monotonicity of the viability probabilities we can conclude that \(\hat{m}_{\rho, \subset S_0} (x) \leq 0.5\), for all \(x \in \mathbb{R}^n\). Then, it follows from Proposition 3.2 that for all \(x \in \mathbb{R}^n\), \(\hat{m}_{\rho, \subset \mathbb{R}^n \setminus O} (x) = 0\), which proves that global recurrence is robust to sufficiently small state dependent perturbations.

D.7 Proof of Theorem 3.7

We first begin by proving that for the modified system \(\hat{G}(x, v) = G(x, v) \cap \mathbb{R}^n \setminus O\) we have boundedness in reachability probabilities. It follows from the construction that, \(\hat{G}\) satisfies the conditions of the Standing assumption 3.1. The modified system \(\hat{G}\) ensures that solutions cannot grow arbitrarily large with probability one. Since the function \(V\) is radially unbounded and locally bounded for all \(x \in \mathbb{R}^n \setminus O\), there exists \(\alpha_1, \alpha_2 \in K_\infty\) and \(c_1, c_2 > 0\) such that,

\[
\alpha_1(|x|) \leq V(x) + c_1
\]

\[
V(x) \leq \alpha_2(|x|) + c_2.
\]

Proposition D.3 Under condition 1 of Theorem 3.7, for every \(x \in \mathbb{R}^n \setminus O\) and \(\gamma > 0\), there exists a \(R > 0\) such that \(\lim_{i \to \infty} m_{\hat{G}, \mathbb{R}^n \setminus \{O\}, \cup} (i, x) \leq \gamma\).
Proof: Let $S = \mathbb{R}^n \setminus R^O$. To prove the above statement we first establish that for all $x \in \mathbb{R}^n \setminus O$ and $i \in \mathbb{Z}_{\geq 0}$,

$$\alpha_1(R)m_{G,S \cup} (i, x) \leq V(x) + c_1.$$ 

The bound holds for $i = 0$ by definition for all $x \in \mathbb{R}^n \setminus O$. Now assume that the bound holds for some $i \in \mathbb{Z}_{\geq 0}$ and all $x \in \mathbb{R}^n \setminus O$. Then from the bound $\alpha_1(|x|) \leq V(x) + c_1$ it follows that,

$$\alpha_1(R)m_{G,S \cup} (i + 1, x) = \int_{\mathbb{R}^m} \max_{g \in \hat{G}(x,v)} \max\{\alpha_1(R)\mathbb{I}_S(g), \alpha_1(R)m_{G,S \cup} (i, g)\} \mu(dv) \leq \int_{\mathbb{R}^m} \max_{g \in \hat{G}(x,v)} \{V(g) + c_1, V(g) + c_1\} \mu(dv) = \int_{\mathbb{R}^m} \max_{g \in \hat{G}(x,v)} V(g) \mu(dv) + c_1 \leq V(x) + c_1.$$

Then the result follows by induction. This implies that for all $(i, x) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}^n \setminus O$,

$$m_{G,S \cup} (i, x) \leq \frac{1}{\alpha_1(R)}(V(x) + c_1) \leq \frac{1}{\alpha_1(R)}(\alpha_2(|x|) + c_2 + c_1).$$

So given $x \in \mathbb{R}^n \setminus O$, we can choose $R > 0$ such that $\frac{1}{\alpha_1(R)}(\alpha_2(|x|) + c_2 + c_1) \leq \gamma$. This implies that $\lim_{i \to \infty} m_{G,(\mathbb{R}^n \setminus O) \cup (J, x)} (i, x) \leq \gamma$.

Next using the nested matrosov property, we establish that on compact sets bounded away from the set $O$, the viability probabilities can be made arbitrarily small.

**Proposition D.4** Under condition 2 of Theorem 3.7, for every $R > 0$ and $\gamma > 0$, there exists a $J > 0$ such that $m_{G,(\mathbb{R}^n \setminus O) \cup (J, x)} \leq \gamma$ for all $x \in (\mathbb{R}^n \setminus O) \cap R^B$. 
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Proof: From the result in [97] it can be shown that condition 2 in Theorem 3.7 implies the existence of positive real numbers \( \{K_i\}_{i=1}^N \) and \( \rho > 0 \) such that,

\[
U(x) = \sum_{i=1}^{N} K_i Y_i(x) \leq -\rho \quad \forall x \in (\mathbb{R}^n \setminus \mathcal{O}) \cap R^B.
\]

Now define,

\[
\overline{V}(x) = \sum_{i=1}^{N} K_i W_i(x).
\]

This implies that for all \( x \in (\mathbb{R}^n \setminus \mathcal{O}) \cap R^B \),

\[
\int_{\mathbb{R}^m} \max_{g \in G(x,v) \cap (\mathbb{R}^n \setminus \mathcal{O}) \cap R^B} \overline{V}(g) \mu(dv) = \int_{\mathbb{R}^m} \max_{g \in G(x,v) \cap (\mathbb{R}^n \setminus \mathcal{O}) \cap R^B} \left( \sum_{i=1}^{N} K_i W_i(g) \right) \mu(dv)
\]

\[
\leq \sum_{i=1}^{N} K_i \int_{\mathbb{R}^m} \max_{g \in G(x,v) \cap (\mathbb{R}^n \setminus \mathcal{O}) \cap R^B} W_i(g) \mu(dv)
\]

\[
\leq \sum_{i=1}^{N} K_i (W_i(x) + Y_i(x))
\]

\[
= \overline{V}(x) + U(x) \leq \overline{V}(x) - \rho.
\]

Let \( S = (\mathbb{R}^n \setminus \mathcal{O}) \cap R^B \). We now claim that \( \rho jm_{G,S \cap}(j, x) \leq \overline{V}(x) \quad \forall (j, x) \in \mathbb{Z}_{\geq 0} \times (\mathbb{R}^n \setminus \mathcal{O}) \cap R^B \). This bound holds for \( j = 0 \) since \( 0 \leq \overline{V}(x) \) for all \( x \in (\mathbb{R}^n \setminus \mathcal{O}) \cap R^B \). Assume that the bound holds for some \( j \in \mathbb{Z}_{\geq 0} \) and all \( x \in (\mathbb{R}^n \setminus \mathcal{O}) \cap R^B \). Then,

\[
\rho(j + 1)m_{G,S \cap}(j + 1, x) = (\rho + \rho j) \int_{\mathbb{R}^m} \max_{g \in G(x,v) \cap R^B} \mathbb{I}_{(\mathbb{R}^n \setminus \mathcal{O}) \cap R^B}(g)m_{G,S \cap}(j, g) \mu(dv)
\]

\[
\leq \rho + \int_{\mathbb{R}^m} \max_{g \in G(x,v) \cap (\mathbb{R}^n \setminus \mathcal{O}) \cap R^B} \overline{V}(g) \mu(dv) \leq \overline{V}(x).
\]

Then the bound holds by induction for all \((x, j) \in (\mathbb{R}^n \setminus \mathcal{O}) \cap R^B \times \mathbb{Z}_{\geq 0} \). Now pick \( J \in \mathbb{Z}_{\geq 0} \) large enough so that, \( \overline{V}(x) \leq \rho J \gamma \). Then it follows that for all \( x \in (\mathbb{R}^n \setminus \mathcal{O}) \cap R^B \),
Next we prove a result that relates the viability measures of the modified system to that of the original system.

**Lemma D.4** Let $S \subset \mathbb{R}^n$ be a closed set such that $S \cap \mathcal{O} = \emptyset$. Then $m_{\widehat{G},S \cap}(i, x) = m_{G,S \cap}(i, x)$ for all $(i, x) \in \mathbb{Z}_{\geq 0} \times S$.

*Proof:* The equality holds by definition when $i = 0$ for all $x \in S$. Now assume that the equality holds for some $i \in \mathbb{Z}_{\geq 0}$ and all $x \in S$. Then it follows that for $(x, v) \in S \times \mathbb{R}^m$,

$$
\max_{g \in G(x, v) \cap \mathbb{R}^n \setminus \mathcal{O}} \mathbb{I}_S(g)m_{\widehat{G},S \cap}(i, g) = \max_{g \in G(x, v)} \mathbb{I}_S(g)m_{G,S \cap}(i, g).
$$

Then we have that,

$$
m_{\widehat{G},S \cap}(i + 1, x) = \int_{\mathbb{R}^m} \max_{g \in G(x, v) \cap \mathbb{R}^n \setminus \mathcal{O}} \mathbb{I}_S(g)m_{\widehat{G},S \cap}(i, g) \mu(dv)
= \int_{\mathbb{R}^m} \max_{g \in G(x, v)} \mathbb{I}_S(g)m_{G,S \cap}(i, g) \mu(dv)
= m_{G,S \cap}(i + 1, x).
$$

The result now follows by induction. ■

So given $x \in \mathbb{R}^n \setminus \mathcal{O}$ and $\gamma \in (0, 1)$ it follows from Proposition D.3 that there exists a $R > 0$, such that $\lim_{i \to \infty} m_{\widehat{G},\mathbb{R}^n \setminus \mathcal{O}}(i, x) \leq \gamma/2$. Without loss of generality we can assume that $R > 0$ is such that $\mathcal{O} \subset R\mathbb{B}$ and $x \in (\mathbb{R}^n \setminus \mathcal{O}) \cap R\mathbb{B} = R\mathbb{B} \setminus \mathcal{O}$. Then using the result of Lemma 3.1 we have that for all $i \in \mathbb{Z}_{\geq 0}$,

$$
m_{\widehat{G},\mathbb{R}^n \setminus \mathcal{O}}(i, x) \leq m_{\widehat{G},R\mathbb{B} \setminus \mathcal{O}}(i, x) + m_{\widehat{G},\mathbb{R}^n \setminus R\mathbb{B}}(i, x).
$$
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Since \( x \in (\mathbb{R}^n \backslash \mathcal{O}) \cap R\mathbb{B} \), using Lemma \( \text{D.4} \) it follows that for all \( i \in \mathbb{Z}_{\geq 0} \), \( m_{G,\mathbb{R}^n \backslash \mathcal{O} \cap (i, x)} = m_{G,\mathbb{R}^n \backslash \mathcal{O} \cap (i, x)} \) and \( m_{\hat{G},RB \backslash \mathcal{O} \cap (i, x)} = m_{G, RB \backslash \mathcal{O} \cap (i, x)} \). Then we have that for all \( i \in \mathbb{Z}_{\geq 0} \),

\[
m_{G,\mathbb{R}^n \backslash \mathcal{O} \cap (i, x)} \leq m_{G, RB \backslash \mathcal{O} \cap (i, x)} + m_{\hat{G},\mathbb{R}^n \setminus RB \cup (i, x)}.
\]

Then from Propositions \( \text{D.3} \) and \( \text{D.4} \) it follows that there exists \( J > 0 \) such that,

\[
m_{G,\mathbb{R}^n \backslash \mathcal{O} \cap (J, x)} \leq m_{G, RB \backslash \mathcal{O} \cap (J, x)} + m_{\hat{G},\mathbb{R}^n \setminus RB \cup (J, x)} \leq \gamma/2 + \gamma/2 \leq \gamma.
\]

So for every \( x \in \mathbb{R}^n \setminus \mathcal{O} \), we have that \( \hat{m}_{G,\mathbb{R}^n \setminus \mathcal{O} \cap (x)} \leq \gamma < 1 \). Then from Proposition \( \text{3.2} \) it follows that for all \( x \in \mathbb{R}^n \), \( \hat{m}_{G,\mathbb{R}^n \setminus \mathcal{O} \cap (x)} = 0 \). Finally using Proposition \( \text{3.2} \) it follows that the set \( \mathcal{O} \) is globally recurrent for \( (3.1) \).

### D.8 Proof of Proposition 4.1

We first show that for any \( \epsilon > 0 \) there exists a concave \( \Gamma \in K_{\infty} \), \( M \in \mathbb{R}_{>0} \) and \( \alpha \in K_{\infty} \) such that for all \( x \in \mathcal{X} \) we have

\[
\max_{u \in K(x)} \int_{\mathcal{V}} \Gamma(V(f(x, u, v)))\mu(du) \leq \max_{u \in K(\{x\} + \epsilon B)} \int_{\mathcal{V}} \Gamma(V(f(\{x\} + \epsilon B, u, v)))\mu(du) \\
\leq \int_{\mathcal{V}} \max_{g \in f(\{x\} + \epsilon B, K(\{x\} + \epsilon B), v)} \Gamma(V(g))\mu(du) \\
\leq \int_{\mathcal{V}} \Gamma \left( \max_{g \in f(\{x\} + \epsilon B, K(\{x\} + \epsilon B), v)} V(g) \right) \mu(du) \quad (D.17) \\
\leq M + \alpha(|x|) < \infty.
\]

Since the mapping \( (x, v) \mapsto \max_{g \in f(\{x\} + \epsilon B, K(\{x\} + \epsilon B), v)} V(g) \) is locally bounded, then there exists \( \tilde{M} > 0 \) and \( \tilde{\alpha} \in K_{\infty} \) such that \( \max_{g \in f(\{x\} + \epsilon B, K(\{x\} + \epsilon B), v)} V(g) \leq \tilde{M} + \tilde{\alpha}(|v|) + \tilde{\alpha}(|x|) \),
therefore

\[
\int_V \Gamma \left( \max_{g \in f(x) + \epsilon B, K(x) + \epsilon B, v} V(g) \right) \mu(dv) \leq \int_V \Gamma \left( \tilde{M} + \tilde{a}(|v|) + \tilde{a}(|x|) \right) \mu(dv) \\
\leq \int_V \Gamma \left( 2\tilde{a}(|v|) + 2\tilde{M} \right) \mu(dv) + \Gamma \left( 2\tilde{a}(|x|) \right). \quad (D.18)
\]

It follows from Lemma 4.1 that we can choose a concave \( \Gamma \in K_\infty \) and \( M > 0 \) such that \( \int_V \Gamma(2\tilde{a}(|v|) + 2\tilde{M}) \mu(dv) \leq M \). Then, (D.17) follows by choosing \( \alpha(s) := \Gamma(2\tilde{a}(s)) \) for all \( s \in \mathbb{R}_{\geq 0} \). Therefore from now on we fix \( \Gamma \in K_\infty \) satisfying (D.17)–(D.18).

Since \( K(4.5) \) is the regularization of the control law \( \kappa \), namely for every \( x \in \mathcal{X} \) and sequence \( x_i \to x \in \mathcal{X} \), \( K(x) \) is the smallest closed set containing the limit points of \( \kappa(x_i) \), for every \( x \in \mathcal{X} \) and \( u \in K(x) \), there exists a sequence \( \{x_i, u_i\}_{i=1}^\infty \), with \( (x_i, u_i) \in \mathcal{X} \times \mathcal{U} \), \( u_i := \kappa(x_i) \), such that \( (x_i, u_i) \to (x, u) \). Let \( \epsilon := 1 \). Then without loss of generality there exists a subsequence, which we do not relabel, such that \( (x_i, u_i) \in (\{x\} + \epsilon B, K(\{x\} + \epsilon B) \).

Therefore for all \( (x, u) \in \text{graph}(K) \) we have

\[
\int_V \Gamma(V(f(x, u, v))) \mu(dv) = \int_V \lim_{i \to \infty} \Gamma(V(f(x_i, u_i, v))) \mu(dv) \\
= \lim_{i \to \infty} \int_V \Gamma(V(f(x_i, \kappa(x_i), v))) \mu(dv) \leq \lim_{i \to \infty} \Gamma(V(x_i)) - \varrho(x_i) \\
= \Gamma(V(x)) - \varrho(x).
\]

The first equation is due to the continuity of \( \Gamma(V(f(\cdot, \cdot, v))) \) for each fixed \( v \). For the second equation, we exploit the Lebesgue Dominated Convergence Theorem as functions \( \Gamma(V(f(x_i, \kappa(x_i), \cdot))) \) are all upper bounded by \( v \mapsto \max_{g \in f(x) + \epsilon B, K(x) + \epsilon B, v} \Gamma(V(g)) \), which is integrable because of the choice of \( \Gamma \). The inequality follows from Lemma 4.2, while the last equality is due to the continuity of \( \Gamma(V) \) and \( \varrho \). The proof follows as \( u \in K(x) \) has been chosen arbitrarily.
D.9 Proof of Theorem 4.1

It follows from the first part of the proof of Proposition 4.1 that for any $\Delta \geq 1$, there exists a concave $\Gamma \in K_\infty$, $M \in \mathbb{R}_{>0}$ and $\alpha \in K_\infty$ such that for all $x \in \mathcal{X}$ we have

$$\max_{u \in K_\Delta(x)} \int V \max_{g \in f_\Delta(x,u,v)} \Gamma(V(g)) \mu(dv) \leq \int V \max_{g \in f_\Delta(x,K_\Delta(x),v)} \Gamma(V(g)) \mu(dv) \leq M + \alpha(|x|) < \infty,$$

where $K_\Delta$ and $f_\Delta$ are, respectively, defined as in (4.7) and (4.8), but with constant perturbation $\delta(x) \equiv \Delta$. We make this choice in order to address perturbations $\delta \in PD(A)$ upper bounded by $\Delta$. We take an arbitrary $\Delta \geq 1$ so that $f_\Delta(x,K_\Delta(x),v) \supseteq f(\{x\} + \mathbb{B}, K(\{x\} + \mathbb{B}), v)$ for all $(x,v) \in \mathcal{X} \times \mathcal{V}$, therefore any concave $\Gamma \in K_\infty$ satisfying (D.19) also satisfies (D.17) of the proof of Proposition 4.1.

Therefore from now on we fix $\Gamma \in K_\infty$ satisfying (D.19). It follows from Lemma 4.2 that for all $x \in \mathcal{X}$ we have $\int \Gamma(V(f(x,\kappa(x),v))) \mu(dv) \leq \Gamma(V(x)) - \varrho(x)$, for some $\varrho \in PD(A)$. We now present some preliminary results in order to finally construct an admissible, sufficiently small, perturbation $\delta \in PD(A)$.

Lemma D.5 For each $\Delta \geq 1$, $\bar{\delta} \in PD(A)$ such that $\bar{\delta}(x) \leq \Delta$ for all $x \in \mathcal{X}$, and concave $\Gamma \in K_\infty$ satisfying (D.19), the function $\phi : \mathcal{X} \times U \rightarrow \mathbb{R}_{\geq 0}$ defined as

$$\phi(x,u) := \int V \max_{g \in f_\Delta(x,u,v)} \Gamma(V(g)) \mu(dv)$$

is upper semicontinuous.

Proof: Consider an arbitrary sequence $\{(x_i, u_i)\}_{i=1}^\infty$, with $(x_i, u_i) \rightarrow (x, u)$. We
can assume \((x_i, u_i) \in (\{x\} + \mathbb{B}, K(\{x\} + \mathbb{B}))\) without loss of generality. Then by using Fatou’s Lemma, where the function \(\max_{g \in f(\{x\} + \mathbb{B}, K(\{x\} + \mathbb{B})), \cdot} \Gamma(V(g))\) is integrable because of the choice of \(\Gamma\), and continuity of \(f_{\delta}(\cdot, \cdot, v)\) we get

\[
\limsup_{i \to \infty} \phi(x_i, u_i) = \limsup_{i \to \infty} \int \max_{g \in f_{\delta}(x_i, u_i, v)} \Gamma(V(g)) \mu(dv) \\
\leq \int \limsup_{i \to \infty} \max_{g \in f_{\delta}(x_i, u_i, v)} \Gamma(V(g)) \mu(dv) \\
\leq \int \max_{g \in f_{\delta}(x, u, v)} \Gamma(V(g)) \mu(dv) = \phi(x, u).
\]

\[\Box\]

**Lemma D.6** For each \(\bar{\delta} \in \mathcal{PD}(\mathcal{A})\), let \(\phi_i : \mathcal{X} \times \mathcal{U} \to \mathbb{R}_{\geq 0}\) be a sequence of upper semicontinuous, bounded, monotonically non-increasing functions (with respect to \(i\)), and let \(\{c_i\}_{i=1}^{\infty}\) be a bounded sequence such that \(c_i \in \mathbb{R}_{> 0}, c_i \to 0\). For all sequences \(\{x_i\}_{i=1}^{\infty}\) such that \(x_i \in \mathcal{X}, x_i \to x \in \mathcal{X}\), we have

\[
\limsup_{i \to \infty} \max_{u \in K_{c_i}(x_i)} \phi_i(x_i, u) \leq \max_{u \in K(x)} \limsup_{i \to \infty} \phi_i(x, u).
\]

**Proof:** For all \(i \in \mathbb{Z}_{\geq 1}\), and \(x_i \in \mathcal{X}\), let \(u_i\) be such that \(\max_{u \in K_{c_i}(x_i)} \phi_i(x_i, u) = \phi_i(x_i, u_i)\). It follows from the proof of Proposition [4.2](#) that \(K_{c_i, \delta}\) is outer semicontinuous for each \(i \in \mathbb{Z}_{\geq 1}\). From the proof of [42](#) Claim 1], we get that \(\limsup_{i \to \infty} K_{c_i, \delta}(x_i) \subseteq K(x)\) for all \(x \in \mathcal{X}\). Therefore we can assume without loss of generality that \(u_i \to u^* \in K(x)\), because \(K_{\delta}\) is compact valued. Then we can just follow the proof of [55](#) Claim 1]. For every \(\epsilon > 0\), there exists \(i^* \in \mathbb{Z}_{\geq 0}\) such that \(\phi_{i^*}(x, u^*) \leq \lim_{i \to \infty} \phi_i(x, u^*) + \epsilon\). Then we
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\begin{align*}
\limsup_{i \to \infty} \max_{u \in K_{c_i}(x_i)} \phi_i(x_i, u) &= \limsup_{i \to \infty} \phi_i(x_i, u_i) \\
&\leq \phi_i^*(x, u^*) \\
&\leq \max_{u \in K(x)} \limsup_{i \to \infty} \phi_i(x, u) + \epsilon.
\end{align*}

The proof follows as $\epsilon > 0$ is arbitrary.

**Lemma D.7** For each $\Delta \geq 1$, $\delta \in PD(A)$ such that $\delta(x) \leq \Delta$ for all $x \in \hat{X}$, and each $\Gamma$ satisfying (D.19), we have that for any compact set $\hat{X} \subset X$ there exists a constant $\hat{c} \in (0, 1]$ such that

\begin{equation}
\max_{u \in K_{\hat{c} \delta}(x)} \int_V \max_{g \in f_{\hat{c} \delta}(x,u,v)} \Gamma(V(g))\mu(dv) \leq \Gamma(V(x)) - \varrho(x) + \epsilon,
\end{equation}

for all $x \in \hat{X}$.

**Proof:** By contradiction, suppose not. Then for each $i \in \mathbb{Z}_{\geq 1}$ there exists $x_i \in \hat{X}$ such that for $c_i := 1/i$ we have

\begin{equation}
\max_{u \in K_{c_i}(x_i)} \int_V \max_{g \in f_{c_i}(x,u,v)} \Gamma(V(g))\mu(dv) > \Gamma(V(x_i)) - \varrho(x_i) + \epsilon,
\end{equation}

for some $\epsilon > 0$. Since $\hat{X}$ is compact, without loss of generality we can assume $x_i \to x \in \hat{X}$.

We now consider the functions $\phi_i(x, u) := \int_V \max_{g \in f_{c_i}(x,u,v)} \Gamma(V(g))\mu(dv)$, $i \in \mathbb{Z}_{\geq 1}$, which are upper semicontinuous according to Lemma [D.5] bounded, monotonically non-increasing (with respect to $i$), and hence satisfy the conditions of Lemma [D.6].

Since the function $v \mapsto \max_{g \in f_{\hat{c} \delta}(x,K_{\hat{c} \delta}(x),v)} \Gamma(V(g))$ is integrable according to (D.19), we
have

\[
\limsup_{i \to \infty} \max_{u \in K_{c_i}(x_i)} \int_V \max_{g \in f_{c_i}(x_i, u, v)} \Gamma(V(g)) \mu(\, dv) \leq \max_{u \in K(x)} \int_V \max_{g \in f_u \bar{\delta}(x_u, v)} \Gamma(V(g)) \mu(\, dv) \\
= \max_{u \in K(x)} \int_V \Gamma(V(f(x, u, v))) \mu(\, dv) \\
\leq \Gamma(V(x)) - \varrho(x). \tag{D.22}
\]

The first inequality follows from Lemma D.6 and Fatou’s Lemma; the second inequality follows from the second part of the proof of Proposition 4.1. The inequality (D.22) contradicts the initial assumption (D.21) for \( i \) sufficiently large.

We now construct the state-dependent perturbation \( \delta \in \mathcal{PD}(A) \) starting from an arbitrary perturbation function \( \bar{\delta} \in \mathcal{PD}(A) \) satisfying \( \bar{\delta}(x) \leq \Delta \) for all \( x \in \mathcal{X} \).

For each \( i \in \mathbb{Z} \), we define the compact sets \( \mathcal{X}_i := \{ x \in \mathcal{X} \mid |x|_A \in [2^i, 2^{i+1}] \} \). According to Lemma D.7, for each \( \mathcal{X}_i \) there exists \( c_i > 0 \) such that for all \( x \in \mathcal{X}_i \) we have

\[
\max_{u \in K_{c_i}(x)} \int_V \max_{g \in f_{c_i}(x_u, v)} \Gamma(V(g)) \mu(\, dv) \leq \Gamma(V(x)) - \varrho(x).
\]

Then we define \( \tilde{\delta}(x) := c_i \bar{\delta}(x) \) for all \( x \in \mathcal{X}_i \) and \( i \in \mathbb{Z} \), and the continuous state-dependent perturbation \( \delta(x) := \inf_{y \in \mathcal{X}} \{ \tilde{\delta}(y) + |y - x| \} \). We notice that \( \delta(x) \leq \tilde{\delta}(x) \leq \bar{\delta}(x) \) for all \( x \in \mathcal{X} \). Since \( \tilde{\delta} \) is bounded away from zero on compact sets disjoint from \( A \), we have that \( \delta \in \mathcal{PD}(A) \).

For the second statement of the theorem, we assume there exists a compact set \( \mathcal{C} \) such that \( \mu(\mathcal{V}) = \mu(\mathcal{C}) = 1 \). We can follow the same proof of the first statement with \( \Gamma(s) = s \) for all \( s \in \mathbb{R}_{\geq 0} \). In fact, noticing that \( V \) is upper bounded by a \( K_{\infty} \) function and the mapping \( x \mapsto \max_{g \in f_{\delta}(x, \mathcal{K}(x), C)} V(g) \) is locally bounded, we have that (D.19) can be satisfied with \( \Gamma(s) = s \) because for all \( x \in \mathcal{X} \) we have \( \tilde{M} + \alpha(|v|) + \alpha(|x|) \leq \left( \tilde{M} + \max_{v \in \mathcal{C}} \alpha(|v|) \right) + \alpha(|x|) < \infty \), as the set \( \mathcal{C} \) is compact.
D.10 Proof of Proposition 4.2

The set-valued mapping $K$ \text{(4.5)} is locally bounded as $\kappa$ is locally bounded from Assumption 4.1, the controlled regularization $K$ \text{(4.5)} is outer semicontinuous. For a continuous $\delta : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$, define the set-valued mapping $H : \mathbb{R}^n \Rightarrow \mathbb{R}^n$ as $H(\xi) := \{\xi\} + \delta(\xi)\mathbb{B}$, which is locally bounded and outer semicontinuous. From [84, Proposition 5.52 (a), (b)] we get that the composition mapping $K \circ H$ is locally bounded and outer semicontinuous as well. Then also $K_\delta(x) = K(H(x)) + \delta(x)\mathbb{B}$ is locally bounded and outer semicontinuous [84, Proposition 5.51 (a), (b)].

Therefore also the set-valued mapping $\tilde{H} : \mathbb{R}^n \Rightarrow \mathbb{R}^{n+m}$ defined as

$$\tilde{H}(\xi) := \{(\kappa_\delta(\varphi)) \mid \varphi = \xi\} \tag{D.23}$$

is locally bounded and outer semicontinuous. Noticing that for any $v \in \mathcal{V}$ the function $(x, u) \mapsto f(x, u, v)$ is continuous from Standing Assumption 4.1 and that $G_\delta(x, u, v) = \tilde{H}(f(H(x), u, v))$, according to [84, Prop. 5.52 (a), (b)] we have that for any $v \in \mathcal{V}$ the mapping $(x, u) \mapsto G_\delta(x, u, v)$ is outer semicontinuous; also, $G_\delta$ is locally bounded.

Let us now prove that the mapping $v \mapsto \text{graph}(G_\delta(\cdot, \cdot, v))$ is measurable. Since, from Standing Assumption 4.1, $f : (\mathcal{X} \times \mathcal{U}) \times \mathcal{V} \to \mathcal{X}$ is a Caratheodory mapping, the proof of [84, Example 14.15] shows that $v \mapsto \text{graph}(f(\cdot, \cdot, v))$ is measurable. From the proof of [42, Proposition 3], since $v \mapsto \text{graph}(f(\cdot, \cdot, v))$ is measurable, then also the mapping $v \mapsto \text{graph}(H(f(H(\cdot), \cdot, v)))$ is measurable, because $H$ is locally bounded and outer semicontinuous. But then, applying the same argument again, also the mapping $v \mapsto \text{graph}(\tilde{H}(f(H(\cdot), \cdot, v))) = \text{graph}(G_\delta(\cdot, \cdot, v))$ is measurable.
D.11 Proof of Lemma 4.3

According to the definition of $\text{graph}(K_δ)$, we have that $u \in K_δ(x) \iff (x,u) \in \text{graph}(K_δ) \iff W(x,u) = |(x,u)|_{\text{graph}(K_δ)} = 0$.

Since $K$ is outer semicontinuous, it follows that $\text{graph}(K)$ is a closed set. Now we notice that $\bar{A} = (A \times \mathbb{R}^m) \cap \text{graph}(K)$ is the intersection of two closed sets, therefore it is closed as well. Since $K$ is locally bounded and $A$ is compact, it follows that $K(A)$ is compact. Then boundedness of $\bar{A}$ follows as $\bar{A} \subseteq A \times K(A)$ which is a compact set. The mapping $W$ is continuous as it is the Euclidean distance to the closed set $\text{graph}(K_δ)$. Therefore $\Gamma(V) + W$ is continuous (upper semicontinuous) if $V$ is continuous (upper semicontinuous).

Let us now prove that for any $\alpha : \mathcal{X} \to \mathbb{R}_{\geq 0}$ radially unbounded, the function $(x,u) \mapsto \tilde{Y}(x,u) := \Gamma(\alpha(x)) + W(x,u)$ is radially unbounded as well. This claim is exploited later. We consider a sequence $\{(x_i, u_i)\}_{i=1}^\infty$, $(x_i, u_i) \in \mathbb{R}^n \times \mathbb{R}^m$, with $|(x_i, u_i)| \to \infty$. If $|x_i| \to \infty$ then $\tilde{Y}(x_i, u_i) = \Gamma(\alpha(x_i)) + W(x_i, u_i) \geq \Gamma(\alpha(x_i)) \to \infty$ because $\alpha$ is radially unbounded and $\Gamma \in \mathcal{K}_\infty$. Otherwise, we can suppose there exists a subsequence, which we do not relabel, and $M > 0$ such that $|x_i| \leq M$ for all $i \geq 1$. Since $K_δ$ is locally bounded, the set $\text{graph}(K_δ) \cap (M \mathbb{B} \times \mathbb{R}^m)$ is compact. Then, as $|x_i| \leq M$, $|(x_i, u_i)|_{\text{graph}(K_δ)} = |(x_i, u_i)|_{\text{graph}(K_δ) \cap (M \mathbb{B} \times \mathbb{R}^m)}$. Since $|(x_i, u_i)| \to \infty$, it follows that $\tilde{Y}(x_i, u_i) = \Gamma(\alpha(x_i)) + W(x_i, u_i) \geq W(x_i, u_i) \to \infty$.

For the last statement of the lemma, we have that $\tilde{V}(x,u) = \Gamma(V(x)) + W(x,u) \geq \Gamma(\alpha_1(|x|_{\mathcal{A}})) + W(x,u)$, where $x \mapsto \alpha_1(|x|_{\mathcal{A}})$ is continuous and radially unbounded. This fact implies that $\tilde{Y}_1(x,u) := \Gamma(\alpha_1(|x|_{\mathcal{A}})) + W(x,u)$ is continuous and radially unbounded as well, according to the previous parts of the proof. Moreover, we notice that $\alpha_1(|x|_{\mathcal{A}}) = 0 \iff x \in \mathcal{A}$, and indeed we prove that $\tilde{Y}_1(x,u) = 0 \iff (x,u) \in \bar{A}$. If $\tilde{Y}_1(x,u) = 0$, then $\alpha_1(|x|_{\mathcal{A}}) = 0$ and $W(x,u) = 0$, that are equivalent to $x \in \mathcal{A}$ and $u \in K_δ(x)$. Since
$\delta(x) = 0$ for $x \in A$, we have that $u \in K(x)$ whenever $x \in A$. Hence $(x, u) \in \bar{A}$. Conversely, $(x, u) \in \bar{A}$ implies that $x \in A$ and $u \in K(x)$, therefore we get $\alpha_1(|x|_A) = 0$ and $W(x, u) = 0$, so that $\bar{Y}_1(x, u) = \Gamma(\alpha_1(|x|_A)) + W(x, u) = 0$. Due to the properties of $\bar{Y}_1$, there exists $\bar{\alpha}_1 \in K_\infty$ such that $\bar{\alpha}_1((x, u)|_A) \leq \bar{Y}_1(x, u)$ for all $(x, u) \in (X \times U)$. In turn we have that $\bar{\alpha}_1((x, u)|_A) \leq \bar{Y}_1(x, u) = \Gamma(\alpha_1(|x|_A)) + W(x, u) \leq \Gamma(V(x)) + W(x, u) = \bar{V}(x, u)$ for all $(x, u) \in (X \times U)$. Finally, we can follow the same arguments for $\bar{Y}_2(x, u) := \Gamma(\alpha_2(|x|_A)) + W(x, u)$, which is continuous, radially unbounded, and such that $\bar{Y}_2(x, u) \iff (x, u) \in \bar{A}$, proving that there exists $\bar{\alpha}_2 \in K_\infty$ such that $\bar{V}(x, u) \leq \bar{Y}_2(x, u) = \Gamma(\alpha_2(|x|_A)) + W(x, u) \leq \bar{\alpha}_2((x, u)|_A)$ for all $(x, u) \in (X \times U)$.

D.12 Proof of Theorem 5.1

We first show that $\Psi := \Psi(z)$ is nonempty. Due to the assumption that $z$ is almost surely contained in the compact set $K$ and is complete with positive probability, it follows that there exists $\rho > 0$ such that

$$\mathbb{P}(\tau \leq \varphi_{\tau,K}(z)) \geq \rho \quad \forall \tau \geq 0. \quad (D.24)$$

Let $\ell \in \mathbb{Z}_{\geq 0}$ and, using that $K$ is compact, let the points $z_{\ell j} \in K$, $j \in \{1, \ldots, N_{\ell}\}$, satisfy

$$K \subset \bigcup_{j \in \{1, \ldots, N_{\ell}\}} S_{\ell, j}, \quad S_{\ell, j} := \{z_{\ell j}\} + \frac{1}{\ell + 1} \mathbb{B}.$$ 

Then, combining (5.3) and (D.24), we have

$$\mathbb{P}\left(\tau \leq \sum_{j=1}^{N_{\ell}} \varphi_{\tau, S_{\ell, j}}(z)\right) \geq \rho \quad \forall (\tau, \ell) \in \mathbb{R}_{\geq 0} \times \mathbb{Z}_{\geq 0}. \quad (D.25)$$
We assert that, for each \( \ell \in \mathbb{Z}_{\geq 0} \) there exists \( j_\ell \in \{1, \ldots, \mathcal{N}_\ell \} \) such that

\[
\mathbb{P}\left( \tau/N_\ell \leq \varphi_{\tau, S_{\ell,j_\ell}}(\mathbf{z}) \right) \geq \rho/N_\ell \quad \forall \tau \in \mathbb{R}_{\geq 0}.
\]

(D.26)

Assuming (D.26) holds, the sequence \( z_{\ell j} \) is well-defined and contains a subsequence converging to a point \( \zeta \in \mathbb{K} \). Given \( \varepsilon > 0 \), let \( \ell \in \mathbb{Z}_{\geq 0} \) be sufficiently large so that \( S_{\ell j} \subset \{\zeta\} + \varepsilon \mathbb{B} =: S_\varepsilon \). Then pick \( \varrho = \rho/N_\ell \) and, given \( \Delta \), pick \( \tau = \Delta N_\ell \). It follows that \( \mathbb{P}(\Delta \leq \varphi_{\tau, S_\varepsilon}(\mathbf{z})) \geq \varrho \). Therefore, \( \zeta \in \Psi \). Let us establish (D.26). It is straightforward to verify that, with the definitions

\[
\Omega_\Sigma := \left\{ \omega \in \Omega : \tau \leq \sum_{j=1}^{\mathcal{N}_\ell} \varphi_{\tau, S_{\ell,j}}(\mathbf{z}(\omega)) \right\}
\]
\[
\Omega_j := \left\{ \omega \in \Omega : \tau/N_\ell \leq \varphi_{\tau, S_{\ell,j}}(\mathbf{z}(\omega)) \right\}
\]

that \( \Omega_\Sigma \subset \bigcup_{j=1}^{\mathcal{N}_\ell} \Omega_j \). If (D.26) doesn’t hold for some \( j_\ell \in \{1, \ldots, \mathcal{N}_\ell \} \) then

\[
\mathbb{P}(\Omega_\Sigma) \leq \mathbb{P} \left( \bigcup_{j=1}^{\mathcal{N}_\ell} \Omega_j \right) \leq \sum_{j=1}^{\mathcal{N}_\ell} \mathbb{P}(\Omega_j) < \mathcal{N}_\ell (\rho/N_\ell) = \rho
\]

which contradicts (D.25) and thus establishes (D.26).

Next we show that \( \Psi \) is compact. Let the sequence \( \{\zeta_\ell\}_{\ell=0}^{\infty} \) satisfy \( \zeta_\ell \in \Psi \) for all \( \ell \in \mathbb{Z}_{\geq 0} \) and be convergent to some point \( \zeta \in \mathbb{R}^n \). Let \( \varepsilon > 0 \) be given. Pick \( \ell \) sufficiently large so that

\[
S_\ell := \{\zeta_\ell\} + \frac{1}{\ell+1} \mathbb{B} \subset \{\zeta\} + \varepsilon \mathbb{B} =: S_\varepsilon.
\]

Using that \( \zeta_\ell \in \Psi \), there exists \( \varrho > 0 \) and for each \( \Delta > 0 \) there exists \( \tau > 0 \) such that \( \mathbb{P}(\Delta \leq \varphi_{\tau, S_\ell}(\mathbf{z})) \geq \varrho \). It follows that \( \mathbb{P}(\Delta \leq \varphi_{\tau, S_\ell}(\mathbf{z})) \geq \varrho \), which implies that \( \zeta \in \Psi \).

It is immediate from the compactness of \( \Psi \), \( \mathbb{K} \) and the assumption on \( \mathbf{z} \) that \( \Psi \subset \mathbb{K} \).
We show that $\Psi \subset K_\infty$. Since $\Psi$ is compact, it is enough to show that for each $\xi \in K$ and some $\epsilon > 0$ such that $S_\epsilon := (\{\xi\} + \epsilon B) \cap K_\infty = \emptyset$, we have the following property: for each $\varrho > 0$ there exists $\Delta > 0$ such that

$$\mathbb{P}(\Delta \leq \varphi_{\tau, S_\epsilon}(z)) \leq \varrho \quad \forall \tau \geq 0.$$  \hfill (D.27)

Due to the assumption that almost every complete solution converges to the compact set $K_\infty$, for each $\varrho > 0$ there exists $\hat{\tau} > 0$ such that

$$\mathbb{P}(\text{graph}(z) \cap (\Gamma \geq \hat{\tau} \times S_\epsilon) \neq \emptyset) \leq \varrho.$$  

It follows with $\Delta := \hat{\tau} + 1$ that (D.27) holds. This fact establishes the claim.

Next we establish that almost every complete solution converges to $\Psi$. If this claim fails then, using the almost sure uniform continuity of $z_\omega(\cdot, j)$, where $z_\omega := z(\omega)$, (due to the local boundedness of $F$ and the fact that almost every solution remains in $K$ for all time), it follows that there exists a compact set $\hat{K}_\infty \subset K_\infty$ such that $\hat{K}_\infty \cap \Psi = \emptyset$ and $\rho > 0$ and for each $\Delta > 0$ there exists $\tau > 0$ such that

$$\mathbb{P}\left(\Delta \leq \varphi_{\tau, \hat{K}_\infty}(z)\right) \geq \rho.$$  \hfill (D.28)

The relationship between $\Delta$ and $\tau$ implies the existence of a function $\alpha \in K_\infty$ such that

$$\mathbb{P}\left(\alpha(\tau) \leq \varphi_{\tau, \hat{K}_\infty}(z)\right) \geq \rho \quad \forall \tau \geq 0.$$  \hfill (D.28)

Noticing the similarity between (D.28) and (D.24), it is now possible to follow the calculations above that show that $\Psi$ is nonempty to show that there exist $\zeta \in \hat{K}_\infty \cap \Psi$, which contradicts $\hat{K}_\infty \cap \Psi = \emptyset$.  
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Finally, we establish that $\Psi$ is weakly totally recurrent in probability. That is, we show that each $\zeta \in \Psi$ is weakly recurrently in probability relative to $\Psi$ for $\mathcal{H}$; more specifically, for each $\zeta \in \Psi$, $\varepsilon > 0$ there exists $\rho > 0$ and for each $\Delta > 0$ there exist $\tau > 0$ and $x \in S^\varepsilon(\Psi + \varepsilon B)$ such that, with the definition $S^\varepsilon := \{\zeta\} + \varepsilon B$, (5.5) holds. Let $\hat{\rho} > 0$ be generated by $\zeta$ and $\varepsilon$ via the definition of the recurrent in probability set for $z$. Using that almost every complete sample path of $z$ converges to $\Psi$, let $\hat{\tau} > 0$ be such that 

$$P(\text{graph}(z) \cap (\Gamma_{\geq \hat{\tau}} + 1 \times \mathbb{R}^n \setminus (\Psi + \varepsilon B)) \neq \emptyset) \leq \hat{\rho}/2. \quad \text{(D.29)}$$

Define

$$\Omega_c := \{\omega \in \Omega : \emptyset \neq (\text{graph}(z(\omega))) \cap (\Gamma_{\geq \hat{\tau} + 1} \times \mathbb{R}^n) \subset (\mathbb{R}^2 \times (\Psi + \varepsilon B))\}. \quad \text{(D.30)}$$

We claim that for each $\Delta > 0$ there exists $\tau > 0$ such that

$$P((\Delta \leq \varphi_{\hat{\tau} + 1, \tau, S^\varepsilon}(z)) \cap \Omega_c) \geq \hat{\rho}/2. \quad \text{(D.31)}$$

Indeed, (D.29) and the opposite of (D.31) imply that there exists $\Delta > 0$ such that

$$P(\Delta \leq \varphi_{\hat{\tau} + 1, \tau, S^\varepsilon}(z)) < \hat{\rho} \quad \forall \tau > 0$$

and in turn $P(\Delta + \hat{\tau} + 1 \leq \varphi_{\tau, S^\varepsilon}(z)) < \hat{\rho} \quad \forall \tau > 0$ which is a contradiction to the assumption that (5.5) holds with $\hat{\rho}$ in place of $\rho$.

Next we define

$$T_i(\omega) := \inf \{t \in \pi_1 (\text{graph}_{\leq i}(z(\omega)) \cap (\Gamma_{\geq \hat{\tau} + 1} \times \mathbb{R}^n))\} \quad \text{(D.32a)}$$

$$J_i(\omega) := \inf \{j \in \pi_2 (\text{graph}_{\leq i}(z(\omega)) \cap (\Gamma_{\geq \hat{\tau} + 1} \times \mathbb{R}^n))\}. \quad \text{(D.32b)}$$

According to [25, Proposition 2.1, (2e)-(2g)], $T_i$ and $J_i$ are $\mathcal{F}_i$-measurable, as is the mapping $\omega \mapsto p_i(\omega) := z_\omega(T_i(\omega), J_i(\omega))$ where $z_\omega := z(\omega)$. Note that $T_i(\omega)$ and $J_i(\omega)$
are infinite when the intersections used to define them are empty. If the intersections are nonempty for some \( i^* \in \mathbb{Z}_{\geq 0} \) then they are nonempty for all \( i \in \mathbb{Z}_{\geq i^*} \) and for such \( i \) do not vary with \( i \) and satisfy \( \hat{\tau} + 1 \leq T_i(\omega) + J_i(\omega) \leq \hat{\tau} + 2 \), and \( J_i(\omega) \leq \lceil \hat{\tau} \rceil + 1 \). For \( i \in \{0, \ldots, \lceil \hat{\tau} \rceil + 1 \} \), we define

\[
\Omega_i := \{ \omega \in \Omega : J_i(\omega) = i \} \quad \text{(D.33a)}
\]

\[
\Omega_{i,\subset} := \{ \omega \in \Omega : \text{graph}(z(\omega)) \cap (\mathbb{R}_{\geq T_i(\omega)} \times \mathbb{Z}_{\geq J_i(\omega)} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times (\Psi + \varepsilon \mathbb{B}) \} \quad \text{(D.33b)}
\]

Note that the sets \( \Omega_{i,\subset} \) are disjoint and

\[
\bigcup_{i=0}^{\lceil \hat{\tau} \rceil + 1} \Omega_{i,\subset} = \Omega_{\subset} \quad \text{(D.34)}
\]

Using \cite{98} Lemma 7, p. 411, there exists a measurable function \( \gamma \), such that and \( p_i(\omega) = \gamma(v_1(\omega), \ldots, v_i(\omega)) \). For each \( \omega \in \Omega_i \), define \( z_i(\omega) \) to be the hybrid arc satisfying

\[
\text{graph}(z_i(\omega)) = \text{graph}(z(\omega)) - (T_i(\omega), J_i(\omega), 0) \quad \text{(D.35)}
\]

Then, for each \( i \in \{0, \ldots, \lceil \hat{\tau} \rceil + 1 \} \) and conditioned on \( \mathcal{F}_i \), \( z_i \) is a random solution with inputs \( (v_{i+1}, v_{i+2}, \ldots) \) starting at \( p_i(\omega) \). Since the sequence \( v \) is i.i.d, the statistics of \( z_i \) are unaffected by the shift in the inputs; cf. \cite{98} Section 22.2. We claim that for each \( \Delta > 0 \) there exist \( \tau > 0 i \in \{0, \ldots, \lceil \hat{\tau} \rceil + 1 \} \) and values \( (v_1, \ldots, v_i) \) such that

\[
P\left( \left( (\Delta \leq \varphi_{\tau, S_i}(z_i)) \land (\text{graph}(z_i) \subset \mathbb{R}^2 \times (\Psi + \varepsilon \mathbb{B}) ) \right) \mid \mathcal{F}_i \right)(\omega) \geq \frac{\varepsilon}{2}
\]
which would establish the weak total recurrence in probability. Suppose not. Then

\[ \frac{\varrho}{2} \leq P((\Delta \leq \varphi_{\hat{\tau}+1,\tau,\epsilon}(z)) \cap \Omega_{C}) \]

\[ = \sum_{i=0}^{[\hat{\tau}]+1} P((\Delta \leq \varphi_{\hat{\tau}+1,\tau,\epsilon}(z)) \cap \Omega_{i,C}) \]

\[ = \sum_{i=0}^{[\hat{\tau}]+1} E[P(\Delta \leq \varphi_{\tau,\epsilon}(z_i)) \land (\text{graph}(z_i) \subset \mathbb{R}^2 \times (\Psi + \epsilon \mathbb{B})) | \mathcal{F}_i) | \Omega_{i,C}] \]

\[ < \sum_{i=0}^{[\hat{\tau}]+1} P(\Omega_{i,C}) \varrho/2 = P(\Omega_C) \varrho/2 \leq \varrho/2. \]

This contradiction establishes the result.

### D.13 Proof of Theorem 5.2

We present the proof of Theorem 5.2 in three parts. The first part establishes convergence of complete sample paths of the almost surely bounded random solution to the set \( K \). The second part proves convergence to the level set of the Krasovskii-LaSalle function. Finally, in the third part we establish convergence to the largest weakly totally recurrent in probability set contained in the level set of the Krasovskii-LaSalle function.

#### D.13.1 Convergence to \( K \)

In this section we prove that for every solution \( x \) that is almost surely contained in \( \Lambda \), the complete sample paths of \( x \) converges to the set \( K \). This result is a consequence of the Krasovskii-LaSalle function satisfying strict decrease conditions almost surely during flows and in expected value during jumps along solutions outside \( K \).

**Proposition D.5** If there exists a stochastic Krasovskii-LaSalle function relative to \((K, \Lambda)\), then for every random solution \( x \) generated from the data \((C \cap \Lambda, \mathcal{F}, D \cap \Lambda, G \cap \Lambda, \mu)\)
almost all complete solutions converges to \(K\).

**Proof:** Let \(x\) be a random solution generated by \((C \cap \Lambda, F, D \cap \Lambda, G \cap \Lambda, \mu)\) from initial condition \(x \in \Lambda\). For every \(i \in \mathbb{Z}_{\geq 0}\), the maximum of \(\varphi_{i,\kappa}(x(\omega))\) (defined in Section VI) is achieved by some pair \((t_i(\omega), j_i(\omega))\) where

\[
\begin{align*}
t_i(\omega) & := \sup \{t \in \pi_1(\text{graph}(x(\omega)) \cap (\Gamma_{\leq i} \times \mathbb{R}^n))\} \quad \text{(D.36)} \\
j_i(\omega) & := \sup \{j \in \pi_2(\text{graph}(x(\omega)) \cap (\Gamma_{\leq i} \times \mathbb{R}^n))\}.
\end{align*}
\]

From now on we suppress the dependence of \(\omega\) on the random variables for simplicity. The \(\mathcal{F}\)-measurability of \(t_i, j_i\) follows from [25, Prop 2.1(2i,2j)]. The continuity of \(V\) and [25 Prop 2.1 (k)] imply \(\mathcal{F}\)-measurability of \(V(x(t_i, j_i))\). We now establish that for every \(i \in \mathbb{Z}_{\geq 0}\),

\[
\mathbb{E}[\varphi_{i,\kappa}(x)] \leq V(x) - \mathbb{E}[V(x(t_i, j_i))]. \tag{D.37}
\]

We observe that the bound (D.37) is similar to the bound in the proof of [14, Thm 3.18] for non-stochastic hybrid systems. The proof proceeds by induction. For \(i = 0\), \(t_i = 0\) and \(j_i = 0\) almost surely. It also follows from the definition that

\[
0 = \mathbb{E}[\varphi_{0,\kappa}(x)] \leq V(x) - \mathbb{E}[V(x)].
\]

We now assume that (D.37) is true for some \(i \in \mathbb{Z}_{\geq 0}\) with times \(t_i\) and \(j_i\). For \(\varphi_{i+1,\kappa}(x)\), let the corresponding times be denoted by \((t_{i+1}, j_{i+1})\). We now observe that

\[
\varphi_{i+1,\kappa}(x) = \varphi_{i,\kappa}(x) + \int_{t_i}^{t_{i+1}} \kappa(x(s, j_{i+1})))ds + \sum_{k=j_{i+1}}^{j_{i+1}} \kappa(x(t_{i+1}, k - 1)).
\]
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The above equality arises due to the total hybrid time increased by one unit which permits at most one jump and one period of flow. From the definitions it also follows that \( j_{i+1} - j_i \leq 1 \) almost surely. Let \( \mathcal{F}_{j_i} \) be the sigma algebra generated by the random variable \( j_i \). Then,

\[
\mathbb{E}[\varphi_{i+1,\kappa}(x)] = \mathbb{E}[\varphi_{i,\kappa}(x)] + \mathbb{E}\left[ \sum_{k=j_i+1}^{j_{i+1}} \kappa(x(t_i, k-1)) + \int_{t_i}^{t_{i+1}} \kappa(x(s, j_{i+1}))ds \right] \\
\leq V(x) - \mathbb{E}[V(x(t_i, j_i))] + \mathbb{E}[V(x(t_i, j_{i+1})) - V(x(t_{i+1}, j_{i+1})]) \\
+ \mathbb{E}[V(x(t_i, j_i)) - V(x(t_i, j_{i+1})]|\mathcal{F}_{j_i}] \\
= V(x) - \mathbb{E}[V(x(t_{i+1}, j_{i+1})])].
\]

Hence we proved that there exists a \( \Delta > 0 \) such that for every \( i \in \mathbb{Z}_{\geq 0} \), \( \mathbb{E}[\varphi_{i,\kappa}(x)] \leq \Delta \) where \( \Delta := \max_{x \in \Lambda} V(x) \). Then without loss of generality it follows from Corollary 5.3 that almost every complete sample path of the random solution \( x \) converges to \( \kappa^{-1}(0) \subset K \).

**D.13.2 Convergence to level sets of \( V \)**

In this section we will establish that complete sample paths of random solution \( x \) that is almost surely contained in \( \Lambda \) converge to level sets of \( V \). The convergence to level sets of \( V \) is primarily due to the non-increasing on average nature of \( V \).

For \( a, b \in \mathbb{R}_{\geq 0} \) define \( \mathcal{S}_1^a := \{ x \in \Lambda : V(x) \in [c_1, a] \} \) and \( \mathcal{S}_2^b := \{ x \in \Lambda : V(x) \in [b, c_2] \} \). The sets \( \mathcal{S}_1^a, \mathcal{S}_2^b \) are compact for every \( a, b \in \mathbb{R}_{\geq 0} \). The proof ideas in this section are motivated by [99, Chp. VII]. So, we define a sequence of times to keep track of the upcrossings of \( V(x_\omega(t, j)) \) through intervals of the form \( [a, b] \). Define \( R_0^j(\omega) \equiv 0 \) and \( R_0^j(\omega) \equiv 0 \) for every \( \omega \in \Omega \). Then, for \( c_1 < a < b < c_2 \) and \( k \in \mathbb{Z}_{\geq 1} \) define the random variables \( S_k^j, S_k^j, R_k^j \) and \( R_k^j \) inductively as
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The superscripts $t,j$ are used to indicate the flow time and jump time respectively and we assign the value $\infty$ to the variables if the intersection is empty. For $c_1 < a < b < c_2$, let $U_{[a,b]}(\tau, \omega)$ denote the number of upcrossings within hybrid time $\tau \in \mathbb{R}_{\geq 0}$ for $x(\omega)$. The number of upcrossings $U_{[a,b]}(\tau, \omega)$ denotes the number of times in which $x(\omega)$ reaches the set $S_2^b$ starting from $S_1^a$ within hybrid time $\tau$. An equivalent characterization is given by

$$U_{[a,b]}(\tau, \omega) = \max\{k : R^t_k(\omega) + R^j_k(\omega) \leq \tau\}.$$

For simplicity, we will suppress the dependence of the number of upcrossings on the function $V$ and the random solution $x$. Let $U_{[a,b]}(\infty, \omega)$ denote the number of upcrossings in the limit as hybrid time $\tau$ tends to $\infty$. So $U_{[a,b]}(\infty, \omega) := \lim_{\tau \to \infty} U_{[a,b]}(\tau, \omega)$. The limit is well defined (although may not be finite) since the mapping $\tau \mapsto U_{[a,b]}(\tau, \omega)$ is monotone with respect to $\tau$. We also note that the number of upcrossings $U_{[a,b]}(\infty, \omega) = \infty$ only if for each $k \in \mathbb{Z}_{\geq 1}$, $R^t_k(\omega) + R^j_k(\omega) < \infty$ and $\lim_{k \to \infty}(R^t_k(\omega) + R^j_k(\omega)) = \infty$. Hence, only complete sample paths can achieve $U_{[a,b]}(\infty, \omega) = \infty$. We now establish that the times related to the upcrossings are random variables.

**Lemma D.8** For every $k \in \mathbb{Z}_{\geq 1}$, $\tau \geq 0$ and $c_1 < a < b < c_2$, the mappings $\omega \mapsto S^t_k(\omega), \omega \mapsto S^j_k(\omega), \omega \mapsto R^t_k(\omega), \omega \mapsto R^j_k(\omega), \omega \mapsto U_{[a,b]}(\tau, \omega), \omega \mapsto U_{[a,b]}(\infty, \omega)$ are $\mathcal{F}$-
measurable.

Proof: We first observe that $\mathcal{F}$-measurability of $S^j_1, S^j_2$ follows from [25] Prop 2.1, (2e), (2f). Next we note that if $h: \Omega \to \mathbb{R}_{\geq 0}$ is $\mathcal{F}$-measurable then the set valued mapping $H(\omega) := \mathbb{R}_{\geq h(\omega)}$ is also $\mathcal{F}$-measurable. This follows from [84] Thm 14.13(a)](with $H = M \circ h$, with $M(r) = [r, \infty)$ a continuous set valued mapping). The $\mathcal{F}$-measurability of $R^j_1, R^j_2$ now follows from [84, Prop 14.11 (a),(d)] and [25, Prop 2.1]. The proof then proceeds by iteration over $k > 1$ on the mappings $\omega \mapsto S^j_k(\omega), \omega \mapsto S^j_k(\omega), \omega \mapsto R^j_k(\omega), \omega \mapsto R^j_k(\omega)$.

From [84, Prop 14.11 (c)] we know that for every $k \in \mathbb{Z}_{\geq 1}$, the mapping $\omega \mapsto \hat{R}_k(\omega) := R^j_k(\omega) + R^j_k(\omega)$ is $\mathcal{F}$-measurable. Then, we define a set valued mapping $C^\tau(\omega) := \{k : \hat{R}_k(\omega) \leq \tau\}$. By definition $C$ has closed values and is measurable for every $\tau \geq 0$. Then define the function $f^\tau(k, \omega) := -k + \delta_{C^\tau(\omega)}(k)$ where $\delta_{C^\tau(\omega)}(k) = 0$ if $k \in C(\omega)$ and $\delta_{C^\tau(\omega)}(k) = \infty$ otherwise. Then $f^\tau$ is normal integrand from [84] Example 14.32] and $U(\tau, \omega) = \text{argmin}_{\tau} f^\tau(\cdot, \omega)$. Then, $\mathcal{F}$-measurability of $U(\tau, \omega)$ then follows from [84] Thm 14.37]. Without loss of generality we can consider $U_{[a,b]}(\infty, \omega) = \lim_{i \to \infty} U_{[a,b]}(i, \omega)$ where $i \in \mathbb{Z}_{\geq 0}$. Since $\omega \mapsto U_{[a,b]}(i, \omega)$ is measurable for each $i$ and the limit of sequence of measurable functions is measurable ([98, § 2.3, Corollary 12]), it follows that $\omega \mapsto U_{[a,b]}(\infty, \omega)$ is $\mathcal{F}$-measurable.

The next result is a hybrid version of Doob’s optional stopping theorem [99] Chp VII, Thm 2.2].

**Proposition D.6** If $x$ is a random solution that is almost surely contained in $\Lambda$, $V$ is a stochastic Krasovskii-LaSalle function with respect to $(K, \Lambda)$, $T_i: \Omega \to \mathbb{R}_{\geq 0}, S_i: \Omega \to \mathbb{Z}_{\geq 0}$ are $\mathcal{F}$-measurable for each $i \in \{1, 2\}$, $S_1, S_2$ are stopping times with respect to $\{\mathcal{F}_i\}_{i \in \mathbb{Z}_{\geq 0}}$, $S_2 \leq n$ almost surely for some $n \in \mathbb{Z}_{\geq 0}$, $T_1 \leq T_2, S_1 \leq S_2$ almost surely and $(T_i(\omega), S_i(\omega)) \in \text{dom}(x(\omega))$ for each $i \in \{1, 2\}$ then $\mathbb{E}[V(x(T_2, S_2))] \leq \mathbb{E}[V(x(T_1, S_1))]$. 193
Proof: For $i \in \mathbb{Z}_{[0,n]}$, define $\hat{t}_i(\omega) := \inf\{t \in \pi_1(\text{graph}(x(\omega)) \cap (\mathbb{R}_{\geq 0} \times \{i\} \times \mathbb{R}^n))\}$. Then, let $t_i(\omega) = \hat{t}_i(\omega)\mathbb{1}_{\Omega_{i_1}}(\omega) + T_2(\omega)\mathbb{1}_{\Omega_{i_2}}(\omega) + T_1(\omega)\mathbb{1}_{\Omega_{i_3}}(\omega)$ where $\Omega_{i_1} := \{\omega : S_1(\omega) < i \leq S_2(\omega)\}$, $\Omega_{i_2} := \{\omega : i > S_2(\omega)\}$ and $\Omega_{i_3} := \{\omega : i \leq S_1(\omega)\}$. It follows from measurability of $S_2, S_1$ that $\Omega_{i_1}, \Omega_{i_2}$ and $\Omega_{i_3}$ are measurable sets and since the indicator of measurable set is measurable ([20 § 2.2, Corollary 10]), we have that $t_i$ is $\mathcal{F}$-measurable for each $i \in \mathbb{Z}_{[0,n]}$. We observe that since we have almost sure non-increase of $V$ during flows,

$$V(x(T_2, S_2)) = V(x(T_1, S_1)) + \sum_{j=S_1}^{S_2} (V(x(t_{j+1}, j)) - V(x(t_j, j)) + \sum_{j=S_1}^{S_2-1} V((x(t_{j+1}, j + 1)) - V(x(t_{j+1}, j)))$$

$$\leq V(x(T_1, S_1)) + \sum_{j=S_1}^{S_2-1} \left[ V((x(t_{j+1}, j + 1)) - V(x(t_{j+1}, j))) \right]$$

$$\leq V(x(T_1, S_1)) + \sum_{j=0}^{n} \left[ V((x(t_{j+1}, j + 1)) - V(x(t_{j+1}, j))) \mathbb{1}_{[0,j]}(S_1)\mathbb{1}_{[j,n]}(S_2) \right].$$

Let $\mathcal{F}_{S_1}$ be the sigma algebra generated by $S_1$. Then, taking expectations conditioned on $\mathcal{F}_{S_1}$ on both sides and using the stopping time property of $S_1, S_2$ and non-increase of
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\[ V \text{ on average during jumps we have} \]

\[
E[V(x(T_2, S_2))|F_{S_1}] \leq E[V(x(T_1, S_1))|F_{S_1}]
+ \sum_{j=0}^{n} \left[ E[V((x(t_{j+1}, j + 1))
- V(x(t_{j+1}, j))I_{[0,j]}(S_1)I_{[j,n]}(S_2)|F_{S_1}] \right]
\]

\[
\leq E[V(x(T_1, S_1))|F_{S_1}]
+ \sum_{j=0}^{n} \left[ I_{[0,j]}(S_1)E[V((x(t_{j+1}, j + 1))
- V(x(t_{j+1}, j))I_{(j,n]}(S_2)|F_{j}] \right]
\]

\[
\leq E[V(x(T_1, S_1))|F_{S_1}]
+ \sum_{j=0}^{n} \left[ I_{[0,j]}(S_1)I_{(j,n]}(S_2)E[V((x(t_{j+1}, j + 1))
- V(x(t_{j+1}, j))|F_{j}] \right]
\]

\[
\leq E[V(x(T_1, S_1))|F_{S_1}].
\]

Taking expectations on both sides, we get \( E[V(x(T_2, S_2))] \leq E[V(x(T_1, S_1))] \).

Next we establish a hybrid version of Doob’s upcrossing lemma similar to [99, Chp VII, Thm 3.3] and [98, Chp 24, Lemma 18]. In order to prove Doob’s upcrossing lemma we first prove that the assumptions of Proposition D.6 are satisfied by certain random variables related to the upcrossing times. For every \( i \in \mathbb{Z}_{\geq 0} \) and \( k \in \mathbb{Z}_{\geq 1} \) define

\[
S_k^i(i, \omega) := \min\{S_k^i(\omega), t_i(\omega)\}, \quad S_k^j(i, \omega) := \min\{S_k^j(\omega), j_i(\omega)\}
\]

\[
R_k^i(i, \omega) := \min\{R_k^i(\omega), t_i(\omega)\}, \quad R_k^j(i, \omega) := \min\{R_k^j(\omega), j_i(\omega)\}.
\]

where \( t_i, j_i \) are from (D.36).
Lemma D.9 For every $i \in \mathbb{Z}_{\geq 0}$ and $k \in \mathbb{Z}_{\geq 1}$, $S^i_k(i, \omega) \leq R^i_k(i, \omega)$ and $S^i_k(i, \omega) \leq R^j_k(i, \omega)$ almost surely, the random variables $S^i_k(i, \omega), R^i_k(i, \omega)$ are stopping times and $R^j_k(i, \omega) \leq i$ almost surely.

Proof: It follows from the definition that for every $i \in \mathbb{Z}_{\geq 0}$ $S^i_k(i, \omega) \leq R^i_k(i, \omega)$, $S^i_k(i, \omega) \leq R^j_k(i, \omega)$ and $R^j_k(i, \omega) \leq i$ almost surely. Now fix $i \in \mathbb{Z}_{\geq 0}$. We claim that for every $k \in \mathbb{Z}_{\geq 1} S^i_k(i, \omega)$, $S^i_k(i, \omega)$ are stopping times. We establish the claim for $k = 1$ and the rest of the proof follows by iteration. We first note that $j_i, S^i_1$ are stopping times with respect to the filtration $\{\mathcal{F}_n\}_{n \in \mathbb{Z}_{\geq 0}}$ since the event $j_i = n$ and $S^i_1 = n$ depend only on the mapping $\omega \mapsto \text{graph}(x(\omega)) \leq n$ which is $\mathcal{F}_n$ measurable. The same argument then applies to the event $R^i_1 = n$ with the additional constraint that $S^i_1 \leq n$ (which is $\mathcal{F}_n$ measurable since $S^i_1$ is a stopping time). Then, since the minimum of two stopping times is also a stopping time ([98 § 11.3, Prop 6]) the proof follows.

Lemma D.10 Let $x$ be a random solution that is almost surely contained in $\Lambda$, $V$ a stochastic Krasovskii-LaSalle function with respect to $(K, \Lambda)$. Then, for every $c_1 < a < b < c_2$, $\mathbb{E}[U_{[a,b]}(\infty, \cdot)] < \infty$.

Proof: For $N \in \mathbb{Z}_{\geq 1}$, $i \in \mathbb{Z}_{\geq 0}$, define $U_{[a,b]}(i, N, \omega) := \min\{U_{[a,b]}(i, \omega), N\}$. Then, we have that $U_{[a,b]}(i, N, \cdot)$ is $\mathcal{F}$-measurable. Define

$$y(i, N, \omega) := \sum_{k=1}^{N} [V(x(R^i_k(i, \omega), R^j_k(i, \omega))) - V(x(S^i_k(i, \omega), S^j_k(i, \omega)))].$$  (D.39)

The function $y$ is well defined from the continuity of $V$ and $\mathcal{F}$-measurability of $y$ follows from the definition. We now observe from Lemma D.9 and Proposition D.6 that $\mathbb{E}[y(i, N, \cdot)] \leq 0$. The function $y$ is used to keep track of the number of upcrossings. When an upcrossing is complete the difference of the term in the summation is greater than $b - a$, since there are $N$ terms there can a maximum of $U_{[a,b]}(i, N, \omega)$ upcrossings.
possible and there can be at most one uncompleted upcrossing. Then, it follows from the construction that

\[
a - c_1 \geq \mathbb{E}[y(i, N, \cdot)] + a - c_1 \\
\geq (b - a)\mathbb{E}[U_{[a,b]}(i, N, \cdot)] + \mathbb{E}[V(x(t_i, j_i))] - c_1 \\
\geq (b - a)\mathbb{E}[U_{[a,b]}(i, N, \cdot)].
\]

We note that for every \( i \in \mathbb{Z}_{\geq 0} \), and almost every \( \omega \in \Omega \), \( U_{[a,b]}(i, N, \omega) \leq U_{[a,b]}(i, N + 1, \omega) \) by definition and \( \lim_{N \to \infty} U_{[a,b]}(i, N, \omega) = U_{[a,b]}(i, \omega) \). Then it follows from the monotone convergence theorem ([98, § 4.3, Thm 11]) that \( \lim_{N \to \infty} \mathbb{E}[U_{[a,b]}(i, N, \cdot)] = \mathbb{E}[\lim_{N \to \infty} U_{[a,b]}(i, N, \cdot)] = \mathbb{E}[U_{[a,b]}(i, \cdot)] \). Using the monotone convergence theorem again we establish that

\[
(b - a)\mathbb{E}[U_{[a,b]}(\infty, \cdot)] = (b - a) \lim_{i \to \infty} \mathbb{E}[U_{[a,b]}(i, \cdot)] \leq a - c_1.
\]

Finally, we establish have almost sure convergence of complete sample paths to the level set of the Krasovskii-LaSalle function \( V \).

**Lemma D.11** If \( \mathbb{E}[U_{[a,b]}(\infty, \cdot)] < \infty \) for every \( c_1 < a < b < c_2 \), then almost every complete sample path of \( x \) converges to a level set of \( V \).

**Proof:** Since \( \mathbb{E}[U_{[a,b]}(\infty, \cdot)] < \infty \) for every \( c_1 < a < b < c_2 \), it follows that \( \mathbb{P}(U_{[a,b]}(\infty, \omega) = \infty) = 0 \) for every \( c_1 < a < b < c_2 \). Let \( \Omega_c \) denote the set of \( \omega \in \Omega \) for which sample paths of \( x \) are complete. We can establish that \( \Omega_c \in \mathcal{F} \) similar to [61] Prop 2]. Let \( \Omega^* := \{ \omega \in \Omega : \lim_{t+j \to \infty} V(x_\omega(t, j)) \text{ exists} \} \). Then \( \Omega^* \subset \Omega_c \).

We first show that if \( \lim_{t+j \to \infty} V(x_\omega(t, j)) \) does not exist for some \( \omega^* \in \Omega_c \), then necessarily for some \( c_1 < a < b < c_2 \), we have \( U_{[a,b]}(\infty, \omega^*) = \infty \). Since we do not
have convergence, it follows that \( \lim_{t+j \to \infty} V(x_{\omega^*}(t, j)) < \lim_{t+j \to \infty} V(x_{\omega^*}(t, j)). \)

Since \( \mathbb{Q} \) is dense in \( \mathbb{R} \) there exists \( a, b \in \mathbb{Q} \) such that \( \lim_{t+j \to \infty} V(x_{\omega^*}(t, j)) < a < b < \lim_{t+j \to \infty} V(x_{\omega^*}(t, j)). \) Then we can define a sequence of upcrossing times with respect to such \( a, b \) and from the definition of \( \lim \sup, \lim \inf \), we have that for \( k \in \mathbb{Z}_{\geq 1} \),

\[
R_k^t(\omega^*) + R_k^j(\omega^*) < \infty \quad \text{and} \quad \lim_{k \to \infty} (R_k^t(\omega^*) + R_k^j(\omega^*)) = \infty.
\]

Hence, we have that \( U_{[a,b]}(\infty, \omega^*) = \infty \). Similarly, we can conclude that if \( \lim_{t+j \to \infty} V(x_{\omega}(t, j)) \) exists then necessarily \( U_{[a,b]}(\infty, \omega) < \infty \) for every \( a < b \).

Let \( \hat{\Omega}_{a,b} := \{ \omega \in \Omega_c : U_{[a,b]}(\infty, \omega) < \infty \} \). Then, \( \hat{\Omega}_{a,b} \in \mathcal{F} \) and \( \Omega^* = \bigcap_{a,b \in \mathbb{Q} \cap [c_1,c_2], a < b} \hat{\Omega}_{a,b} \) and \( \Omega^* \in \mathcal{F} \). We now show that \( \mathbb{P}(\Omega_c \setminus \Omega^*) = 0 \). Let \( \Omega_{a,b} := \{ \omega \in \Omega_c : U_{[a,b]}(\infty, \omega) = \infty \} \) where \( c_1 < a < b < c_2 \). Then \( \Omega_{a,b} \in \mathcal{F} \). Then it follows that \( \Omega_c \setminus \Omega^* \subset \bigcup_{a,b \in \mathbb{Q} \cap [c_1,c_2], a < b} \Omega_{a,b} \). Since \( \mathbb{P}(U_{[a,b]}(\infty, \omega) = \infty) = 0 \) for every \( c_1 < a < b < c_2 \), it follows that \( \mathbb{P}(\Omega_{a,b}) = 0 \). Then since \( \mathbb{Q} \) is countable we have that \( \mathbb{P}(\Omega_c \setminus \Omega^*) \leq \sum_{a,b \in \mathbb{Q} \cap [c_1,c_2], a < b} \mathbb{P}(\Omega_{a,b}) = 0. \) Then, from the continuity of \( V \) it follows that for almost every \( \omega \in \Omega_c \), there exists \( c(\omega) \in [c_1, c_2] \) such that \( \lim_{t+j \to \infty} |x_{\omega}(t, j)|_{L_V(c(\omega))} = 0. \)

**D.13.3 Convergence to largest weakly totally recurrent in probability sets inside level sets**

The proofs presented in this section are an extension of the results established in \cite{61} Section X.D] for a class of stochastic difference inclusions.

**Lemma D.12** Let the compact sets \( K_1, K_2 \subset \mathbb{R}^n \) satisfy \( K_1 \subset K_2 \) and let \( \tau > 0 \). For the solution \( x \), let \( \Omega_a \) denote the set of \( \omega \in \Omega \) such that \( x(\omega) \) is complete, belongs to \( K_2 \) for all time in its domain, and belongs to \( K_1 \) for those times in its domain that are greater than \( \tau \). Let \( \Omega_b \subset \Omega_a \) be those \( \omega \in \Omega_a \) for which \( x(\omega) \) converges to the largest weakly totally recurrent in probability set contained in \( K_1 \). Then \( \mathbb{P}(\Omega_a) = \mathbb{P}(\Omega_b) \).
Proof: If $\mathbb{P}(\Omega_a) = 0$ the statement of the lemma holds trivially. Thus we assume that $\mathbb{P}(\Omega_a) > 0$. Define a new solution $z$ from the original solution $x$ by truncating $x(\omega)$ to $K_2$, like in [25, Prop 2.1, (2d)], at the infimum over times such that the intersection of the graph of $x(\omega)$ with the open set

$$\left(\mathbb{R}^2 \times (\mathbb{R}^n \setminus K_2)\right) \cup \left(\mathbb{R}^n \times (\mathbb{R}^n \setminus K_1)\right)$$

is nonempty. This truncation produces a mapping that satisfies the conditions for a solution. Moreover, $z(\omega)$ is complete if and only if $\omega \in \Omega_a$. In fact, $z$ has the properties assumed in Theorem 5.1 with $K_\infty = K_1$. It follows from Theorem 5.1 that the recurrent in probability set for $z$, denoted $\Psi(z)$, is nonempty, compact, contained in $K_1$, weakly totally recurrent in probability, and almost every complete sample path of $z$ converges to $\Psi(z)$ and thus to the largest weakly totally recurrent set contained in $K_1$. Since $z(\omega)$ is complete for all $\omega \in \Omega_a$, it follows $\mathbb{P}(\Omega_a) = \mathbb{P}(\Omega_b)$.

The next result relies on the previous lemma.

**Lemma D.13** Let the compact sets $K_\infty, \hat{K} \subset \mathbb{R}^n$ satisfy $K_\infty \subset \hat{K}$. For the solution $x$, let $\Omega_a$ denote the set of $\omega \in \Omega$ for which $x(\omega)$ is complete, remains in $\hat{K}$ for all time, and converges to $K_\infty$; let $\Omega_b \subset \Omega_a$ denote the set of $\omega \in \Omega_a$ for which $x(\omega)$ converges to the largest weakly totally recurrent in probability set contained in $K_\infty$. Then $\mathbb{P}(\Omega_a) = \mathbb{P}(\Omega_b)$.

**Proof:** If $\mathbb{P}(\Omega_a) = 0$ the statement of the lemma holds trivially. Thus, we assume that $\mathbb{P}(\Omega_a) > 0$. For each $i \in \mathbb{Z}_{\geq 1}$, let $\Psi_i$ denote the largest weakly totally recurrent in probability set contained in $K_\infty + i^{-1}\mathbb{B}$. Due to Lemma D.12 and the assumption that the probability of converging to $K_\infty$ while remaining in $\hat{K}$ is positive, it follows that $\Psi_i$ is non-empty for each $i \in \mathbb{Z}_{\geq 1}$. Moreover, by construction, $\Psi_j \subset \Psi_i$ for all $j \geq i$. Thus, $\Psi := \lim_{i \to \infty} \Psi_i$ is well-defined, nonempty, compact, and contained in $K_\infty$. We also claim that it is weakly totally recurrent in probability. Indeed, by [51, Theorem 4.10(a),(b)],
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for each \( \varepsilon > 0 \) and \( x \in \Psi \) there exist \( i^* \in \mathbb{Z}_{\geq 1} \) and \( \{x_i\}_{i=1}^{\infty} \) with \( x_i \in \Psi_i \) for all \( i \in \mathbb{Z}_{\geq 1} \) such that

\[
\Psi_i + 0.5\varepsilon \mathbb{B} \subset \Psi + \varepsilon \mathbb{B} \quad \forall i \geq i^* \quad \text{(D.40a)}
\]
\[
\{x_i\} + 0.5\varepsilon \mathbb{B} \subset \{x\} + \varepsilon \mathbb{B} \quad \forall i \geq i^* \quad \text{(D.40b)}
\]

the latter following from \( x \in \{x_i\} + 0.5\varepsilon \mathbb{B} \) for all \( i \geq i^* \). Thus, weak total recurrence of \( \Psi \) follows from weak total recurrence of \( \Psi_{i^*} \). We let \( \hat{\Psi} \) denote the largest weakly totally recurrent in probability set contained in \( K_{\infty} \).

For each \( \varepsilon > 0 \), let \( \Omega_{\varepsilon,\tau,a} \subset \Omega \) denote the set of \( \omega \in \Omega \) for which \( x(\omega) \) is complete, remains in \( \hat{K} \), and belongs to \( K_{\infty} + \varepsilon \mathbb{B} \) for all time greater than \( \tau > 0 \). By construction,

\[
\Omega_a = \cap_{i=1}^{\infty} \cup_{j=1}^{\infty} \Omega_{1/i,j,a}.
\]

Let \( \Omega_{1/i,j,b} \subset \Omega_{1/i,j,a} \) denote the subset of \( \omega \in \Omega_{1/i,j,a} \) for which \( x(\omega) \) converges to \( \Psi_i \), i.e., the largest weakly totally recurrent in probability set contained in \( K_{\infty} + i^{-1}\mathbb{B} \). By Lemma [D.12],

\[
P(\Omega_{1/i,j,b}) = P(\Omega_{1/i,j,a}) \quad \forall (i,j) \in \mathbb{Z}_{\geq 1} \times \mathbb{Z}_{\geq 1}.
\]

Define

\[
\hat{\Omega}_b := \cap_{i=1}^{\infty} \cup_{j=1}^{\infty} \Omega_{1/i,j,b}.
\]

For each \( \omega \in \hat{\Omega}_b \) let \( j_i \) be such that \( \omega \in \Omega_{1/i,j_i,b} \) for all \( i \in \mathbb{Z}_{\geq 1} \). Then \( x(\omega) \) converges to \( \Psi_i \) for each \( i \in \mathbb{Z}_{\geq 1} \) and, in turn, to \( \Psi \subset \hat{\Psi} \). It follows that \( \omega \in \Omega_b \); in other words
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\[ \widehat{\Omega}_b \subset \Omega_b. \] Finally, using (D.41)-(D.43),

\[
\begin{align*}
P(\Omega_b) & \geq P(\widehat{\Omega}_b) = P \left( \cap_{i=1}^{\infty} \cup_{j=1}^{\infty} \Omega_{1/i,j,b} \right) \\
& = \lim_{i \to \infty} \lim_{j \to \infty} P(\Omega_{1/i,j,b}) = \lim_{i \to \infty} \lim_{j \to \infty} P(\Omega_{1/i,j,a}) \\
& = P(\Omega_a)
\end{align*}
\]

which establishes the result.

**Theorem D.1** Let \( x \) be a random solution that is almost surely contained in the compact set \( \Lambda \). Then, almost every complete sample path of \( x \) that converges to a level set of \( V \) converges to a level set that contains a weakly totally recurrent in probability set and converges to the largest weakly totally recurrent in probability set contained in the level set.

**Proof:** Let \( \mathbb{Q} \) denote the rational numbers. For each \((q, j) \in \mathbb{Q} \times \mathbb{Z}_{\geq 1}\), define

\[
\begin{align*}
S_{qj} & := \{ x \in \Lambda : V(x) \in \{q\} + j^{-1}\mathbb{B} \} \\
\mu_{qj} & := P \left( \lim_{\tau + k \to \infty} |x(\tau, k)|_{S_{qj}} = 0 \right).
\end{align*}
\]

(D.44a)

(D.44b)

Observe that, for each \( q \in \mathbb{Q} \), and \( j \leq k \), \( S_{qk} \subset S_{qj} \) so that \( j \mapsto \mu_{qj} \) is non-increasing.

Let \( \mathcal{I} \) denote those \( c \in [c_1, c_2] \) with the following property:

(P) there exists a sequence \( \{(q_i, j_i)\}_{i=0}^{\infty} \) with \((q_i, j_i) \in \mathbb{Q} \times \mathbb{Z}_{\geq 1}\) for all \( i \in \mathbb{Z}_{\geq 0}\), such that \( \lim_{i \to \infty} q_i = c \), \( \lim_{i \to \infty} j_i = \infty \), and \( \mu_{q_i,j_i} > 0 \) for all \( i \in \mathbb{Z}_{\geq 0}\).

**Claim D.4** The set \( \mathcal{I} \subset [c_1, c_2] \) is compact.

**Proof:** The set \( \mathcal{I} \) is bounded since it is a subset of \([c_1, c_2]\). To see that it is closed, suppose \( c_k \in \mathcal{I} \) for all \( k \in \mathbb{Z}_{\geq 0}\) and \( \lim_{k \to \infty} c_k = c \). Necessarily \( c \in [c_1, c_2] \). For each
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$k \in \mathbb{Z}_{\geq 0}$ let the sequence \( \{(q_{i,k}, j_{i,k})\}_{i=0}^{\infty} \) verify property (P) for \( c_k \). For each \( k \in \mathbb{Z}_{\geq 0} \) let \( i_k \) be sufficiently large so that \( |q_{i,k} - c_k| \leq k^{-1} \) and \( j_{i,k} \geq k \). It is now straightforward to verify that the sequence \( \{(q_{i,k}, j_{i,k})\}_{k=0}^{\infty} \) verifies property (P) for \( c \). □

Given a compact set \( J \subset \mathbb{R} \), let
\[
V^{-1}(J) := \{ x \in \Lambda : V(x) \in J \}.
\]

Let \( \Omega_a \subset \Omega \) denote the set of \( \omega \in \Omega \) for which the corresponding sample path is complete and converges to a level set of \( V \). Let \( \Omega_b \subset \Omega_a \) denote the set of \( \omega \in \Omega_a \) for which \( \lim_{t+j \to \infty} |x_{\omega}(t,j)|_{V^{-1}(J)} = 0 \).

Claim D.5 \( \mathbb{P}(\Omega_b) = \mathbb{P}(\Omega_a) \).

Proof: Let \( \{K_i\}_{i=0}^{\infty} \) be a nested sequence of closed subsets of \( \mathbb{R} \setminus \mathcal{I} \) that cover the open set \( \mathbb{R} \setminus \mathcal{I} \). We will prove that, with \( \Omega_i \subset \Omega_a \) denoting the set of \( \omega \in \Omega_a \) for which \( \lim_{t+j \to \infty} |x_{\omega}(t,j)|_{V^{-1}(I \cap K_i)} = 0 \), that \( \mathbb{P}(\Omega_i) = 0 \). The result then follows from the fact that
\[
\mathbb{P}(\Omega_b) = \mathbb{P}(\Omega_a) - \lim_{i \to \infty} \mathbb{P}(\Omega_i). \tag{D.45}
\]

For each \( c \in [c_1, c_2] \setminus \mathcal{I} \), define \( q(c) \in \mathbb{Q} \) and \( j(c) \in \mathbb{Z}_{\geq 1} \) as follows: let \( \{(q_i, j_i)\}_{i=1}^{\infty} \) with \( (q_i, j_i) \in \mathbb{Q} \times \mathbb{Z}_{\geq 1} \) for all \( i \in \mathbb{Z}_{\geq 0} \) be such that \( \lim_{i \to \infty} q_i = c \) (such a sequence exists since the rational numbers are dense in the set of real numbers), \( \lim_{i \to \infty} j_i = \infty \), and \( c \in \{q_i\} + j_i^{-1} \mathbb{Z} \) for all \( i \in \mathbb{Z}_{\geq 0} \), let \( i^* \in \mathbb{Z}_{\geq 0} \) be the smallest nonnegative integer such that \( u_{q_i j_i} = 0 \) for all \( i \geq i^* \) (such an integer exists for, otherwise, property (P) would hold as verified by an appropriate subsequence of \( \{(q_i, j_i)\}_{i=1}^{\infty} \)) and then define \( q(c) := q_{i^*} \) and \( j(c) := j_{i^*} \). Note that
\[
[c_1, c_2] \cap K_i \subset [c_1, c_2] \setminus \mathcal{I} \subset \bigcup_{c \in [c_1, c_2] \setminus \mathcal{I}} (\{q(c)\} + j(c)^{-1} \mathbb{Z}). \tag{D.46}
\]
Define

\[ Q_0 := \{ q \in \mathbb{Q} : q(c) = q \text{ for some } c \in [c_1, c_2] \} \]  \hspace{1cm} (D.47)

For each \( q \in Q_0 \), define

\[ j_q := \min \{ j : j = j(c) \text{ for some } c \in [c_1, c_2] \text{ s.t. } q(c) = q \} \]

It is evident from these definitions and (D.46) that

\[ [c_1, c_2] \cap K_i \subset [c_1, c_2] \subset \bigcup_{q \in Q_0} (\{ q \} + j_q^{-1} \mathbb{B}) \]  \hspace{1cm} (D.48)

We also claim that

\[ \mu_{qj_q} = 0 \quad \forall q \in Q_0. \]  \hspace{1cm} (D.49)

This fact follows from the fact that \( \mu_{q(c)j(c)} = 0 \) for each \( c \in [c_1, c_2] \) and the fact that \( j \mapsto \mu_{qj} \) is monotonically non-increasing for each \( q \in \mathbb{Q} \).

It follows from (D.48), (D.44), and (D.49) that, for each \( i \in \mathbb{Z}_{\geq 0} \),

\[ \mathbb{P}(\Omega_i) \leq \sum_{q \in Q_0} \mu_{qj_q} = 0. \]  \hspace{1cm} (D.50)

This bound and (D.45) establishes the claim.

For each \( c \in \mathcal{I} \), let \( \Psi_c \) denote the largest weakly totally recurrent in probability set contained in the set \( \{ x \in \Lambda : V(x) = c \} \). Let \( \Omega_0 \subset \Omega_b \) denote the subset of \( \omega \in \Omega_b \) for which \( \lim_{t+j \to \infty} |x_\omega(t,j)|_{\psi_c} = 0 \) for some \( c \in \mathcal{I} \).

**Claim D.6** The set \( \Omega_0 \in \mathcal{F} \) and \( \mathbb{P}(\Omega_0) = \mathbb{P}(\Omega_b) \).
Proof: We first establish that $\Omega_0 \in \mathcal{F}$. For each $q \in \mathbb{Q}$ and $\varepsilon > 0$, let $\Psi_{q,\varepsilon}$ denote the largest weakly totally recurrent in probability set contained in the set $\{x \in \Lambda : V(x) \in \{q\} + \varepsilon B\}$. Define $\Omega_{q,\varepsilon} \subset \Omega_b$ to be the subset of $\omega \in \Omega_b$ for which $\lim_{t+j \to \infty} |x_\omega(t,j)\Psi_{q,\varepsilon} = 0$. For each $(q,\varepsilon) \in \mathbb{Q} \times \mathbb{R}_{>0}$, since $\Psi_{q,\varepsilon}$ is compact it follows that $\Omega_{q,\varepsilon} \in \mathcal{F}$. Define $\Omega_{\varepsilon} := \bigcup_{q \in \mathbb{Q}} \Omega_{q,\varepsilon}$. Since $\mathbb{Q}$ is countable, it follows that $\Omega_{\varepsilon} \in \mathcal{F}$ for each $\varepsilon > 0$. It is evident from the definition of $\Psi_{q,\varepsilon}$ that $\Omega_{\varepsilon_1} \subset \Omega_{\varepsilon_2}$ for each $0 < \varepsilon_1 \leq \varepsilon_2$. The next two paragraphs establish that $\Omega_0 = \cap_{i=1}^\infty \Omega_{1/i}$.

First we establish that $\Omega_0 \subset \cap_{i=1}^\infty \Omega_{1/i}$. Suppose $\omega \in \Omega_0$ and let $c \in \mathcal{I}$ be such that the corresponding sample path converges to $\Psi_c$. Let the sequence $q_i \in \mathbb{Q}$ be such that $\lim_{k \to \infty} q_k = c$. Let the unbounded sequence $i_k \in \mathbb{Z}_{\geq 1}$ be such that $c \in \{q_k\} + i_k^{-1} B$ for all $k \in \mathbb{Z}_{\geq 1}$. It follows that $\Psi_c \subset \Psi_{q_k,i_k^{-1}}$ for all $k \in \mathbb{Z}_{\geq 1}$. Therefore, $\omega \in \Omega_{q_k,i_k^{-1}} \subset \Omega_{i_k^{-1}}$ for all $k \in \mathbb{Z}_{\geq 1}$. In other words, $\omega \in \cap_{k=1}^\infty \Omega_{i_k^{-1}}$. Since the sequence $\{i_k\}_{k \in \mathbb{Z}_{\geq 1}}$ is unbounded and the sets $\Omega_{1/i}$ are nested, it follows that $\omega \in \cap_{i=1}^\infty \Omega_{1/i}$, i.e., $\Omega_0 \subset \cap_{i=1}^\infty \Omega_{1/i}$.

Next we establish that $\cap_{i=1}^\infty \Omega_{1/i} \subset \Omega_0$. Suppose that $\omega \in \cap_{i=1}^\infty \Omega_{1/i}$ and let the sequence $\{q_i\}_{i \in \mathbb{Z}_{\geq 1}}$ with $q_i \in \mathbb{Q}$ for each $i \in \mathbb{Z}_{\geq 1}$ be such that the corresponding sample path converges to $\Psi_{q_i,1/i}$. It follows that the corresponding sample path converges to the limit of any convergent subsequence of the sequence of sets $\{\Psi_{q_i,1/i}\}_{i \in \mathbb{Z}_{\geq 1}}$. Let us use $\{\Psi_k\}_{k \in \mathbb{Z}_{\geq 1}}$ for such a converging subsequence and let us use $\Psi$ for the limit. The set $\Psi$ is contained in $\{x \in \Lambda : V(x) = c\}$ for some $c \in \mathcal{I}$. We claim that $\Psi$ is weakly totally recurrent, and thus contained in the largest weakly totally recurrent in probability set contained in $\{x \in \Lambda : V(x) = c\}$, i.e., $\omega \in \Omega_0$. Indeed, by [11, Theorem 4.10(a),(b)], for each $\varepsilon > 0$ and $x \in \Psi$ there exists $k^*$ and $\{x_k\}_{k=1}^\infty$ with $x_k \in \Psi_k$ for each $k \in \mathbb{Z}_{\geq 1}$ such
that

\[ \Psi_k + 0.5 \varepsilon B \subset \Psi + \varepsilon B \quad \forall k \geq k^* \quad (D.51a) \]

\[ \{x_k\} + 0.5 \varepsilon B \subset \{x\} + \varepsilon B \quad \forall k \geq k^* \quad (D.51b) \]

the latter following from \( x \in \{x_k\} + 0.5 \varepsilon B \) for all \( k \geq k^* \). Thus, weak total recurrence of \( \Psi \) follows from weak total recurrence of \( \Psi_{k^*} \).

Next we claim that \( \mathbb{P}(\Omega_{1/i}) = \mathbb{P}(\Omega_b) \) for each \( i \in \mathbb{Z}_{\geq 1} \). To see this, we extract a finite cover of the compact set \( I \) from the countable cover \( \{\{q\} + i^{-1}B\}_{q \in Q} \). Let \( Q_0 \subset Q \) denote the indices of the cover. Let \( \Omega_{1,q,i} \) denote the subset of \( \omega \in \Omega_b \) such that \( x(\omega) \) converges to \( \{x \in \Lambda : V(x) \in \{q\} + i^{-1}B\} = S_{qi} \) and let \( \Omega_{2,q,i} \) denote the subset of \( \omega \in \Omega_{1,q,i} \) for which \( x(\omega) \) converges to the largest weakly totally recurrent in probability set contained in \( S_{qi} \). By the definition of \( \Omega_b \) and that the fact that neighborhoods of size \( 1/i \) of the points in \( Q_0 \) provide a cover for \( I \), it follows that \( \Omega_b = \bigcup_{q \in Q_0} \Omega_{1,q,i} \). By the definition of \( \Omega_{1/i} \), it follows that \( \bigcup_{q \in Q_0} \Omega_{2,q,i} \subset \Omega_{1/i} \). By Lemma [D.13], \( \mathbb{P}(\Omega_{1,q,i}) = \mathbb{P}(\Omega_{2,q,i}) \) for each \( q \in Q_0 \). It now follows from the next claim and \( \Omega_{1/i} \subset \Omega_b \) that \( \mathbb{P}(\Omega_{1/i}) = \mathbb{P}(\Omega_b) \) for each \( i \in \mathbb{Z}_{\geq 1} \), and in turn that \( \mathbb{P}(\Omega_0) = \lim_{i \to \infty} \mathbb{P}(\Omega_{1/i}) = \mathbb{P}(\Omega_b) \), which concludes the proof.

Claim D.7 If, for \( j \in \{1, \ldots, n\} \), \( R_j \subset S_j \) and \( \mathbb{P}(R_j) = \mathbb{P}(S_j) \) then \( \mathbb{P}(\bigcup_{j=1}^n R_j) = \mathbb{P}(\bigcup_{j=1}^n S_j) \).

Proof: For general \( n \), the result follows by induction after establishing the result for \( n = 2 \). Since \( R_j \subset S_j \) for \( j = 1, 2 \), it follows that \( \mathbb{P}(R_1 \cup R_2) \leq \mathbb{P}(S_1 \cup S_2) \). Now
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observe that, using $R_j \subset S_j$ and $\mathbb{P}(R_j) = \mathbb{P}(S_j)$ for $j = 1, 2$, 

$$
\mathbb{P}(S_1 \cup S_2) = \mathbb{P}(R_1 \cup (S_1 \setminus R_1) \cup R_2 \cup (S_2 \setminus R_2)) \\
\leq \mathbb{P}(R_1 \cup R_2) + \mathbb{P}(S_1 \setminus R_1) + \mathbb{P}(S_2 \setminus R_2) \\
= \mathbb{P}(R_1 \cup R_2) + \mathbb{P}(S_1) - \mathbb{P}(R_1) + \mathbb{P}(S_2) - \mathbb{P}(R_2) \\
= \mathbb{P}(R_1 \cup R_2)
$$

which establishes the result for $n = 2$, and thus for general $n$. 

The theorem now follows from the combination of Claims D.4 and D.6.

D.14 Proof of Lemma 5.1

We first note that the set of solutions starting from $(K, F, K, K)$ is closed when $F$ satisfies Standing Assumption 1. Without loss of generality we consider two cases. If $\phi_i$ is not generated by $(K, F, K, K)$, then by the definition of $\varphi$, $\limsup_{i \to \infty} \varphi_{\tau,S}(\phi_i) = 0$ and hence $\limsup_{i \to \infty} \varphi_{\tau,S}(\phi_i) \leq \varphi_{\tau,S}(\phi)$ holds trivially. If $\phi_i$ is generated by $(K, F, K, K)$ then the limit $\phi$ is also generated from $(K, F, K, K)$. We then establish the result by contradiction. Suppose not, then for every $N \in \mathbb{Z}_{>0}$, there exists $i \in \mathbb{Z}_{\geq N}$ and $\varepsilon > 0$ such that

$$
\varphi_{\tau,S}(\phi_i) \geq \varphi_{\tau,S}(\phi) + \varepsilon. 
$$

We consider two possible consequences of (D.52) and establish that in both the cases (D.52) is not true for $N$ arbitrarily large.

For $j \in \{0, \ldots, \lfloor \tau \rfloor \}$, let $t_i(j)$ be the smallest time $t$ such that $(t, j) \in \text{dom}(\phi_i)$. Similarly, $t(j)$ is defined for the solution $\phi$. We first consider the case, where for some
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$j \in \{0,...,\lfloor \tau \rfloor \}$, $\phi(t(j),j) \notin S$ and $\phi_i(t_i(j),j) \in S$ for some $i$ arbitrarily large. Since the set $\mathbb{R}^n \setminus S$ is open and by convergence of hybrid arcs, $t_i(j) \to t(j)$, it follows that $\phi_i(t_i(j),j) \notin S$ for sufficiently large $i$ and hence the above scenario during jumps cannot occur for $N$ sufficiently large.

If for some $j \in \{0,...,\lfloor \tau \rfloor \}$, there exists $0 \leq T_1 < T_2$ such that $\phi(s,j) \notin S$ for $s \in [T_1, T_2]$ and $s + j \leq \tau$. Let $\epsilon > 0$ be such that $\phi(s,j) + \epsilon B \notin S$ for $s \in [T_1, T_2]$. This is possible since $\mathbb{R}^n \setminus S$ is open. Then, from [14, Thm 5.25], there exists $i_0$ such that for all $i \geq i_0$, $\phi_i$ and $\phi$ are $(\tau, \epsilon)$ close. Since $\phi_i$ converges graphically to $\phi$, it follows that in the limit as $i \to \infty$, $\phi_i(s,j) \notin S$ for $s \in [T_1, T_2]$. This argument ensures that (D.52) cannot occur for $N$ sufficiently large.

D.15 Proof of Theorem 5.3

The proof of the theorem follows directly from the next lemma.

Lemma D.14 Let the compact set $K_\infty$ be given. For the solution $x$, let $\Omega_a$ denote the set of $\omega \in \Omega$, such that $x(\omega)$ is complete and converges to $K_\infty$. Let $\Omega_b \subset \Omega_a$ denote the set of $\omega \in \Omega_a$ such that $x(\omega)$ converges to the largest weakly totally recurrent in probability set contained in the set $K_\infty$. Then $P(\Omega_a) = P(\Omega_b)$.

Proof: For every $i \in \mathbb{Z}_{\geq 1}$, define the compact set $K_i := K_\infty + iB$ and let the solution $x_i$ be the truncated version of the solution $x$ restricted to the set $K_i$. Apply Lemma [D.13] to the solution $x_i$ with $K = K_i$ to get $\Omega_{a_i}$ and an $\Omega_{b_i}$ satisfying $P(\Omega_{a_i}) = P(\Omega_{b_i})$. Then, it follows that $\Omega_a = \cup_i \Omega_{a_i}$ and $\Omega_b = \cup_i \Omega_{b_i}$. Consequently, we have $P(\Omega_a) = \lim_{i \to \infty} P(\Omega_{a_i}) = \lim_{i \to \infty} P(\Omega_{b_i}) = P(\Omega_b)$.
D.16  Proof of Proposition 6.3

We recall the definition of \( \tilde{m} \) in (6.6) related to the largest viability probabilities for a closed set \( S \):

\[
\tilde{m}_{\subset S}(\ell, \xi) := \sup_{x \in S} \mathbb{P}(\text{graph}(x) \cap (\Gamma_{\leq \ell} \times \mathbb{R}^n) \subset (\mathbb{R}^2 \times S)).
\]

Next, we observe from the definition of \( \hat{m} \) in (6.3), and (6.2), (6.6) that for any closed set \( S \subset \mathbb{R}^n \) and \( x \in \mathbb{R}^n \),

\[
\hat{m}_{\subset S}(x) = \lim_{\tau \to \infty} \tilde{m}_{\subset S}(\tau, x).
\]

We now establish using sequential compactness results in [85] that the supremum in the characterization of \( \tilde{m} \) is achieved for some random solution. Let \( \ell \geq 0 \). For hybrid arcs \( \phi \), define the function \( \varphi \) such that \( \varphi(\phi) = 1 \) if \( \text{graph}(\phi) \cap (\Gamma_{\leq \ell} \times \mathbb{R}^n) \subset (\mathbb{R}^2 \times S) \) and \( \varphi(\phi) \) is equal to 0 otherwise. Let \( x \in \mathbb{R}^n \) and \( \tilde{m}_{\subset S}(\ell, x) = \Delta \geq 0 \). If \( \Delta = 0 \), then every solution \( x \in S_r(x) \) achieves the supremum. We now consider the case when \( \Delta > 0 \). Let \( \Delta_i < \Delta, i \in \mathbb{Z}_{\geq 0} \) be a sequence that converges to the value \( \Delta \). Then, there exists a sequence of solution \( x_i \) such that \( \mathbb{E}[\varphi(x_i)] \geq \Delta_i \). Then, from [85] Thm 1, it follows that there exists a random solution \( x^* \) such that \( \mathbb{E}[\varphi(x^*)] \geq \Delta \). Since \( \Delta \) is the supremum, it follows that \( \mathbb{E}[\varphi(x^*)] = \Delta \) which establishes the result.

Next, we show that for every \( x \in \mathbb{R}^n \) and closed set \( S \subset \mathbb{R}^n \),

\[
\lim_{i \to \infty} \sup_{x \in S_r(x)} \mathbb{P}\left(\text{graph}(x) \cap (\Gamma_{\leq i} \times \mathbb{R}^n) \subset (\mathbb{R}^2 \times S)\right) = \sup_{x \in S_r(x)} \mathbb{P}\left(\text{graph}(x) \subset (\mathbb{R}^2 \times S)\right).
\]

(D.53)
We first observe that
\[
\sup_{x \in \mathcal{S}_r(x)} \mathbb{P}\left( \text{graph}(x) \subset (\mathbb{R}^2 \times S) \right) = \sup_{x \in \mathcal{S}_r(x)} \lim_{i \to \infty} \mathbb{P}\left( \text{graph}(x) \cap (\Gamma_{<i} \times \mathbb{R}^n) \subset (\mathbb{R}^2 \times S) \right) \\
\leq \lim_{i \to \infty} \sup_{x \in \mathcal{S}_r(x)} \mathbb{P}\left( \text{graph}(x) \cap (\Gamma_{<i} \times \mathbb{R}^n) \subset (\mathbb{R}^2 \times S) \right).
\] (D.54)

For \( x \in \mathbb{R}^n \) and \( i \in \mathbb{Z}_{\geq 0} \), let \( \Delta_i = \tilde{m}_{\mathbb{C}S}(i, x) \) and \( \Delta = \lim_{i \to \infty} \tilde{m}_{\mathbb{C}S}(i, x) \). Then, the sequence \( \Delta_i \) converges to \( \Delta \). For hybrid arcs \( \phi \), define the function \( \varphi_i \) such that \( \varphi_i(\phi) = 1 \) if \( \text{graph}(\phi) \cap (\Gamma_{<i} \times \mathbb{R}^n) \subset (\mathbb{R}^2 \times S) \) and \( \varphi_i(\phi) \) is equal to 0 otherwise. The function \( \varphi \) is defined such that \( \varphi(\phi) = 1 \) if \( \text{graph}(\phi) \subset (\mathbb{R}^2 \times S) \) and \( \varphi(\phi) \) is equal to 0 otherwise. It follows from the above discussion that there exists a random solution \( x_i \in \mathcal{S}_r(x) \) such that \( \mathbb{E}[\varphi_i(x_i)] = \Delta_i \). Then, from [S5, Thm 1], there exists a solution \( x \) such that \( \mathbb{E}[\varphi(x)] \geq \Delta \). Hence, we have

\[
\lim_{i \to \infty} \sup_{x \in \mathcal{S}_r(x)} \mathbb{P}\left( \text{graph}(x) \cap (\Gamma_{<i} \times \mathbb{R}^n) \subset (\mathbb{R}^2 \times S) \right) = \Delta = \mathbb{E}[\varphi(x)] \\
\leq \sup_{x \in \mathcal{S}_r(x)} \lim_{i \to \infty} \mathbb{P}\left( \text{graph}(x) \cap (\Gamma_{<i} \times \mathbb{R}^n) \subset (\mathbb{R}^2 \times S) \right).
\] (D.55)

The bound (D.53) now follows from (D.54) and (D.55). Hence, we have

\[
\lim_{i \to \infty} \sup_{x \in \mathcal{S}_r(x)} \mathbb{P}\left( \text{graph}(x) \cap (\Gamma_{<i} \times \mathbb{R}^n) \subset (\mathbb{R}^2 \times S) \right) = \sup_{x \in \mathcal{S}_r(x)} \mathbb{P}\left( \text{graph}(x) \subset (\mathbb{R}^2 \times S) \right).
\]

The proof of existence of a random solution \( x^* \in \mathcal{S}_r(x) \) such that

\[
\mathbb{P}\left( \text{graph}(x^*) \subset (\mathbb{R}^2 \times S) \right) = \sup_{x \in \mathcal{S}_r(x)} \mathbb{P}\left( \text{graph}(x) \subset (\mathbb{R}^2 \times S) \right)
\]
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follows along the same lines as the proof for the random solution achieving the supremum in the definition of \( \bar{m}_{S}(\ell, x) \) and is thus omitted.

D.17 Proof of Proposition 6.4

Let \( x \in \mathbb{R}^n \) and \( x \in S_r(x) \). Let \( \Omega_\infty^x := \{ \omega : \text{graph}(x(\omega)) \subset \mathbb{R}^2 \times S \} \). Define

\[
\begin{align*}
T(\omega) &:= \sup \{ t \in \pi_1(\text{graph}(x(\omega)) \cap (\Gamma_{\leq 1} \times \mathbb{R}^n)) \} \quad \text{(D.56)} \\
J(\omega) &:= \sup \{ j \in \pi_2(\text{graph}(x(\omega)) \cap (\Gamma_{\leq 1} \times \mathbb{R}^n)) \}.
\end{align*}
\]

It follows from [25, Prop 2.1] that \( T, J \) are \( \mathcal{F}_1 \) measurable. Define the process \( y \) such that \( \text{graph}(y(\omega)) = \text{graph}(x(\omega)) - (T(\omega), J(\omega), 0) \). Without loss of generality the hybrid time domain of \( x(\omega) \) restricted to at most one jump is given by \( \bigcup_{i=0}^1 ([t_i(\omega), t_{i+1}(\omega)] \times \{i\}) \) for \( \mathcal{F}_{i-1} \) measurable random variables \( t_i \) for \( i = \{1, 2\} \) and \( t_0 \equiv 0 \). See [25, Section 9.1] for more details. For hybrid arc \( \phi \), the function \( \varphi \) is defined such that \( \varphi(\phi) = 1 \) if \( \text{graph}(\phi) \subset (\mathbb{R}^2 \times S) \) and \( \varphi(\phi) \) is equal to 0 otherwise. We then have from [25, eqn (77)]

\[
P(\Omega_\infty^x) = \mathbb{E}
\left[
\max_{i \in \{0,1\}} \Pi_{j=0}^{i} \mathbb{1}_{\mathbb{R}^2 \times S}(\text{graph}_{j,1}(x)) \mathbb{1}_{\mathbb{R}^2 \times \mathbb{R}^n}(\text{graph}_i(x))
\right.
\left.
\mathbb{1}_{\mathbb{R}_{\leq 0}}(1 - t_{i+1} - i)) \mathbb{E}[\varphi(y) | \mathcal{F}_1]
\right]
\]

where

\[
\text{graph}_i(x) := \text{graph}(x) \cap (\mathbb{R} \times \{i\} \times \mathbb{R}^n)
\]

\[
\text{graph}_{j,1}(x) := \text{graph}_j(x) \cap (\Gamma_{\leq 1} \times \mathbb{R}^n).
\]
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Proofs

We now establish that for every \( k \in \mathbb{Z}_{\geq 0} \) and \( x \in S \),

\[
\hat{m}_{\subset S}(x) \leq \gamma m_{\subset S}(k, x).
\]  \hspace{1cm} (D.57)

The bound holds for \( k = 0 \) and every \( x \in S \) since \( \hat{m}_{\subset S}(x) \leq \gamma \) and \( m_{\subset S}(0, x) = 1 \) for every \( x \in S \). We assume that the bound holds for some \( k \) and every \( x \in S \). Then, let \( x \in S \) and \( x \in S_r(x) \). Then, from [25, Prop 9.1, eqn(77)] we have

\[
\mathbb{P}(\Omega^x_{\infty}) = \mathbb{E}\left[ \max_{i \in \{0, 1\}} \Pi^i_{j=0} \mathbb{I}_{\subset \mathbb{R}^2 \times S}(\text{graph}_{j,1}(x)) \mathbb{I}_{\subset \mathbb{R}^2 \times \mathbb{R}^n}(\text{graph}_i(x)) \mathbb{I}_{\mathbb{R}_{\leq 0}}(1 - t_{i+1} - i) \mathbb{E}[\varphi(y)|\mathcal{F}_1] \right] \\
\leq \mathbb{E}\left[ \max_{i \in \{0, 1\}} \Pi^i_{j=0} \mathbb{I}_{\subset \mathbb{R}^2 \times S}(\text{graph}_{j,1}(x)) \mathbb{I}_{\subset \mathbb{R}^2 \times \mathbb{R}^n}(\text{graph}_i(x)) \mathbb{I}_{\mathbb{R}_{\leq 0}}(1 - t_{i+1} - i) \hat{m}_{\subset S}(y(0, 0)) \right] \\
\leq \gamma \mathbb{E}\left[ \max_{i \in \{0, 1\}} \Pi^i_{j=0} \mathbb{I}_{\subset \mathbb{R}^2 \times S}(\text{graph}_{j,1}(x)) \mathbb{I}_{\subset \mathbb{R}^2 \times \mathbb{R}^n}(\text{graph}_i(x)) \mathbb{I}_{\mathbb{R}_{\leq 0}}(1 - t_{i+1} - i) m_{\subset S}(k, y(0, 0)) \right] \\
\leq \gamma m_{\subset S}(k + 1, x).
\]

Since this is true for any \( x \in S \) and \( x \in S_r(x) \), it follows from Proposition 6.3 that

\[
\hat{m}_{\subset S}(x) \leq \gamma m_{\subset S}(k + 1, x).
\]

The bound \((D.57)\) holds by induction. Then as \( k \to \infty \) we have

\[
\hat{m}_{\subset S}(x) \leq \gamma \hat{m}_{\subset S}(x).
\]

Since \( \gamma < 1 \), it implies that \( \sup_{x \in S} \hat{m}_{\subset S}(x) = 0 \).
D.18 Proof of Proposition 6.5

Let \( x \in \mathbb{R}^n \) and \( x \in S_r(x) \). For \( x \in \mathbb{R}^n \setminus S_1 \), the bound holds automatically due to the mapping \( \tau \mapsto m_{\subset S_0}(\tau, x) \) being non-increasing. Now, we consider the case when \( x \in S_1 \) and \( x \in S_r(x) \). We first show that

\[
\mathbb{P}(\text{graph}(x) \cap (\Gamma_{\leq k_1 + k_2} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times S_0) \leq \mathbb{P}(\text{graph}(x) \cap (\Gamma_{\leq k_1} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times S_1) + \sup_{\xi \in \mathbb{R}^n \setminus S_1} m_{\subset S_0}(k_2, \xi).
\]

Let \( \Omega_0 := \{ \omega : \text{graph}(x) \cap (\Gamma_{\leq k_1 + k_2} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times S_0 \} \), \( \Omega_1 := \{ \omega : \text{graph}(x) \cap (\Gamma_{\leq k_1} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times S_1 \} \) and \( \Omega_2 := \{ \omega : \omega \in \Omega_0, \text{graph}(x) \cap (\Gamma_{\leq k_1} \times \mathbb{R}^n \setminus S_1) \neq \emptyset \} \). We claim that \( \Omega_0 \subset (\Omega_1 \cup \Omega_2) \). If not, there exists \( \omega \in \Omega_0 \) such that \( \omega \notin \Omega_1 \) and \( \omega \notin \Omega_2 \). Since \( \omega \in \Omega_0 \) and \( \omega \notin \Omega_1 \), then necessarily for some \( (t, j) \), \( x_{\omega}(t, j) \in \mathbb{R}^n \setminus S_1 \) and \( t + j \leq k_1 \) and \( x(\omega) \) remains in \( S_0 \) till hybrid time \( k_1 + k_2 \). Hence, \( \omega \in \Omega_2 \). This leads to a contradiction and establishes the claim. Define

\[
T(\omega) := \inf \{ t \in \pi_1(\text{graph}(x(\omega)) \cap (\Gamma_{\leq k_1} \times \mathbb{R}^n \setminus S_1)) \}
\]

\[
J(\omega) := \inf \{ j \in \pi_2(\text{graph}(x(\omega)) \cap (\Gamma_{\leq k_1} \times \mathbb{R}^n \setminus S_1)) \}
\]

It follows from [25, Prop 2.1] that \( T, J \) are \( \mathcal{F}_{k_1} \) measurable random variables. Then, we have
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\[ P(\Omega_0) \leq P(\Omega_1 \cup \Omega_2) \leq P(\Omega_1) + P(\Omega_2) \leq P(\Omega_1) + \mathbb{E}[m_{\subset S_0}(k_2, x(T, J))] \leq P(\Omega_1) + \sup_{\xi \in \mathbb{R}^n \setminus S_1} m_{\subset S_0}(k_2, \xi). \]

Consequently, we have

\[ P(\text{graph} (x) \subset \Gamma_{\leq k_1 + k_2} \times S_0) \leq P(\text{graph} (x) \subset \Gamma_{\leq k_1} \times S_1) + \sup_{\xi \in \mathbb{R}^n \setminus S_1} m_{\subset S_0}(k_2, \xi). \]

The result of the proposition now follows as

\[
m_{\subset S_0}(k_1 + k_2, x) = \sup_{x \in S_r(x)} P(\text{graph} (x) \subset \Gamma_{\leq k_1 + k_2} \times S_0) \\
\leq \sup_{x \in S_r(x)} P(\text{graph} (x) \subset \Gamma_{\leq k_1} \times S_1) + \sup_{\xi \in \mathbb{R}^n \setminus S_1} m_{\subset S_0}(k_2, \xi) \\
= m_{\subset S_1}(k_1, x) + \sup_{\xi \in \mathbb{R}^n \setminus S_1} m_{\subset S_0}(k_2, \xi).
\]

**D.19 Proof of Proposition 6.6**

The bound holds true for any \( x \in \mathbb{R}^n \setminus S \) trivially. We now prove the result for \( x \in S \).

We claim that for every \( x \in S \) and \( x \in S_r(x) \),

\[
P(\text{graph} (x) \cap (\Gamma_{\leq r} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times S) \leq P(\text{graph} (x) \cap (\Gamma_{\leq r} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times S_1) \\
+ P(\text{graph} (x) \cap (\Gamma_{\leq r} \times S_2) \neq \emptyset).
\]

Let \( \Omega_0 := \{ \omega : \text{graph} (x(\omega)) \cap (\Gamma_{\leq r} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times S \} \), \( \Omega_1 := \{ \omega : \text{graph} (x(\omega)) \cap (\Gamma_{\leq r} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times S_1 \} \), \( \Omega_2 := \{ \omega : \text{graph} (x(\omega)) \cap (\Gamma_{\leq r} \times S_2) \neq \emptyset \} \). We claim that
\[ \Omega_0 \subset (\Omega_1 \cup \Omega_2). \] If not, for some \( \omega \in \Omega_0 \) we have \( \omega \notin \Omega_1 \) and \( \omega \notin \Omega_2 \). If \( \omega \notin \Omega_1 \), it implies that \( \text{graph}(x(\omega)) \cap (\Gamma_{\leq \tau} \times (S \setminus S_1)) \neq \emptyset \). Since \( S \subset S_1 \cup S_2 \), this means that \( \text{graph}(x(\omega)) \cap (\Gamma_{\leq \tau} \times S_2) \neq \emptyset \) and hence \( \omega \in \Omega_2 \). This leads to a contradiction. Then, \( \mathbb{P}(\Omega_0) \leq \mathbb{P}(\Omega_1) + \mathbb{P}(\Omega_2) \). The result of the proposition then follows from taking the supremum over all possible random solutions from \( x \) on both sides.

**D.20 Proof of Proposition 6.2**

1) \( \Rightarrow \) 2) Since \( \mathcal{O} \) is globally recurrent for \( \mathcal{H} \), from Lemma 6.2, \( \mathcal{O} \) is globally recurrent for \( \hat{\mathcal{H}} \). Hence, for every \( x \in \mathbb{R}^n \) and \( x \in S_r(x) \) (generated by \( \hat{\mathcal{H}} \)) , we have

\[ \mathbb{P}(\text{graph}(x) \cap (\mathbb{R}^2 \times \mathcal{O})) = 1. \]

Then, it follows that for every \( x \in \mathbb{R}^n \) and \( x \in S_r(x) \) (generated by \( \hat{\mathcal{H}} \)) , we have

\[ \mathbb{P}(\text{graph}(x) \subset (\mathbb{R}^2 \times \mathbb{R}^n \setminus \mathcal{O})) = 0. \]

It follows from Proposition 6.3 that for every \( x \in \mathbb{R}^n \), we have \( \hat{m}_{\mathbb{R}^n \setminus \mathcal{O}}(x) = 0 \) for the SHS \( \hat{\mathcal{H}} \). Since the solutions of \( \mathcal{H} \) are also solutions of \( \hat{\mathcal{H}} \), it follows that \( m_{\mathbb{R}^n \setminus \mathcal{O}, \mathcal{H}}(\tau, x) \leq m_{\mathbb{R}^n \setminus \mathcal{O}, \hat{\mathcal{H}}}(\tau, x) \) for every \( (\tau, x) \in \mathbb{R}_{\geq 0} \times \mathbb{R}^n \) and consequently for every \( x \in \mathbb{R}^n \), \( \hat{m}_{\mathbb{R}^n \setminus \mathcal{O}, \mathcal{H}}(x) = 0 \).

2) \( \Rightarrow \) 3) Follows from the proof of \([12], \text{Prop 5}\) using the upper semicontinuity of \((\tau, x) \mapsto m_{\mathbb{R}^n \setminus \mathcal{O}}(\tau, x)\).

3) \( \Rightarrow \) 1) Follows from the definition of \( m_{\mathbb{R}^n \setminus \mathcal{O}}(\tau, x) \) in (6.2), the definition of uniform global recurrence and Proposition 6.1.
D.21 Proof of Proposition 6.8

We first claim that for each \((\ell, \rho) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}_{>0}\) and \(K \subset \mathbb{R}^n\) compact there exists a \(\varepsilon > 0\) such that, for every \(x \in K\) compact and \(x \in S_r(x)\),

\[
P(\text{graph}(x) \cap (\Gamma_{<\ell} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times (S + \varepsilon \mathbb{B})) \leq \max_{\xi \in K} \tilde{m}_{\subset S}(\ell, \xi) + \rho. \quad (D.58)
\]

If the claim is not true, then there exists \((\ell, \rho)\) and a compact set \(K\) such that for every \(i \in \mathbb{Z}_{\geq 1}\) we have for some \(x_i \in K\) and \(x_i \in S_r(x_i)\)

\[
P(\text{graph}(x_i) \cap (\Gamma_{<\ell} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times (S + 1/i \mathbb{B})) > \max_{\xi \in K} \tilde{m}_{\subset S}(\ell, \xi) + \rho.
\]

For hybrid arcs \(\phi\), define the function \(\varphi_i\) such that \(\varphi_i(\phi) = 1\) if \(\text{graph}(\phi) \cap (\Gamma_{<\ell} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times (S + (1/i) \mathbb{B})\) and 0 otherwise. Similarly, the function \(\varphi\) is defined using set \(S\). Then,

\[
E[\varphi_i(x_i)] > \max_{\xi \in K} \tilde{m}_{\subset S}(\ell, \xi) + \rho.
\]

From [85, Theorem 1], we can establish that there exists a random solution \(x\) from \(K\) such that

\[
E[\varphi(x)] \geq \max_{\xi \in K} \tilde{m}_{\subset S}(\ell, \xi) + \rho.
\]

Since \(E[\varphi(x)] \leq \max_{\xi \in K} \tilde{m}_{\subset S}(\ell, \xi)\) and \(\rho > 0\), it leads to a contradiction that establishes the result. Then, we observe that

\[
P(\text{graph}(x) \cap (\Gamma_{\leq \ell} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times (S + \varepsilon \mathbb{B})) \leq P(\text{graph}(x) \cap (\Gamma_{<\ell} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times (S + \varepsilon \mathbb{B})).
\]
The result now follows from the bound (D.58) by taking the supremum over all possible random solutions from the initial condition \( x \) for the SHS \( \hat{\mathcal{H}} \).

### D.22 Proof of Theorem 6.1

Let \( \ell_0 \in \mathbb{Z}_{>0} \) be such that \( \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(\ell_0, x) \leq 0.25/2 \) for all \( x \in \overline{\mathcal{O} + B^o} \). This bound follows from the uniform global recurrence of the set \( \mathcal{O} \). We now use the result of Proposition 6.8 with \( K := \overline{\mathcal{O} + B^o} \) and \( S = \mathbb{R}^n \setminus \mathcal{O} \). Then, there exists \( \tilde{\varepsilon} \in (0, 1) \) such that, for every \( x \in K \),

\[
m_{\subset \mathbb{R}^n \setminus \mathcal{O} + \varepsilon B}(\ell_0, x) \leq \max_{\xi \in \overline{\mathcal{O} + B^o}} \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(\ell_0, \xi) + 0.25/2.
\]

Define the open, bounded set \( \hat{\mathcal{O}} := \mathbb{R}^n \setminus ((\mathbb{R}^n \setminus \mathcal{O}) + \varepsilon B) \). Hence, it follows that for \( \varepsilon = \tilde{\varepsilon}/2 > 0, \hat{\mathcal{O}} + \varepsilon B \subset \mathcal{O} \). Since \( \tilde{\varepsilon} < 1, \mathcal{O} \subset \hat{\mathcal{O}} + B^o \). Then, for all \( x \in \overline{\hat{\mathcal{O} + B^o}} \),

\[
m_{\subset \mathbb{R}^n \setminus \mathcal{O}}(\ell_0, x) \leq m_{\subset \mathbb{R}^n \setminus \mathcal{O} + \varepsilon B}(\ell_0, x) \leq 0.25.
\]

We now complete the proof as follows. Let \( S_i := \mathbb{R}^n \setminus (\hat{\mathcal{O}} + iB^o) \) be a sequence of closed sets for \( i \in \mathbb{Z}_{\geq 0} \). Since \( \mathcal{O} \subset \hat{\mathcal{O}} + B^o \), it follows from uniform global recurrence of the set \( \mathcal{O} \) that for all \( \xi \in \mathbb{R}^n \setminus S_i \) there exists \( \ell_i \in \mathbb{Z}_{>0} \) such that \( m_{\subset S_i}(\ell_i, \xi) \leq 0.25 \). Then, for all \( i \in \mathbb{Z}_{\geq 1}, x \in \mathbb{R}^n \setminus S_i \), we have from Proposition 6.5

\[
m_{\subset S_0}(\ell_i + \ell_0, x) \leq m_{\subset S_1}(\ell_i, x) + \sup_{\xi \in \mathbb{R}^n \setminus S_i} m_{\subset S_0}(\ell_0, \xi) \leq 0.5.
\]

Then, from the monotonicity of the viability probabilities we have that for every \( x \in \mathbb{R}^n \),

\[
\hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) \leq 0.5.
\]

Hence, it follows from Proposition 6.4 that for all \( x \in \mathbb{R}^n \), \( \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) = \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) \leq 0.5 \). Hence, it follows from Proposition 6.4 that for all \( x \in \mathbb{R}^n \), \( \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) = \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) \leq 0.5 \). Hence, it follows from Proposition 6.4 that for all \( x \in \mathbb{R}^n \), \( \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) = \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) \leq 0.5 \). Hence, it follows from Proposition 6.4 that for all \( x \in \mathbb{R}^n \), \( \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) = \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) \leq 0.5 \). Hence, it follows from Proposition 6.4 that for all \( x \in \mathbb{R}^n \), \( \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) = \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) \leq 0.5 \). Hence, it follows from Proposition 6.4 that for all \( x \in \mathbb{R}^n \), \( \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) = \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) \leq 0.5 \). Hence, it follows from Proposition 6.4 that for all \( x \in \mathbb{R}^n \), \( \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) = \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) \leq 0.5 \). Hence, it follows from Proposition 6.4 that for all \( x \in \mathbb{R}^n \), \( \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) = \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) \leq 0.5 \). Hence, it follows from Proposition 6.4 that for all \( x \in \mathbb{R}^n \), \( \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) = \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) \leq 0.5 \). Hence, it follows from Proposition 6.4 that for all \( x \in \mathbb{R}^n \), \( \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) = \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) \leq 0.5 \). Hence, it follows from Proposition 6.4 that for all \( x \in \mathbb{R}^n \), \( \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) = \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) \leq 0.5 \). Hence, it follows from Proposition 6.4 that for all \( x \in \mathbb{R}^n \), \( \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) = \hat{m}_{\subset \mathbb{R}^n \setminus \mathcal{O}}(x) \leq 0.5 \).
0. This equality implies that the set \( \hat{O} \) is globally recurrent for \( \hat{H} \) from Proposition 6.2.

### D.23 Proof of Theorem 6.2

We denote the probabilities generated by the system \( \hat{H}_\nu \) with the subscript \( \nu \). Let \( \mathcal{O} \) be the recurrent set. Now let \( S_i := \mathbb{R}^n \setminus (\mathcal{O} + iB^o) \) be a sequence of closed sets and \( 0 < \varepsilon_i \leq (\frac{1}{2})^{i+2} \) for all \( i \in \mathbb{Z}_{\geq 0} \). Then, for every \( i \in \mathbb{Z}_{\geq 0} \), choose \( \ell_i \) such that

\[
m_{\subset S_i}(\ell_i, x) \leq \frac{1}{2} \varepsilon_i \quad \forall x \in \mathbb{R}^n \setminus S_{i+1}.
\]  
(D.59)

This bound follows from the uniform global recurrence of the set \( \mathcal{O} \) for the system \( \hat{H} \).

Let \( \beta_i \in \mathbb{Z}_{\geq 0} \). Then, choose \( \beta_i \geq i + 1 \) such that, with \( \nu(s) = s \) for all \( s \geq 0 \),

\[
m_{\nu, \cap S_{\beta_i}}(\ell_i, x) \leq \frac{1}{2} \varepsilon_i \quad \forall x \in \mathbb{R}^n \setminus S_{i+1}.
\]  
(D.60)

The values \( \beta_i \) exists according to Proposition 6.7. Without loss of generality we can assume the function \( i \mapsto \beta_i \) is strictly increasing and unbounded. Define the compact set \( K_i := (\mathcal{O} + \beta_iB^o) \setminus (\mathcal{O} + iB^o) \).

We use the fact that under the conditions of Standing Assumption 6.1 the infinite time reachable set ([14, Sec 6.3.2]) from \( \mathcal{O} \) denoted by \( \Gamma \) is bounded for solutions of \( \dot{x} \in F(x), x \in C \) (from [31, Prop. 2]). Uniform global recurrence of \( \mathcal{O} \) implies that there exists a time \( J_i > 0 \) such that each solution of \( \dot{x} \in F(x), x \in C \) from \( \mathcal{O} + \beta_iB^o \) reaches the set \( \mathcal{O} \), or stops, within time \( J_i \). Then, the reachable set in infinite time for \( \dot{x} \in F(x), x \in C \) from \( \mathcal{O} + \beta_iB^o \), is given by \( \mathcal{R}(\mathcal{O} + \beta_iB^o) = \mathcal{R}_{\leq J_i}(\mathcal{O} + \beta_iB^o) \cup \Gamma \) where \( \mathcal{R}_{\leq J_i}(\mathcal{O} + \beta_iB^o) \) is the reachable set within time \( J_i \). It follows from [14, Lemma 6.16] that \( \mathcal{R}(\mathcal{O} + \beta_iB^o) \) is bounded.

We define \( \gamma_i := \sup_{x \in \mathcal{R}(\mathcal{O} + \beta_iB^o)} |x - x^*| \) and \( r_i := \inf_{y \in \partial(\mathcal{O} + \beta_iB^o)} |y - x^*| \). Let \( \nu \in \mathcal{K}_\infty \).
with \( \nu(s) < s \) for all \( s > 0 \) and satisfy \( \nu(\gamma_i) < r_i/2 \) for all \( i \in \mathbb{Z}_{\geq 0} \).

Next we claim that for all \( x \in \mathbb{R}^n \setminus S_{\beta_i} \) and all \( \tau \in \mathbb{Z}_{\geq 0} \),

\[
m_{\nu \subset K_i}(\tau, x) = m_{\subset K_i}(\tau, x).
\]

The proof of the above result follows along the same line as [55, Thm 4] using induction and dynamic programming from [25, Sec 9] and is thus omitted.

Now using Proposition 6.6, we have that for all \( i \in \mathbb{Z}_{\geq 0} \) and every \( x \in \mathbb{R}^n \setminus S_{i+1} \),

\[
m_{\nu \subset S_i}(\ell_i, x) \leq m_{\nu \cap S_{\beta_i}}(\ell_i, x) + m_{\nu \subset K_i}(\ell_i, x) \leq \frac{1}{2} \varepsilon_i + m_{\subset K_i}(\ell_i, x) \leq \varepsilon_i.
\]

Given \( x \in \mathbb{R}^n \), let \( i \in \mathbb{Z}_{\geq 1} \) be such that \( x \in \mathbb{R}^n \setminus S_{i+1} \). Then, we have \( m_{\nu \subset S_i}(\ell_i, x) \leq \varepsilon_i \), and similarly we have that for every \( k \in \{0, \ldots, i-1\} \), \( \sup_{\xi \in \mathbb{R}^n \setminus S_{k+1}} m_{\nu \subset S_k}(\ell_k, \xi) \leq \varepsilon_k \).

Then, from Proposition 6.5 it follows that

\[
m_{\nu \subset S_0} \left( \sum_{j=0}^{i} \ell_j, x \right) \leq m_{\nu \subset S_1} \left( \sum_{j=1}^{i} \ell_j, x \right) + \sup_{\xi \in \mathbb{R}^n \setminus S_i} m_{\nu \subset S_0}(\ell_0, \xi) \leq m_{\nu \subset S_i}(\ell_i, x) + \sum_{k=0}^{i-1} \sup_{\xi \in \mathbb{R}^n \setminus S_{k+1}} m_{\nu \subset S_k}(\ell_k, \xi) \leq \sum_{k=0}^{i} \varepsilon_k \leq 0.5.
\]

Hence, from the monotonicity of the viability probabilities we can conclude that \( \hat{m}_{\nu \subset S_0}(x) \leq 0.5 \) for all \( x \in \mathbb{R}^n \). Then, from Proposition 6.4 it follows that \( \hat{m}_{\nu \subset \mathbb{R}^n \setminus \mathcal{O}}(x) = 0 \) for every \( x \in \mathbb{R}^n \). Global recurrence of \( \mathcal{O} \) for \( \mathcal{H}_p \) follows from Proposition 6.2.
D.24  Proof of Proposition 6.9

We first claim that for each \((\ell, \rho) \in \mathbb{Z}_{\geq 0} \times \mathbb{R}_{>0}\) and \(K \subset \mathbb{R}^n\) compact there exists a \(\delta > 0\) such that, for every \(x \in K\) compact and \(x \in S^\delta(x)\),

\[
\mathbb{P}(\text{graph}(x) \cap (\Gamma_{<\ell} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times S) \leq \max_{\xi \in K} \tilde{m}_{\infty}(\ell, \xi) + \rho \quad \text{(D.61)}
\]

where \(S^\delta(x)\) refers to the set of random solutions generated by the \(\hat{H}_\delta\) system. If the claim is not true, then there exists \((\ell, \rho)\) and compact set \(K\) such that for every \(i \in \mathbb{Z}_{\geq 1}\) we have for some \(x_i \in K\) and \(x_i \in S^{(1/i)}(x_i)\)

\[
\mathbb{P}(\text{graph}(x_i) \cap (\Gamma_{<\ell} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times S) > \max_{\xi \in K} \tilde{m}_{\infty}(\ell, \xi) + \rho.
\]

Define the function \(\varphi_i\) for hybrid arc \(\phi\) such that \(\varphi(\phi) = 1\) if \(\text{graph}(\phi) \cap (\Gamma_{<\ell} \times \mathbb{R}^n) \subset \mathbb{R}^2 \times S\) and 0 otherwise. Then,

\[
\mathbb{E}[\varphi(x_i)] \geq \max_{\xi \in K} \tilde{m}_{\infty}(\ell, \xi) + \rho.
\]

From [85, Thm 1] we have that there exists a random solution \(x\) from \(K\) for the nominal system such that

\[
\mathbb{E}[\varphi(x)] \geq \max_{\xi \in K} \tilde{m}_{\infty}(\ell, \xi) + \rho.
\]

Since \(\mathbb{E}[\varphi(x)] \leq \max_{\xi \in K} \tilde{m}_{\infty}(\ell, \xi)\) and \(\rho > 0\), it leads to a contradiction that establishes the claim. The result now follows from the bound \(\text{(D.61)}\) by taking the supremum over all possible random solutions from the initial condition \(x\) for the system \(\hat{H}_\delta\).
D.25 Proof of Theorem 6.3

For \( i \in \mathbb{Z}_{\geq 0} \), let \( 0 < \varepsilon_i \leq (1/2)^{i+2} \) and \( S_i = \mathbb{R}^n \setminus (\mathcal{O} + i\mathbb{B}^n) \). It follows from uniform global recurrence of \( \mathcal{O} \) for \( \hat{\mathcal{H}} \) that there exists \( \ell_i \) be such that \( \sup_{\xi \in \mathbb{R}^n \setminus S_{i+1}} m_{\delta_i \subset S_i}(\ell_i, \xi) \leq \varepsilon_i/2 \). Then, let \( \delta_i > 0 \) come from the application of Proposition 6.9 with the compact set \( K = \mathbb{R}^n \setminus S_{i+1} \) and \( \rho = \varepsilon_i/2 \).

Given \( x \in \mathbb{R}^n \), define \( i(x) := \min_{j \geq 1} \{ j : x \in \mathbb{R}^n \setminus S_{j+1} \} \). Then, we have the viability probabilities satisfying \( m_{\delta_i(x) \subset S_i(x)}(\ell_{i(x)}, x) \leq \varepsilon_i \). Similarly we have that for every \( k \in \{0, ..., i(x) - 1\} \) there exists \( \delta_k, \ell_k > 0 \) such that \( \sup_{\xi \in \mathbb{R}^n \setminus S_{k+1}} m_{\delta_k \subset S_k}(\ell_k, \xi) \leq \varepsilon_k \). Then, define a continuous state dependent perturbation \( \delta : \mathbb{R}^n \to \mathbb{R}_{> 0} \)

\[
\hat{\delta}(x) := \min_{k \in \{0, 1, ..., i(x)\}} \delta_k, \quad \delta(x) := \inf_{\xi \in \mathbb{R}^n} \left( \hat{\delta}(\xi) + |\xi - x| \right).
\]

Then, similar to the proof of Theorem 6.2 it follows from Proposition 6.5 that

\[
m_{\delta \subset S_0} \left( \sum_{j=0}^{i(x)} \ell_j, x \right) \leq m_{\delta \subset S_1} \left( \sum_{j=1}^{i(x)} \ell_j, x \right) + \sup_{\xi \in \mathbb{R}^n \setminus S_1} m_{\delta \subset S_0}(\ell_0, \xi)
\]

\[
\leq m_{\delta \subset S_{i(x)}}(\ell_{i(x)}, x) + \sum_{k=0}^{i(x)-1} \sup_{\xi \in \mathbb{R}^n \setminus S_{k+1}} m_{\delta \subset S_k}(\ell_k, \xi)
\]

\[
\leq \sum_{k=0}^{i(x)} \varepsilon_k \leq 0.5.
\]

Hence, from monotonicity of the viability probabilities we can conclude that \( \hat{m}_{\delta \subset S_0}(x) \leq 0.5 \) for all \( x \in \mathbb{R}^n \). Then, it follows from Proposition 6.4 that for all \( x \in \mathbb{R}^n \), \( \hat{m}_{\delta \subset \mathbb{R}^n \setminus \mathcal{O}}(x) = 0 \). The result now follows from Proposition 6.2.
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