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Abstract. In this paper, we present a comparative study of text sentiment classification models using term frequency inverse document frequency vectorization in both supervised machine learning and lexicon-based techniques. There have been multiple promising machine learning and lexicon-based techniques, but the relative goodness of each approach on specific types of problems is not well understood. In order to offer researchers comprehensive insights, we compare a total of six algorithms to each other. The three machine learning algorithms are: Logistic Regression (LR), Support Vector Machine (SVM), and Gradient Boosting. The three lexicon-based algorithms are: Valence Aware Dictionary and Sentiment Reasoner (VADER), Pattern, and SentiWordNet. The underlying dataset consists of Amazon consumer reviews. For performance measures, we use accuracy, precision, recall, and F1-score. Our experiments’ results show that all three machine learning models outperform the lexicon-based models on all the metrics. SVM, Gradient Boosting, and LR models have accuracy of 89%, 87%, and 90%; precision of 90%, 88%, and 91%; recall of 98%, 98%, and 97%; F1-score of 94%, 92%, and 94%, respectively. Pattern, VADER, and SentiWordNet models have accuracy of 69%, 83%, and 80%; recall of 72%, 89%, and 88%; precision of 88%, 90%, and 90%; F1-score of 79%, 89%, and 88%, respectively. Our machine learning results are slightly better compared to recent text sentiment machine learning works while our lexicon-based result are worse compared to recent similar lexicon-based works.

1 Introduction

User-generated content such as product reviews on Amazon has huge power of shaping and influencing consumer’s purchasing decisions, since buyers are highly motivated by other shoppers’ recommendations and experiences. It is important to develop systematic methods to understand the information provided in user-generated content.

The most popular method of gaining insight into customers’ text reviews is performing sentiment analysis to determine whether a review is positive or negative. In addition, the overwhelming magnitude of user-generated content repositories and their continuing fast growth make it very labor intensive to manually monitor and extract
sentiment from user-generated content [1]. Automatic classification of textual content becomes the only practical method for effective data classification and insight. In recent years, there have been multiple machine learning and lexicon-based approaches along these lines, each with advantages and disadvantages, but the relative goodness of each approach is not well understood.

There has been substantial work on sentiment classification on reviews and comments from interactive websites using machine learning techniques at the document level [12]-[22]. In these methods, the model takes a review (a document), breaks it down into sentences, then examines each sentence for its structure and the contextual dependency of each word within the sentence to determine the sentiment orientation of the sentence [2]. Most studies on product review sentiment analysis are based on binary classification where the reviews are classified into “positive” and “negative.” Moreover, even the best systems currently obtain F1-score, precision, accuracy of only about 80% [3][4].

There has not been as much work on the same topics using lexicon-based techniques at the document level. However, recently there has been progress on building lexicons for sentiment analysis. Comparing these new lexicon methods to machine learning techniques is the primary impetus for this project. In this paper, we present a comparative study of binary text sentiment classification using term frequency inverse document frequency (TF-IDF) vectorization in the three machine learning models and pre-processed texts in the three lexicon models. The three supervised machine learning techniques are Support Vector Machine (SVM), Logistic Regression (LR), and Gradient Boosting. The three lexicon-based techniques are Valence Aware Dictionary and Sentiment Reasoner (VADER), Pattern lexicon, and SentiWordNet lexicon. This is involved utilizing Amazon standard identification numbers (ASINs) and a Python library called Scrapy to collect text product reviews. A corpus consisting of 43,620 product reviews from 1,000 different products serves as the dataset of this study. These text reviews are pre-processed using various natural language processing (NLP) methods. Amazon allows its users to rate a product from 1 to 5 stars (1 is the lowest evaluation, and 5 is the best), and provide a text summary of their experiences and opinions about the product as well as the seller. We utilize this rating system to label the text reviews. Reviews receiving a 1-, 2-, or 3-star rating are labeled as ‘negative’, or ‘0’ score, in the data, whereas reviews receiving 4 or 5 stars are labeled as ‘positive’, or ‘1’ score. We notice that the final data set is imbalanced with 82% being labeled as positive.

The text reviews are represented as TF-IDF feature vectors that are generated from all the individual words in the reviews. Each of these feature vectors consists of TF-IDF scores. A TF-IDF score of a term is the product of that term’s frequency and its relative importance score within a document. These TF-IDF vectors are the sole inputs into all three machine learning models while and pre-processed texts are the inputs into the three lexicon models. We utilize machine learning methods available in Python Scikit-learn library, such as SGDClassifier for SVM model, LogisticRegression for LR model, GradientBoostingClassifier for Gradient Boosting model. Because this project is a comparative study, we keep hyperparameter tuning to a minimum with default parameters for all these models.

The findings of our study show that all three supervised machine learning models perform well. In term of accuracy, SVM, Gradient Boosting, and LR models have
results of 89%, 87%, and 90%, respectively. Lexicon-based models using Pattern, VADER, and SentiWordNet lexicons have accuracy as 69%, 83%, and 80%, respectively. In term of precision, all six models have high precision scores in the range of 88% to 91%. The three machine learning models also give high recall in the range of 97%-98%. However, the three lexicon-based models struggle with recall of only 72% with Pattern lexicon, 89% with VADER lexicon, and 88% with SentiWordNet lexicon. The F1 scores for SVM, Gradient Boosting, and LR are 94%, 92%, and 94%, respectively. The F1 scores for lexicon-based models are lower at 79%, 89%, and 88% for Pattern lexicon, VADER lexicon, and SentiWordNet lexicon, respectively.

The remainder of this paper is organized as follows: Section 2 provides a brief overview of Amazon, Amazon product reviews, Natural Language Processing, sentiment analysis and techniques in sentiment classification. Section 3 discusses previous work that this paper builds from. Section 4 describes how the data were collected and what the text dataset looks like. Section 5 describes the text preprocessing methods and the TF-IDF method that transform texts into numerical vectors. Section 6 describes the modeling of all six algorithms. Section 7 describes the model results. Section 8 discusses the ethical considerations when using acquired Amazon product review data. Section 9 summarizes our conclusions and discusses future work.

2 Amazon Product Reviews, Natural Language Processing, and Sentiment Analysis Background

The analysis detailed later in this paper requires an understanding of where the data were collected, what natural language processing (NLP) is and how it is used to preprocess our text data. In this section we will also provide a background on sentiment analysis and sentiment classification techniques.

2.1 Amazon and Its Product Reviews

Amazon.com is one of the largest e-commerce companies in the world. Amazon currently offers more than 12 million different products [6]. They sell books, music, games, phone apps, movie, clothes, electronics, toys, and many other goods. Since its creation as an online platform in 1994, Amazon.com has grown rapidly. As of the last reported period in February 2017, Amazon had 310 million active customers [5]. With this vast user base and huge product collection, Amazon has become a microcosm for user-supplied reviews. There is tremendous interest in sentiment analysis of these Amazon product reviews across a variety of domains such as commerce, health, and social behavior study [7].

Amazon allows its users to rate a product from 1 to 5 stars (1 is the lowest evaluation, and 5 is the best), and provide a text summary of their experiences and opinions about the product as well as the seller. This scoring system is universal, regardless of the product category. Since there is no guidance on how an Amazon web user should use this scoring system, Amazon product reviews are very personal and subjective. One can give a score of 1 for a good product, but bad purchasing experience, such as high price,
or late delivery, and vice versa. This lack of guideline makes it challenging to determine the sentiment of a user toward different aspects of a product, different parts of a shopping experience, but at the same time makes Amazon product review a very rich source of data on how people perceive products and services.

2.2 Natural language Processing

Much of user-generated content is in the form of unstructured text. This vast amount of unstructured data has led to the creation of a collection of machine-based methods for computers to process content and understand text. This collection is referred to as natural language processing (NLP).

In this paper, we use various NLP approaches to process the comment fields of the reviews and turn them into machine readable vectors. We also utilize many Python libraries, such as Natural Language Toolkit (NLTK), SpaCy, and Pattern. NLTK provides more than 50 collections of text and lexical resources and many necessary tools, interfaces, and methods to process and analyze text data. NLTK contains the VADER lexicon and SentiWordNet lexicon that are used in our models. The Pattern library provides tools and interfaces for web mining, information retrieval, NLP, machine learning, and network analysis. The pattern.en module contains much of the same utilities as nltk, but they are generally more efficient. SpaCy is the newest library that provides the best implementation of each NLP technique and algorithm.

Other frameworks such as Python Scikit-learn, NumPy, Pandas, and SciPy stack libraries are used for converting text documents into vectors and for applying machine learning techniques to textual data.

2.3 Sentiment Analysis

Sentiment analysis is a discipline of text classification. Sentiment analysis refers to the practice of applying NLP and text analysis techniques to identify and extract subjective information from a piece of text. Sentiment analysis works better on text that has a subjective context than it does on text with only an objective context. This is due to the fact that if a body of text has an objective context or perspective to it, the text usually depicts some normal statements or facts without expressing any emotion, feelings, or mood [10] [11]. Subjective text contains text that is usually expressed by a human having typical moods, emotions, and feelings.

2.4 Machine Learning and Lexicon-Based Techniques in Sentiment Analysis

Various techniques are used to tackle sentiment analysis problems. One group of techniques is called supervised machine learning and uses classification algorithms to classify documents according to their associated sentiment. Supervised learning requires learning from a set of training data. Two widely used supervised machine learning algorithms for text classification are logistic regression (LR) and support vector machine (SVM) [8].
Logistic Regression (LR) is a classification algorithm, also called the logistic function, used to assign observations to a discrete set of classes. LR is a robust technique for two-class and multiclass classification. SVM is a supervised learning technique that uses hyperplanes to divide data into two groups. In recent years, SVM has been among the most widely used classifier. Also recently, researchers have applied the Gradient Boosting machine learning technique for sentiment analysis and have seen superior performance over SVM and LR. Gradient Boosting machine learning is an algorithm that is built on small decision trees. Each Gradient Boosting iteration fits a new model to get better class estimation. Each newly added model is correlated with the negative gradient of the loss function, and the loss is minimized using gradient descent [9].

There is also a surge in developing and using lexicons, which are dictionaries or vocabularies specifically constructed to be used for sentiment analysis. These allow researchers to compute sentiment without using any pre-classified corpus, a collection of words. Some of the most popular lexicons are VADER, Pattern, and SentiWordNet. VADER was specifically built for analyzing sentiment from social media resources with more than 9000 lexical features (words). SentiWordNet is the largest English lexical resource for sentiment analysis and opinion mining. The Pattern package has a sentiment module and other modules for analyzing mood and modality of a body of text [10].

3 Related Work

A major research field has emerged around the subject of how to extract the best and most accurate method and simultaneously categorize the customers’ written reviews into negative or positive opinions. In a 2002 publication, Pang, Lee and Vaithyanathan were the first to propose sentiment classification using machine learning models on movie reviews dataset. They analyzed the Naïve Bayes, Max Entropy and Support Vector Machine models for sentiment analysis on unigrams and bigrams of data. In their experiment, SVM paired with unigram feature extraction produced the best results. They reported a result of 82.9% accuracy [12].

In a 2004 publication, Mullen and Collier performed sentiment classification on clothing, shoes and jewelry product review datasets [17]. They compared methods of hybrid SVM, Naïve Bayes, LR, and decision tree with feature extraction methods based on Lemmas and Osgood theory [18]. In their study, SVM produced the best results with an accuracy of 86.6%. In a 2015 publication, Lilleberg, Zhu, and Zhang performed a comparison study of TF-IDF and Word2vec feature extractions using SVM. They also compared the classification results with and without including stopwords. The best result of SVM with TF-IDF and without stopwords that they saw was 88% accuracy [19].

In recent years, the common classification techniques for document analysis include SVM and LR. In a 2017 publication, SVM and sentiment analysis were proposed by Elmurungi and Gherbi to detect fake movie reviews. They compared SVMs with Naïve Bayes, decision tree, and KNN classifications performance on a corpus with stopwords and a corpus without stopwords. In both cases, SVM performed the best, with
accuracies of 81.75% and 81.35%, respectively [13]. In another publication, Ramadhan et al. conducted a sentiment analysis using logistic regression and TF-IDF feature extraction on a social media Twitter dataset. The classification accuracy was reported to be close to 83% [14]. In 2018, Das and Chakraborty conducted an experiment using SVM, TF-IDF model coupled with Next Word Negation on a Amazon product review dataset and reported accuracy 88.86% [20].

In a publication in 2018, Bhavitha, Rodrigues, and Chiplunkar also performed a comparative study of several machine learning methods, lexicon-based methods and sentiment analysis on movie reviews. For the SentiWordNet method, they reported an accuracy of 74%, and for the SVM method, they reported an accuracy of 86.40% [21]. In the same year, Athanasiou applied Gradient Boosting machine learning for sentiment analysis and found superior performance over SVM, Naive Bayes, and neural network for both balanced and imbalanced data sets. The Gradient Boosting machine learning performed best with an accuracy of 88.20% [22].

4 Data

This section details how the data sources were gathered, cleaned, and adjusted when necessary.

4.1 Collecting Amazon Product Reviews using Amazon Standard Identification Number

Amazon does not have an API to download reviews, but it has links for every review on every product through its product IDs, called Amazon Standard Identification Numbers (ASINs). In order to collect the ASINs of different products, we developed a Python script which used the Scapy library to go through 44 different product departments and collect products and their ASINs. Once we retrieved the ASINs, we traversed the site to collect the reviews. We collected 93,395 ASINs, which have a potential 14,448,400 reviews. Fig. 1 shows the distribution of reviews for products whose ASINs we were able to collect. Note that this does not include ASINs with no reviews or rating.
The majority of products have 10 to 400 reviews. Fig. 2 below is the graph of the distribution of the number of reviews per product. The x-axis is the logarithm of the number of reviews. The y-axis is the number of products having a given number of reviews.

**Fig. 1.** Distribution of number of reviews across 44 product categories.
Fig. 2. Distribution of number of reviews in log scale.

Fig. 3 below shows the Kernel Density Estimation of the distribution of number of reviews per product in log scale. This plot confirms that the majority of products have 10 to 400 reviews and that 25% of the products have around 300-400 reviews.

4.2 Sampling Procedure

Even though there were potentially 14 million reviews on 94 thousand products, we randomly picked 1000 products (ASINs) to scrape product reviews to form our dataset. We used the sample() function in the Python’s random library to randomly sample,
without replacement, a subset of 1000 ASINs. We then used two Python scripts to obtain the reviews. The first script downloads the entire HTML page for the product and the second searches the page for information about the review, such as review rating, review title, review date, and review text. Table 1 shows the summary of these attributes.

Table 1. Summary of data meaning and type of data in the raw dataset.

<table>
<thead>
<tr>
<th>Category</th>
<th>Data Type</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>rating</td>
<td>Integer</td>
<td>Rating scored based on Amazon’s 1-5 stars rating system.</td>
<td>1 out of 5 stars</td>
</tr>
<tr>
<td>title</td>
<td>String</td>
<td>Short description of the review.</td>
<td>&quot;I did like the light feature</td>
</tr>
<tr>
<td>date</td>
<td>Date time</td>
<td>Date of the review.</td>
<td>6/18/18</td>
</tr>
<tr>
<td>body</td>
<td>String</td>
<td>The body of the text review.</td>
<td>&quot;Wanted to be able to press a button to turn the fan on in the dark&quot;</td>
</tr>
</tbody>
</table>

4.3 Data Exploration

For data manipulation, we removed duplicate reviews caused by the fact that Amazon allows cross reviews on similar products in the same category. For those reviews having a rating score and text title, but not having any text in the review body, we copied the text in the title to the review body. Table 2 is the summary of the final data set.

Table 2. Summary of data meaning and type in the final dataset.

<table>
<thead>
<tr>
<th>Data</th>
<th>Number of Entries</th>
<th>Data Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>rating</td>
<td>43,620</td>
<td>Integer</td>
</tr>
<tr>
<td>title</td>
<td>43,619</td>
<td>String</td>
</tr>
<tr>
<td>date</td>
<td>43,620</td>
<td>Date time</td>
</tr>
<tr>
<td>body</td>
<td>43,620</td>
<td>String</td>
</tr>
</tbody>
</table>

Rating of reviews are skewed towards 4 and 5 stars. Fig. 4 and Fig. 5 show the distribution of rating scores, based on Amazon’s 1 to 5-star rating scale, in our data set. The most frequent rating is 5 stars, with more than 40% in the entire data set.
Fig. 4. Distribution of rating score based on Amazon’s 1-5 stars rating scale.

Fig. 5. Kernel Density Distribution of rating score based on Amazon’s 1-5 stars rating scale.

Fig. 6 shows the character count of the review text body grouped by rating score. The majority of reviews are less than 1000 characters long.
The dataset used in our experiment is separated into two groups. All reviews with ratings of 1 star, 2 stars, and 3 stars are labelled as negative, or “0” score, while all reviews with ratings of 4 stars and 5 stars are labelled as positive, or “1” score. Even though most researchers suggest to remove the neutral rating score, 3 stars [23], we decided to label all the 3-star ratings as negative. The rationale for this is that it is generally difficult to recognize words or sentences that are neutral. Moreover, the distribution of the rating of our dataset is skewed with a mean of 3.8, so it is reasonable to group 3-star rating reviews as negative. In practice, when firms collect their customer reviews, they usually consider neutral responses as negative. Fig. 7 below shows the distribution of negative and positive rating reviews in our dataset after labelling.
Text Pre-processing and TF-IDF Vectorization

5.1 Text Pre-processing using NLP methods

Text preprocessing is an important aspect of sentiment Analysis. A model output is only as good as the data it is fed, therefore special emphasis is placed on text preprocessing [22]. User-generated content is typically unstructured. Therefore, certain steps are followed to normalize the data before feeding the data to a rule-based classifier or machine learning model. The main steps performed in text normalization include the following:

Perform sentence extraction. In this step, we read a text document, remove newline characters, parse the text, convert it into ASCII format, and break it down into its sentence constituents. Python scripts and various NLTK methods are utilized to complete this task.

Unescape HTML escape sequences. This step deals with unescaping special HTML characters. These characters prevent the text from being processed during subsequent steps like expanding contractions. So we use the Python module HTMLParser to unescape them and bring them back to their original unescaped form [10].

Expand contractions. Contractions need to be expanded to their individual words prior to removing stop words. This is achieved by using a function created using regular expressions.
Remove special characters and accented characters. The characters known as accent marks create a lot of issues in preprocessing steps like lemmatizing and expanding contractions; we remove these accent characters as a precautionary step. We also remove any other special characters and emoji in this step.

Lemmatize text. Lemmatization is the process of obtaining a morphological root of words [10]. In many cases, lemmatizing allows machines to recognize different tenses of the same word. We use the WordNet lemmatizer module available in the NLTK library.

Remove stopwords. Stop words are words that have little or no significance, like “I,” “to,” and “the” [10]. We use the NLTK stopwords corpus, but not excluding “no”, “not”, and “cannot”.

Perform tokenization. Tokenization is the process of separating the words of a sentence into individual units, which are used for feature extraction. We use the tokenize module in NLTK library to complete this task.

5.2 Term Frequency Inverse Document Frequency (TF-IDF) Vectorization

Feature extraction is a process whereby we extract meaningful attributes from raw textual data that are fed into a statistical or ML algorithm. This process is also known as vectorization because the end result of this process is a set of numerical vectors. The step is needed because conventional algorithms work on numerical vectors and cannot work directly on raw text data. In this paper, we choose to use TF-IDF method because TF-IDF is recognized, by far, as the best feature extraction method for text analytics.

Term Frequency (TF). TF is the frequency of occurrence, of a word or group of words in a document. This is also called Bag of Words model. In this model, each document is represented as a vector of 0s and 1s. If a word exists in a document, its corresponding position in the vector is coded as a “1” and if it doesn’t, it is coded as a 0. TF is calculated as follow:

$$\text{TF(word)} = \frac{\text{Frequency of Word in the Document}}{\text{Number of Word in the Document}}.$$  \hspace{0.5cm} (1)

Inverse Document Frequency(IDF). The IDF of a word is the measure of the relative importance of that word in the whole corpus. IDF is calculated as follow:

$$\text{IDF(word)} = \log\left(\frac{\text{Total Number of Documents}}{\text{Number of Documents Containing the Word}}\right).$$ \hspace{0.5cm} (2)

Term Frequency Inverse Document Frequency(TF-IDF). TF-IDF is the product of TF and IDF score for specific words. In TF-IDF model, each document is represented as a vector that contains TF-IDF scores for each of the words in the document. TF-IDF scales down the impact of frequent but less informative features.
In this paper, we build our TF-IDF model using TfidfVectorizer and TfidfTransformer modules available in the Python Scikit-learn library. These modules fit and transform feature on the text data. The vectorized TF-IDF includes only unigrams (single words).

6 Modelling and Metrics

Sentiment classification algorithms were used to classify documents as positive or negative. In our study, we perform binary classification using three popular supervised classifiers, namely LR, SVM, and Gradient Boosting classifiers and three common lexicons in NLP, namely VADER, Pattern, and SentiWordNet. In our experiment, a single sentiment value is computed per document.

We used various frameworks, libraries, and computing platforms to build our models. Our models were implemented in Python 2.7 on a Jupyter notebook. The models were trained and tested locally on a 2.7 GHz Intel Core i5 machine with 8 GB of 1867 MHz DDR3 RAM. Python libraries were used including nltk 3.3.1, pattern 2.4, spacy 2.0.12, pandas 0.23.1, numpy 1.14.5, scikit-learn 0.19.1, matplotlib 1.5.1.

6.1 Metrics of Binary Classification

The result of binary classification consists of true positives, false positives, true negatives, and false negatives. True positives and true negatives accurately predict actual labels while false positives and false negatives are misclassifications. Accuracy (3) is the proportion of the total number of predictions that were correct. In addition, precision (4) is a measure of how good the classifier is classifying reviews as positive sentiment. Recall (5) measures how good the classifier is at correctly classifying reviews as negative sentiment. F1 score (6) is a metric that combines the trade-offs of precision and recall.

\[
\text{Accuracy} = \frac{\text{True Positive (TP)} + \text{True Negative (TN)}}{\text{Total Number of Observations}}. \tag{3}
\]

\[
\text{Precision} = \frac{\text{True Positive (TP)}}{\text{True Positive (TP)} + \text{False Positive (FP)}}. \tag{4}
\]

\[
\text{Recall} = \frac{\text{True Positive (TP)}}{\text{True Positive (TP)} + \text{False Negative (FN)}}. \tag{5}
\]

\[
\text{F1 Score} = \frac{2 \times \text{True Positive}}{2 \times \text{True Positive} + \text{False Positive} + \text{False Negative}}. \tag{6}
\]

Because our data is imbalanced with 82% positive and the costs of falsely predicting negative as positive (false positive) is markedly higher than incorrectly predicting positive as negative (false negative), predictive accuracy is not enough to measure the
performance of a model. We want to use accuracy as the base metric to quickly evaluate
the models. We want to classify sentiment with an accuracy better than the accuracy of
an algorithm that simply assumes all reviews are positive, which would have an
accuracy of 82% for our dataset. We will use the F1 score in comparing our 6 classifiers
and deciding the overall goodness of the classifiers.

6.2 Supervised Machine Learning

We utilize the following supervised machine learning methods in Python Scikit-learn
library: SGDClassifier for SVM model, LogisticRegression for LR model, and
GradientBoostingClassifier for Gradient Boosting model. We fit all models using TF-IDF
features of all words from all the review texts. Our models learn the vocabulary
and frequency of each word in the TF-IDF training model. We keep hyperparameter
tuning to a minimum with default parameters for all three supervised machine learning
models.

A corpus, or collection of text reviews, contains 43,620 product reviews from 1000
different products from Amazon and serves as the dataset of study. The corpus
undergoes text pre-processing and TF-IDF feature extraction. Stratified shuffled five-
fold cross-validation is applied to the training procedure, allocating a fifth of the data
for testing during each iteration. Each of the three machine learning classifiers is first
trained and five-fold cross-validated during testing on the labeled data, generating the
accuracy, precision, recall, and F1-score.

6.3 Lexicon-Based Learning

We fit all lexicon-based models using the pre-processed movie reviews. With VADER,
we take in a movie review, perform initial pre-processing, including sentence
extraction, unescaping HTML escape sequences, and expand contractions, and then
tokenize the tokens. Since VADER rates each feature, or term, on a scale from -4
(extremely negative) to +4 (extremely positive) [10], the overall review sentiment is
the summation of each sentiment score of words in the review. A summation of at least
0.1 is considered positive.

Similarly, with SentiWordNet, we take in a movie review, perform initial pre-
processing, including sentence extraction, unescaping HTML escape sequences, and
expand contractions, and then tokenize and POS tag the tokens. SentiWordNet rates
each feature with one of three sentiment scores: a positive, a negative, and an objectivity
(neutral) score [10]. We also sum the scores of individual words to arrive at an overall
document score. A summation of at least 0.1 is considered positive.

With Pattern lexicon, we take in a movie review, perform pre-processing, including
sentence extraction, unescaping HTML escape sequences, and expand contractions.
Pattern lexicon computes the overall polarity and subjectivity score associated with a
whole text document, not just individual words [10]. A threshold of 0.1 is recommended
by Pattern lexicon to label a document as positive, and anything below it as negative.
In our model, we adhere to these recommendations.
7 Results

In this section, we present our experimental results from all six different techniques to classify sentiment of our Amazon product reviews dataset. Table 3 shows our classification results on the testing dataset. The confusion matrix that classifies the reviews into positive and negative are also generated.

**Table 3.** Summary of experimental results of all evaluation parameters for all six classification algorithms

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1 Score (%)</th>
<th>Confusion Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pattern Lexicon</td>
<td>69</td>
<td>88</td>
<td>72</td>
<td>79</td>
<td>[[25748,10204], [3350,4318]]</td>
</tr>
<tr>
<td>VADER Lexicon</td>
<td>83</td>
<td>90</td>
<td>89</td>
<td>89</td>
<td>[[31828,4124], [3421,4247]]</td>
</tr>
<tr>
<td>SentiWordNet Lexicon</td>
<td>80</td>
<td>88</td>
<td>88</td>
<td>88</td>
<td>[[31653,4299], [4238,3430]]</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>89</td>
<td>90</td>
<td>98</td>
<td>94</td>
<td>[[35153,7999], [3808,3860]]</td>
</tr>
<tr>
<td>Gradient Boosting</td>
<td>87</td>
<td>88</td>
<td>98</td>
<td>92</td>
<td>[[35120,832], [4894,2774]]</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>90</td>
<td>91</td>
<td>97</td>
<td>94</td>
<td>[[34944,1008], [3549,4119]]</td>
</tr>
</tbody>
</table>

The confusion matrix displays the number of positive (“1”) and negative (“0”) predictions acquired from the classification models in comparison with the actual counts in the dataset. Fig. 8 displays the confusion matrix for all the models.
The comparison of accuracy of different classifiers on the reviews dataset indicates that machine learning algorithms outperform the lexicon-based techniques. Among the three machine learning algorithms, the LR algorithm outperforms the SVM and Gradient Boosting algorithms. Fig. 9 shows the model comparison.
Fig. 9. Comparison of accuracy, precision, recall, and F1 score of six different classifiers.

The result shows that classifying negative reviews is more difficult than classifying positive reviews as our input dataset is imbalanced with 82% positive. This pattern holds true for both machine learning models and lexicon-based models. However, the lexicon-based models are better at classifying true negative reviews. The machine learning approaches may have performed well because the size of the input data is sufficiently large.

8 Ethics

Given the massive amount of user generated content on the internet, automated machine learning or lexicon-based methods could be applied in order to determine the overall sentiment for further analysis. This allows a small team of subject matter experts and data scientist to derive the sentiments from huge volumes of user generated content. Since, most of the text-based analytics are carried out on the fly, delivering precise and quality analysis is of the at most importance. For the ethical considerations we are referring to the ACM code of ethics and professional conduct [31]. In general terms, it is the professional responsibility of the professional to maintain high standards of professional competence, conduct, and ethical practice.

The cost of misclassification due to lack of training of supervised machine learning model or the failure to update the lexicon with relevant terms is substantial for an organization in terms of deriving accurate user feedbacks on a product. Therefore, delivering precise and quality analysis is of the at most importance. There are instances where new words or phrases which gets introduced might result in a misclassification as an unintended consequence. This could be avoided by simply retraining the supervised machine learning model with new training data or updating the lexicons.
with new terms along with its polarity. But the this might not be done in time due to other priorities or negligence.

The ethical considerations of this project are related to scraping product data and reviews from Amazon. We recognize that scraping the website for product reviews is carried out without getting prior permission from Amazon. From the license and access section of Amazon condition of use, it is clear the act of scraping of website and data mining becomes illegal when a third part benefits monetarily from utilizing the data collected [24]. Since our project does not have any commercial applications, it is well within the conditions of use laid out by Amazon and there are no ethical issues of concern.

9 Conclusions and Future Work

In this analysis, we compare six different sentiment classification methods, three supervised machine learning approach: SVM, Gradient Boosting, and LR algorithms and three lexicon-based techniques: VADER, Pattern, and SentiWordNet lexicons to analyze Amazon reviews datasets. We also carry out our experiments using Amazon product reviews with various NLP techniques including stopwords removal, word lemmatization, and TF-IDF vectorization. Our experimental approaches studied the accuracy, precision, recall, and F1 score of sentiment classification algorithms. Moreover, all our models were able to classify negative and positive reviews with relatively good accuracy and precision. The three supervised machine learning classifiers performed better than the lexicon-based classifiers on all the metrics. This could be attributed to the fact that the Lexicon based approaches uses a set list of words to identify positive or negative sentiment. Among the six models, the LR algorithm is the best classifier overall with the highest accuracy, precision, recall, and F1 score. Among the three lexicon-based models, the VADER lexicon model has the highest scores for all the metrics. Both groups of algorithms performed better in term of classifying positive class, and perform poorer in term of classifying negative class. The reason for this could have been due to certain stop words that might have a positive emotion associated with it and also due to the inherent class imbalance problem due to the dataset having a large proportion of reviews that have a positive sentiment. In conclusion, our machine learning results are slightly better compared to recent text sentiment machine learning works while our lexicon-based result are worse compared to recent similar lexicon-based works.

For future work, we wish to extend this work to include emoji in our texts. There has been an uptick in the usage of emoji in user-generated content. During preprocessing, all the emoji are removed from the texts. However, if emoji could be converted and processed then it could have improved the accuracy of the predictions. Another additional improvement would be to train using Word2vec, doc2vec, or paragraph2vec vectorization models instead of TF-IDF to improve our corpus. These models take longer texts into account compared to the words for TF-IDF.
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Appendix:

Fig. 10 shows the pipeline of our sentiment analysis.
Fig. 10. Pipeline of sentiment analysis