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CHAPTER I 

 

INTRODUCTION 

 

Modern electronics provide the luxury of instant worldwide connectivity. In fact, this 

connectivity is ingrained in modern society to an extent that near-perfect performance is 

expected and perhaps taken for granted. People encounter high-speed communications circuits 

daily through the use of wired or wireless technology connected to many types of 

communications hubs, from global satellites to integrated circuits, whether it is for 

entertainment, daily business interactions, or military operations. Therefore, the ability to 

reliably transmit data at high speeds is critical to all modern communication devices. In order to 

meet this need, high-speed serial communication protocols have been developed – the common 

universal serial bus (USB) is a ubiquitous, though somewhat dated, example. Failure to meet 

reliability specifications can be inconvenient, at best, and catastrophic, at worst. 

From a system design point-of-view, four primary aspects of a communications system must 

be taken into account: data flow, power, timing, and the actual operating environment. Of these, 

the physical environment drives choices in circuit architecture to optimize the performance with 

respect to data transmission, power consumption, and timing. There are design considerations for 

most practical operating environments outside a controlled laboratory – from the obvious 

challenges of satellite design in terms of extreme temperature operating range and exposure to 

space radiation [He99] to the less-obvious high-temperature and terrestrial radiation 

environments faced by personal computers or a video gaming systems [May79]. This dissertation 

focuses on the radiation hazards facing high-speed communications devices in a space 
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environment - more specifically, the mitigation of single-event effects (SEE) in analog/RF 

communications circuits. The consequence of failure to mitigate SEE could be the inconvenience 

of having to re-send data or voice packets (which also results in wasted power) or, more 

dramatically, the device could be temporarily or permanently disabled [Lad07]. 

The mix of signal domains on a single transceiver integrated circuit (IC) presents design 

challenges that are compounded when radiation robustness is considered. The outcome of this 

thesis is a set of guidelines for single-event (SE) radiation-hardening-by-design (RHBD) of a 

high-speed communications device. A serializer/deserializer (SerDes) device is used in this study 

as the example high-speed communications device. However, the resulting guidelines may be 

applied to any transceiver. 

The primary objective of this research is to first, distinguish global signal groups and signal 

operating domains in high-speed communication devices in order to introduce a framework 

around which SEE RHBD tactics can be shaped. Then, using the knowledge of the system as a 

whole, hardening solutions are applied with minimal impact on the primary design 

considerations. 

 

Organization of Dissertation 

  

The research effort proposed in this dissertation is organized as follows: 

1) Chapter I introduces the motivation and objective of this work. 

2) Chapters II, III, and IV provide background on communication systems, common 

serializer/deserializer (SerDes) circuits, single-event effects, and 
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simulation/experimental techniques. Each section emphasizes the information 

pertinent to this dissertation. 

3) Chapters V – IX discuss the characterization of errors in the SerDes circuitry, identify 

common vulnerabilities in the mixed-signal domain, and employ RHBD techniques to 

mitigate SEE due to those vulnerabilities. 

4) Chapters X and XI provide RHBD generalized guidelines for the design of high-

speed communication devices and concluding remarks. 

Appendices A, B, and C list to-date publications, presentations, and involvement in the 

radiation effects community, respectively. 
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CHAPTER II 

 

COMMUNICATIONS SYSTEMS 

 

Introduction: A Systems Engineering View 

In general, when a high-speed transceiver system is considered as a whole, the following 

predominant signal groups1 can be identified: the data path, bias circuitry (including the power 

supply), and the clock. These in turn can be linked to three of the primary design aspects of 

system design: data propagation, power consumption, and timing, respectively. The fourth 

aspect, the operating environment, dictates special design considerations if the in-situ conditions 

are expected to be harsh with respect to temperature or radiation. For the purposes of this work, a 

harsh environment refers to the high probability of the device experiencing single-event effects 

(SEE) such as in a space environment. 

The enabling integrated circuit for the continued advancement of high-speed and high-

performance serial communication is the serializer/deserializer (SerDes) class of devices. The 

transmission of parallel data requires the same number of pads and dedicated transmission lines 

as bits to be transmitted. The power required to drive separate data paths and the spacing 

required to prevent line-to-line interference are two of the major limiting factors in transmitting 

digital parallel data. Serial data, when transmitted as a differential signal, provides fast and 

accurate data transmission on par with parallel, but has advantages in terms of power 

consumption and physical space required.  

SerDes provide fast data transfers (in excess of 10 Gbps) across chip-to-chip, board-to-board, 

and backplane interfaces.  These circuits have become essential building blocks for high 
 

1 Phrases in bold in this chapter are to highlight terminology to be used throughout the document to minimize confusion. 
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performance systems, including space and weapons systems. A SerDes device is used in this 

study as the example of a high-speed communications device. However the resulting design 

guidelines may be applied to any transceiver.  

There are three basic components of a SerDes system: a transmitter, receiver, and a 

communications channel. The transmitter converts parallel digital input data to serialized data, 

provides compensation for expected transmission losses over a lane, and then drives the data for 

transmission. The lane is the transmit-media such as wire, fiber, or air. The receiver interprets the 

serialized data and converts it back to a parallel format. A phase-locked loop (PLL) provides 

timing information throughout the circuit. Finally error detection and correction (EDAC) and 

built-in self-test (BIST) complete the circuitry, providing error correction and test support for 

convenience to the user. The support circuitry is optional, but most modern devices have some 

implementation of both options. 

In terms of the primary design aspects, the foremost concern of the designer is to ensure the 

integrity of the device’s data propagation. The other design aspects support this goal. The data 

signal group circuits of the SerDes transmitter are the serializer, pre-emphasis circuit, and 

transmit buffer; the receiver data circuits include a receive buffer, a clock/data recovery (CDR) 

circuit, and a deserializer as illustrated in the simplified block diagram of Fig. II-1. In the 

transmitter the data propagate through the digital, mixed-signal, and analog signal domains (in 

that order) and reverse domain crossings in the receiver (see the shaded background regions of 

Fig. II-1).  

The other signal groups, the bias circuitry and clock, also cross signal domains, but are 

primarily considered as analog and digital, respectively. This chapter provides the background 
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information and terminology for signal domains, signal groups, and supplementary information 

regarding protocols and environments. 

 

 
Fig. II-1:  Diagram of a basic SerDes consisting of a transmitter, a communication channel 
(lane), and a receiver. The clock, data path, and bias circuitry signal groups are identified with 
the respective signal domains: digital, mixed-signal, and analog. 

  

 
Signal Domains 

 

High-speed communications devices are comprised of mixed-signal circuitry. The digital 

rail-to-rail serialized data in a SerDes are prepared for transmission over the analog 

communications channel by converting the digital signal to current-mode logic (CML) in a pre-

emphasis circuit and an output buffer. A signal that is transitioned from one domain to another is 

considered to have “crossed domains”. The intersection of signal domains is called a “domain 

interface”. 

CDR circuits have multiple domain interfaces because they handle the extraction and 

retiming of the data, and in the process, the conversion from analog to digital signals. The signals 

that cross domains include the data path of the receiver and the clock signal from the PLL to the 
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CDR. The CDR must convert the incoming analog data and the embedded clock signal from 

analog to the rail-to-rail digital domain to have an accurate back-conversion to parallel data. The 

system clock signal from the PLL used in the CDR is implemented in CML and must be 

converted to a full-swing digital clock for synchronization with the clock embedded in the 

received data.  

One of the foci of this dissertation is SEE at domain interfaces. Of particular interest are the 

conversion from full-swing CMOS to CML and vice-versa described above. In general, signals 

that do not cross domains, specifically, the serializer and deserializer circuits and the clocks 

directly associated with their operation, will not be discussed in depth. CML is discussed in the 

following section to familiarize the reader with this lesser-known logic family. 

 

Current Mode Logic 

CML is widely used in high-speed CMOS design because of the benefits in speed, power 

consumption, and noise reduction provided by the differential architecture. Figure II-2 shows a 

schematic diagram of a typical CML buffer. The key features are the differential-pair inputs and 

the tail current controlled by the bias reference. The differential inputs allow for excellent 

common-mode noise rejection. The loading devices limit the output voltage swing, which, in 

turn, allows for a faster switching time as compared to standard CMOS logic. The tail current is 

adjustable and can control the dynamic power consumption. More information on CML circuit 

design can be found in [Ali05]. 
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Fig. II-2.  Schematic of CML buffer. Key features are a differential input and controlled tail 
current (NMOS device controlled by “RFN”) and load (PMOS devices controlled by “RFP”). 
“RFN” controls the current flow, “RFP” controls the output swing. The output is not rail-to-rail 
and is most often converted to/from a full-rail signal to interface with standard CMOS logic. 
Figure from [Mu00]. 

 
 

Signal Groups 

 

Data Flow 

The primary data path through a SerDes is from the transmitter to the receiver via the 

communication channel. Power and clock circuitries influence the integrity of the path, but the 

data signal propagates through the dedicated circuitry. This section describes the basic data path, 

first highlighting the communication channel, because its characteristics, along with 

environmental restrictions, drive architecture decisions of the transmitter and receiver. The 

general operation of a typical transmitter and receiver are briefly discussed. 

 

Communication Channel 

The communication channel is the path over which the signal is transmitted. The medium of 

the channel may be a printed circuit board (PCB) trace, fiber cable, coaxial cable (coax), air, or 
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others. The individual media have benefits and drawbacks, typically with a cost versus 

performance tradeoff.  

Non-idealities in a transmission line must be accounted for in the design of transmitter and 

receiver circuitry. A common demonstration of the properties of the channel is the frequency-

dependent path loss – as frequency increases, the output will degrade as illustrated in Fig. II-3. 

These frequency-dependent losses cause the high-frequency components (i.e. data transitions) to 

degrade more than the low-frequency components (i.e. constant logic state) and result in inter-

symbol interference (ISI). Emphasis and equalization are design practices (discussed later in this 

work) that extend the transmission capability by reducing ISI to enable the use of cost-effective 

media such as a copper trace on a PCB. 

 

 
 
Fig. II-3.  Example of the forward voltage gain characteristic (S21) degradation as a function of 
frequency for four path lengths on a typical PCB. FR-4 is an industry standard PCB material 
[Max08].  
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A commonly used metric to analyze the performance of a transmitted signal is the eye 

diagram, named for the resemblance to the human eye (Fig. II-4). An oscilloscope is used to 

view many overlaid traces from the output of the device, graphically summarizing all of the 

possible data transitions. The example eye diagram in Fig. II-4 has three state locations: left, 

center, and right. Therefore, there are 8 possible data configurations (000, 001, 010, …, 111). 

Overlaying many of these transitions allows the user to statistically determine key parameters of 

the transmission line such as variations in the phase or bit-width of the signal, referred to as 

“jitter”, and amplitude variability. The presence of jitter causes the horizontal opening to shrink 

and sub-optimal amplitudes will diminish the vertical opening. Protocol-specific electrical 

characteristics of the eye diagram are used as error boundaries for the output of the transmitter in 

discussions later in this paper. 

 
 
Fig. II-4.  A typical eye diagram with solid circles indicating the range of voltage margins and 
double circles showing the location of jitter measurements. In both cases, a “tight” grouping of 
signals is desirable over a “loose” grouping. Figure from [Wo08]. 
 



 11 

 
 

Transmitter 
The transmitter is comprised of three basic functions: the serializer, emphasis, and driver. 

Figure II-5 shows a block diagram of a typical transmitter. In this figure, encoded parallel data 

are fed into the 8:2 serializer, which outputs half-rate data in form of “even” and “odd” bits. The 

half-rate serialized data is combined via a 2:1 MUX and advanced to a series of flip-flops to 

provide a primary, pre-cursor, and post-cursor data bit for pre-emphasis. The emphasis accents 

any high-frequency component of the signal, that is, it emphasizes a state change. These bits are 

combined at the output node after pre-amplification with the gain determined by the power 

digital to analog converter (DAC). The emphasized signal is then driven over the backplane. The 

output driver is not shown in the figure. 

 

 
 
Fig. II-5.  Block diagram of a typical transmitter. The parallel data is serialized to half-rate into a 
series of flip-flops for emphasis. The signal is propagated to the lane after pre-amplification with 
gain as determined by the power DAC. Figure from [St08]. 
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Receiver 
The receiver is comprised of four basic functions: receive amplifier, equalization, data 

recovery, and deserializer (Fig. II-6). Data is received from the transmit media, conditioned for 

equalization and data recovery through a T-cell (used to aid in signal integrity over the 

communications channel and ESD protection) and a variable gain amplifier (VGA). The output 

of the VGA leads to the phase detector to begin the clock and data recovery (CDR) process and 

the decision feedback equalizer (DFE) to adjust the signal to compensate for losses in the lane. 

The phase rotator adjusts the clock from an external PLL to match the embedded clock through 

the I-clock control and Q-clock control taps with values determined from previous data. After the 

data are conditioned in the DFE block, they are deserialized. The output of the circuit provides 

feedback for adjustments in equalization and data recovery. In addition, error correction may be 

available, but is not shown in the figure. 

 

 
 
Fig. II-6.  Example of a receiver architecture. Data from the VGA are conditioned in the DFE 
block and the clock is recovered via the phase detector. Feedback from earlier data determines 
the amount of adjustment in both the phase rotator and the DFE block. Figure from [Bu06]. 
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Timing and Power Circuits 

The timing and power circuitries are the primary keys to preserving the integrity of data 

throughout the SerDes system because they determine the sampling point in the data cycle for 

synchronization and the speed of data transition. The overall power consumption of the circuit is 

determined by these signal groups. The timing circuits include those that distribute the clock in 

the transmitter and generate and recover the clock in the receiver. The power circuits are defined 

as those that provide bias throughout the system. The power rail and associated stabilizing 

circuitry are included in the power circuitry classification, but are not discussed in this paper. 

The transmitter and receiver typically have separate timing circuits. The transmitter utilizes 

an external clock operating at the transmission frequency (baud-rate) that provides the clock for 

the serialization process and for the emphasis circuit. The purely digital transmitter clock 

distribution circuit is not discussed in this paper because it does not cross signal domains. 

Receiver-side timing requires recovery of the clock signal embedded in the received data. The 

clock and data recovery circuit adjusts the phase of the clock to sample the data at the optimal 

position in the signal. 

The current drive through a circuit determines the overall power consumption of the circuit 

and controls the speed of the device. Bias circuitry includes the bias generators and all related 

current mirrors. In some cases, the current reference is set off-chip. In other cases, current 

mirrors distribute a bias tree extensively through the circuit.  
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Protocols 

 

Communications protocols are established to ensure electrical and mechanical compatibility 

from device-to-device regardless of the manufacturer. These protocols dictate the encoding 

scheme, frequency, and output voltage of the device and therefore, often determine circuit 

architecture. 10-Gb Ethernet, Synchronous optical networking (SONET), and universal serial bus 

(USB) are common examples of device protocols.  

When a user interacts directly with software through computer applications, those 

interactions must be translated to a signal that is transmitted as an electrical signal over a 

medium. The International Standards Organization’s (ISO) Open System Interconnection (OSI) 

model (described in the user-friendly document of [Zim80]) divides the translation from software 

applications to a transmitted or received physical signal into seven “layers” (see the left “stack” 

in Fig. II-7). This work focuses on the data link layer and the connection to the physical layer. 

Normally, in the IEEE 802.3 communications standard, the data link layer consists of the media 

access control (MAC) sublayer and some associated control structures. The MAC prepares data 

packets from the network layer for transmission over the medium at the physical layer. The 

baseline operating frequency of the MAC is 1000 Mb/s, a relatively slow baud-rate for modern 

communications. 

10-Gb Ethernet is a protocol that accelerates the IEEE 802.3 MAC sublayer from 1000 Mb/s 

to 10 Gb/s. This is accomplished through the use of a 10-Gigabit Media Independent Interface 

(XGMII), which is inserted between the MAC and the physical layer. The XGMII uses 

independent transmit and receive signals in the form of 37 parallel signals in each direction (32 

data bits, 4 control bits, and a clock signal). This parallel data transmission is limited in physical 
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range because of complications in skew and crosstalk. In cases where a signal is transferred over 

a long distance (e.g. from chip-to-chip on a printed circuit board), an XGMII Extender is 

implemented to extend data transmission beyond the distances of the XGMII. The extender 

consists of four lanes that receive data divided by the XGMII, each lane includes a XGMII 

Extender Sublayer (XGXS) and a 10-Gigabit Attachment Unit Interface (XAUI). Each lane 

operates at 2.5 Gbps and together allow data transmission up to 50 cm [IEEE08]. Figure II-7 

illustrates these connections and extensions. The XAUI electrical characteristics are the target 

transmission characteristics for this dissertation. 

 

XAUI 

The 10-Gb attachment unit interface (XAUI) is designed to extend the transmission distance 

of the 10-Gb Ethernet protocol. The XAUI is used as the example electrical standard of this work 

because it is commonly used in commercial, military, and space applications. The protocol 

definitions for amplitude and bit-width establish error criteria for the transmission circuits and 

will be discussed in Chapter IV. 

The data are encoded in the XGXS block to prepare for transmission by ensuring DC balance 

and to provide an embedded clock for timing information in the receiver. DC balance ensures the 

number of transmitted ‘0’s and ‘1’s is essentially equal to prevent an accumulated DC offset and 

provides sufficient state changes to allow for accurate clock recovery. Accumulated DC offset 

can cause headroom problems in the driver and can “clip” the signal. State changes are necessary 

in clock recovery because the data edges drive the voltage-controlled oscillator (VCO) into lock 

and insufficient transitions will cause the VCO to lose lock.  
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The most popular encoding scheme is 8b/10b encoding, first described by IBM’s Widmer 

and Franaszek in 1983 [Wi83]. This is the default encoding scheme for standards in data 

networking, storage networking, and transaction protocols, including XAUI [St08]. In the 10 Gb 

Ethernet system, 8b/10b encoding is performed in the XGXS unit (see Fig. II-7) and the XAUI 

transmits encoded data at 3.125 GBd [IEEE08]. In some cases, XAUI is the physical connection 

to the medium, bypassing the “bottom” XGXS, XGMII, physical coding sublayer, physical 

medium attachment, and physical medium dependent blocks, as well as the medium dependent 

interface (MDI) within the physical block seen in Fig. II-7. This paper assumes that the XAUI is 

connected directly to the transmission medium. 

 

 
 
Fig. II-7: Extension of the 1000 Mb/s MAC sublayer to long-range 10 Gb/s data transmission by 
addition of the XGMII and the “Optional XGMII Extender” consisting of the indicated XGXS 
and XAUI blocks. Figure from [IEEE08] 
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Environment 

 

In some cases, a device is to be used under harsh conditions that, in turn, drive the topology 

of device design. These environments include exposure to extreme temperature swings, 

consistently high or low temperature operation, and/or potential radiation exposure. This study 

focuses on radiation effects, more specifically, single-event effects (SEE) on communications 

systems. 

The issues involved with the effects of radiation on electronics are many, particularly in the 

case of space-deployed systems. Circuit-level effects include displacement damage (DD), total-

ionizing dose (TID), prompt dose (dose rate), and single-event effects (SEE). To encompass all 

of these concerns in detail would be not only futile, but also redundant, as there is a rich 

literature pool from which to draw. This chapter introduces background material for SEE in 

SerDes devices, the focus of the radiation-effects analysis presented in this paper. For 

information on the other topics, the ambitious reader may consult [Sr03], [Bar05], and [Al03] for 

DD, TID, and prompt dose, respectively. 

 

Single-Event Effects 

Single event effects are the interaction of a single particle that causes a disturbance in a 

circuit or system. The primary particles of concern for a space environment are heavy ions, 

protons, alpha particles, and electrons. Effects of ion interactions in space environments are 

typically observed as a result of cosmic ions, solar flares, products of secondary interactions, or 

from natural radiation decay [Ba03].  
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Device scaling to the nano-scale is causing SEE at commercial flight altitudes and even 

terrestrially. Neutrons are the primary causes for radiation-effects concerns within the Earth’s 

atmosphere. As part of the hardening plan for terrestrial environments, the designer, must also 

consider particles originating from device own packaging (alphas) and passivation (Boron 

isotopes) along with other heavy ions, protons, electrons, muons, and pions, [Ba03]. 

There are three steps to a SE: charge generation, charge recombination and collection, and 

circuit response. As the incident ion moves through the semiconductor, carriers are generated 

and may directly affect a circuit’s operation directly through Columbic interactions or indirectly 

through nuclear reactions with the lattice. In direct ionization, a path of electron-hole pairs is 

generated by the energy of the ion exciting electrons to the conduction band. Indirect ionization 

involves a collision of particles resulting in a nuclear reaction that may cause scattering or 

spallation. The energy loss of the incident ion is referred to linear energy transfer (LET). More 

formally, LET is the energy loss per unit length normalized by the density of the target material, 

typically described in units of MeV-cm2/mg or pC/µm. 

During charge collection, the generated charge is moved via drift and diffusion. Near a p-n 

junction, the built-in electric field causes drift current – holes and electrons to be swept into the 

p- and n-regions, respectively. This current is only present for a picosecond-scale time period, 

and is limited by the number of excess carriers in the material [Bau05]. Figure II-8 illustrates this 

concept. On the other hand, in the absence of an electric field, but within a diffusion length of a 

junction, the diffusion process dominates. This process takes on order of hundreds of 

picoseconds to nanoseconds. The effect of a SE with respect to time involves fast (drift) and 

slow (diffusion) components as illustrated in Fig. II-9. The total charge is the integral of the 

current over time [Ma93]. 
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Fig. II-8.  Illustration of an ion strike on a reverse-biased n+/p junction [Bau05] 
 
 
 

 
 
Fig. II-9.  Diagram of a typical transient resulting from an ion strike on a reverse-biased n+/p 
junction [Ma93] 
 
 
 

The understanding of the effects of collected charge on the circuit is the key to successful 

radiation-hardened-by-design (RHBD) implementation. The collected charge will cause a 



 20 

disruption of nodal voltages and may affect normal circuit operation. In memories and sequential 

logic, this disruption may be in the form of a single-event upset (SEU), where a “1” goes to “0” 

or a “0” goes to “1” without permanent damage to the circuit. The erroneous bit can be corrected 

or, but if left undetected, it may lead to a system malfunction. A single-event transient (SET) is 

the result of the disruption in combinational logic or analog circuitry, called digital SET (DSET) 

or analog SET (ASET), respectively. The consequence of SETs on circuitry depends on the 

specific application of the device. A SEU may result if the transient exceeds the threshold of the 

application in magnitude and/or duration [Ma93]. 

In an increasing number of cases, a single ion can generate more than one bit error causing a 

multiple-bit upset (MBU). As feature sizes shrink, the relative size of the incident ions to drain 

area is growing and the charge generated by the incident ion is distributed within a diffusion 

length of multiple devices (Fig. II-10). This phenomenon is often called “charge sharing” and is 

highly undesirable in digital circuitry. However, in differential analog circuits, recent works 

exploit the charge sharing action along with inherent common-mode rejection properties for use 

as a single-event hardening tool [Ke07] and [Ar10]. This will be discussed in a later chapter. 

 

 
 

Fig. II-10.  Illustration of an ion strike charge cloud in an older CMOS technology and a sub-100 
nm CMOS technology. Note that several devices in the sub-100 nm technology are affected by 
the charge cloud [Am08]. 
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Single-Event Testing 

There are two primary ways to perform SE testing for communication devices. These involve 

either a particle accelerator or a pulsed laser. In accelerator testing, the device-under-test (DUT) 

is placed in a chamber on a mount that can rotate and tilt so the incident angle of the ion to the 

DUT is flexible. A variety of ions are used to fully characterize of the device behavior. Device 

cross-sections, the primary metric obtained from accelerator testing, provide information on the 

sensitive area and thresholds of the circuit. That is, given an incident ion, the likelihood the ion 

will cause an upset. This information may be used to determine error rates. A drawback of 

accelerator testing is the general lack of temporal and spatial information. 

The other method for SE testing is pulsed laser irradiation. This may be done with front-side 

single-photon absorption (SPA) or back-side two-photon absorption (TPA); this discussion will 

only cover the latter for applicability to the subject matter. In back-side TPA, the DUT is 

arranged on a platform with the incident laser beam perpendicular to the back of the device 

surface. Laser testing provides the ability to determine spatially the sensitive areas of circuits as 

well as timing information with respect to the laser pulse. However, laser testing can only 

provide data for strikes normal to the surface. 

Data in digital circuits is collected through bit-error-rate testing (BERT), in which a pseudo-

random-binary-sequence (PRBS) is input to a DUT. The output is compared to the input to 

determine the error rate. This is sufficient provided the error rate meets design specifications. 

However, if the error rate is higher than tolerable, the spatial and temporal information afforded 

by the pulsed laser testing approach could be invaluable in determining the nature of the errors. 

BERT testing is performed at accelerator and pulsed-laser facilities. 



 22 

If temporal information is needed, an oscilloscope is used to record temporal error signatures. 

Error characteristics are pre-determined and used as the triggering mechanism for data 

collection. This provides good information on a specific type of error, but requires additional 

testing if multiple error signatures are to be captured. In a more drastic situation, an 

unanticipated error signature could be present and go undetected. Again, this technique is used at 

both types of SEE test facilities. 

Another data collection technique is frequently used for pulsed-laser SEE testing, but will be 

fully described in a later chapter. This technique, called asynchronous data collection, where data 

for all error types is collected. In fact, data is collected for each simulated strike because the 

oscilloscope is triggered by the laser pulse. Asynchronous data collection produces a surfeit of 

data that requires post-processing, but assures that all error signatures are captured. 

 

Conclusion 

 

This chapter describes the general makeup of a communications device from a systems-

point-of-view. A typical transceiver topology includes the following major parts: a 

communications channel, transmitter, and receiver. SerDes devices, a subset of the transceiver 

device family, is introduced and established as the primary focus of this dissertation.  

The SerDes system can be divided into not only the basic components of the 

transmitter/channel/receiver, but also the digital/mixed-signal/analog signal domains, and 

data/bias/clock signal groups. The different ways of compartmentalizing the operation of the 

system allow for different perspectives on how hardening schemes should be applied.  
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Background information for XAUI, the protocol used in the tested SerDes, is provided to 

give an understanding of architecture decisions. Basics of the single-event environment and test 

procedures pertinent to this research are also outlined. The following chapter introduces the sub-

circuits of the basic components of SerDes. 
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CHAPTER III 

 

HIGH-SPEED MIXED-SIGNAL TRANSCEIVER CIRCUITRY 

 

Introduction 

This chapter introduces common circuit topologies for each of the subcircuits introduced in 

the previous chapter. These topologies are not the only solution to realize a transceiver system, 

but are common for the intended application, a XAUI-compliant SerDes device. Table III-1 

summarizes the circuit blocks and corresponding subcircuits as well as indication of the signal 

group(s) the circuit includes. Single-event results for a subset of the circuits, primarily consisting 

of the analog and mixed-signal circuits that have signals that cross signal domains, are presented 

in Chapter V. Detailed schematics of the studied circuits are provided in the results chapter. 

 

Table III-1: Matrix of circuits, their subcircuits, and signal domain. Schematics of the circuits of 
interest are provided in Chapter V. 

Top Circuit Sub-Circuit Data Clock Bias 
Xmit Serializer  X X  

Pre-Emphasis  X  X 
Driver  X  X 

Rec RxAmp  X   
Eq/DataRec Phase (Comp) X X X 

Err/Data X X  
Phase Rotator  X X 

Deserializer  X X  
PLL    X  
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Data Flow Circuitry 

 

Transmitter 

Serializer 
The serializer is a series of precisely-timed 2:1 multiplexors (MUX) in a tree structure that 

convert parallel data to serial. Each level of the serializing tree operates at a clock rate divided 

down from the transmit data rate in order to bring the serial data to the desired transmission 

speed. The number and frequency of incoming bits varies depending on the application but is 

limited by the bandwidth of the circuitry. For example, a 4 Gb/s device would require 32-bit data 

incoming at 125 Mb/s. This paper will focus primarily on 8b/10b encoded (10-bit) parallel data 

incoming at 312.5 MBd to be transmitted at 3.125 GBd1. An example serializer circuit is shown 

in Fig. III-1. 

After the 8:2 MUX, the encoded data is delivered to the final stage of serializing shift-

registers that furnish the encoded data to the emphasis circuitry. The use of two data lines at this 

point allows the use of a half-rate clock to conserve power in the pre-emphasis/equalization stage 

by reducing the number of required gates and size of the clock distribution buffers in this stage 

[Bu06].  

 
1 An example best explains the difference between (giga) bits-per-second (Gb/s) and (giga)-baud (GBd), symbols-per-second. In 8b/10b 

encoded data, 10 encoded bits (symbols) represent 8 bits of data. So, when working with a channel that transmits and receives data at 2.5 Gb/s, 
such as XAUI, 3.125 x 109 symbols per second (3.125 GBd) must be transmitted, or 10/8 multiplied by the bit rate. 
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Fig. III-1.  Diagram of a basic 8-bit serializer circuit. The large dashed box indicates the 8:2 
serializer while the small dotted box indicates the clock dividers that provide a quarter-rate and 
eighth-rate clocks for the serialization logic. Figure from [St08]. 
 

 

Pre-Emphasis 

When a signal propagates over a transmission line, the frequency-dependent loss 

characteristics of the lane cause amplitude and phase distortion (deterministic jitter) thus 

reducing the eye opening of the signal. The amplitude of the high frequency component of the 

signal is attenuated, reducing the bandwidth of the signal.  

The degradation of the high-frequency component of the signal due to the parasitics of the 

transmission line causes inter-symbol interference (ISI). In the case of a single isolated bit 

following consecutive identical bits (CIDs), the signal will not have time to completely reach the 

state of the isolated bit before another signal is transmitted and may be incorrectly interpreted. In 

this way, the current bit depends on the previous bit(s). An example is shown in Fig. III-2. 
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Fig. III-2. Example of a 2.488 Gbps signal showing ISI after transitions (left arrow) and CIDs 
(right arrow). Note that the first transition after the CID barely crosses the x-axis. Figure from 
[Max08]. 
 
 

The pre-emphasis circuitry is designed to have a gain that increases with frequency to offset 

the frequency-dependent losses in the lane. This shapes the transient signal prior to transmission 

to counter the effects of the transmission line and, cascaded with the lane, provides linearity in 

the frequency response as demonstrated in Fig. III-3. The magnitude of the pre-emphasis 

depends on the characteristics of the transmit medium and may be designed to be adjustable. The 

circuitry generally consists of a series of shift registers that provide a timing delay so the value of 

the previous bit(s) may be used to determine the value of the current bit. A summing circuit that 

combines the weighted output of the shift registers (Fig. III-4) is a typical implementation of a 

pre-emphasis circuit. Fig. III-4 depicts a “two-tap” pre-emphasis circuit in which the output 

depends on the current and immediate past state. Other possible configurations depend on 

multiple past-states and possibly prior states. The cycles in which there is a transition from logic 

‘0’ to ‘1’ or logic ‘1’ to ‘0’, are emphasized.  
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Fig. III-3. Example of how equalization (or pre-emphasis) is tuned to cancel ISI. In this example, 
when the cable and equalizer are cascaded, the signal shows good linearity to 20 GHz. Figure 
from [Lu08]. 

 

 
 

Fig. III-4. A pre-emphasis circuit example shows flip-flops as delay generators and differential 
pairs to execute the emphasis. The feedback element including the loop filter is a simplified PLL, 
an element described later in this chapter. Figure from [Max08]. 

 

An example signal with pre-emphasis is shown in Fig. III-5. In the figure, VO represents the 

baseline voltage level and VOP represents the emphasized voltage level. In the case where a data 

transition from logic ‘1’ to ‘0’ or ‘0’ to ‘1’ occurs, such as the first identified bit at the left side of 
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the figure, the bit is emphasized because data had transitioned after the previous (unidentified) 

bit. However, if there is no transition at the current bit, such as the middle bit (labeled tbit), the 

output voltage is at the normal level. The amount of emphasis depends on the expected signal 

degradation over the communication channel. 

The pre-emphasis circuit simulated for this study is a four-tap device in which the output 

depends on the current state as well as the two previous states and the following state. 

 

 
 

Fig. III-5. A data series demonstrating the application of pre-emphasis. In the bits following a 
transition, the signal is emphasized (voltage level is VOP). If there is no transition, the signal is 
not emphasized (voltage level is VO). Figure from [Max08]. 
 

 
Driver 

A standard single-ended line impedance is 50 Ohms. Through Ohm’s Law, if a signal is to be 

propagated over this impedance with the circuit biased at 1.2 volts, the current drive in the output 

transistors must be a relatively large 24 mA. Most integrated circuit process design kits (PDKs) 

include high-voltage thick-oxide devices to act as drivers in the cases where high currents are 

necessary. These devices are used in the driver circuitry of the transmitter. In addition to 

providing robust output transistors to drive the signal over the lane, the output device impedance 

is set at 50-Ohms using precision resistors to match the impedance of the channel. The primary 

design challenge of the driver circuitry lays in optimizing power-efficiency.  
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A typical topology of a driver is a differential pair and is often incorporated with the pre-

emphasis circuitry. For example, the differential amplifiers in Fig. III-4 may be implemented 

through the thick-oxide devices and the signal transmitted without an additional buffer. 

 

Receiver 

Receive Amplifier 
Upon data receipt, any DC offset is cancelled and the signal is passed through a variable gain 

amplifier (VGA) that reduces the signal swing to avoid data clipping to prepare for the 

equalization and data recovery blocks. This amplifier must maintain a wide bandwidth. 

Otherwise, the time constant, given by 1/(2πf3-dB), will keep the signal from reaching full value. 

A common VGA topology is a simple differential pair with a tail-current adjustment for fine-

tuning of the output of the amplifier. The functionality of the VGA is often paired with a peaking 

amplifier that provides additional gain and may introduce some signal emphasis prior to the 

equalization block. The peaking amplifier may have some external control over the peaking 

level. 

 

Equalization/Data Recovery 
Equalization 

In equalization, the weighted outputs of shift registers are summed to reduce ISI in a similar 

manner as emphasis in the transmitter. The distinction between equalization and emphasis is that 

emphasis adds to the high-frequency components while equalization filters the low-frequency 

components of the signal to match the high. In the receiver circuitry, there is the option of a 

feedback loop to aid in data decisions, a practice called decision feedback equalization (DFE). 

Adjustments to the magnitude of the threshold shift can be made in a pin-selectable configuration 
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that enable or disable h1-hn, gain controls for previously transmitted bits. The simulated CDR 

does not include an equalization block. A sample DFE is shown in Fig. III-6. 

 

 
 

Fig. III-6.  Overview of a DFE architecture. Figure from [Ema07]. 
 

Clock and Data Recovery (Data) 
In most modern SerDes, data is transmitted with clock information embedded in the signal. 

This eliminates a separate clock transmission line. The clock and data recovery functional block 

is responsible for extracting the embedded clock and using the clock to recover the transmitted 

data. CDR circuits are difficult to categorize as specifically related to data or timing systems 

because the functionality is directly related to the two signal groups. For the purposes of this 

dissertation, the CDR subcircuits are discussed with the timing circuits and introduced later in 

this chapter. 

 

Deserializer 
The deserializer can be realized using shift-registers, demultiplexers (DEMUX) or a 

combination of the two. The shift-register topology requires an at-speed clock, which may not be 

practical at Gbps speeds. On the other hand, a demultiplexing tree structure requires a clock 
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distribution network, but the highest required frequency is half of the desired bit-rate. The 

reduced frequency requirement provides benefits over the shift-register topology in 

implementation and power consumption.  

Figure III-7 shows a 1:8 DEMUX based on a tree structure. The select pins are connected to 

the clock distribution network from the PLL at 1/2, 1/4, and 1/8 rates for SEL0, SEL1, and 

SEL2, respectively. A demultiplexing structure is pictured in Fig. III-8. 

 
 

Fig. III-7.  Example of a 1:8 demultiplexing tree structure built from 1:2 DEMUX. The clock 
distribution network is connected to the select pins. Figure from [To06].  
 

 

 
 

Fig. III-8.  A 1:2 DEMUX circuit topology for use in the tree structure in Fig. II-8. Figure from 
[To06].  
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Timing and Power Circuitry 

 

This section discusses the supporting signal groups: the clock/timing and bias/power circuits. 

First, the timing circuits include the serializer and deserializer clock, the phase-locked loop 

(PLL), and the clock and data recovery circuit. Discussion centers around the clock and data 

recovery and how the clock interacts with the phase rotator and comparator. The bias circuitry 

relating to the pre-emphasis, transmit buffer, comparator, and phase rotator are then discussed, 

with a focus on designing for low-power operation – an important trait for SerDes used in large 

systems with limited power budgets or in portable electronics [Ch07]. 

 

Logic Timing and Clock Recovery 

Serializer/Deserializer Clock 
The reference clock for the serializer is typically provided as an external input and is timed at 

the baud rate of the circuit (1.6125 GHz). This clock is divided by the number of inputs of the 

MUX for each level of serialization. The circuit in Fig. III-1 shows these divide-by clocks. 

Similarly for the deserializer, the clock is divided for each level of MUX to provide appropriate 

timing to produce the parallel output at the lower data rate. The deserializer in Fig. III-7 indicates 

SEL0, SEL1, and SEL2 as clock inputs. These are timed at full-rate, half-rate, and quarter-rate, 

respectively. Again, because the serializer and deserializer clock circuits do not cross signal 

domains and will not be discussed further in this work. 

 

Phase-Locked Loop 

SerDes require precise timing throughout the system provided by the phase-locked loop 

(PLL). A block diagram of a typical PLL is shown in Fig. III-9. An off-chip clock operating at a 
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lower-than-data-rate frequency is multiplied by the PLL for clock distribution at-speed or 

divided down for timing in specific portions of the system. SerDes designs rely on a PLL in the 

transmitter for the divided clocks used in the serializer as seen in Fig. III-1 and also provide the 

reference frequency for clock and data recovery in the receiver. The PLL has been identified to 

have components sensitive to radiation effects [Bo06], [Lo06]. Due to extensive research for 

RHBD PLL design ([Lo06], [Lo07], [Lov07], [Lo08], [Lo09], and [Lov10]), this component is 

not discussed in terms of hardening in this document. 

 

 
 

Fig. III-9.  Block diagram of a basic PLL circuit. Figure from [Be05]. 
 

 

Clock and Data Recovery (Clock) 

A clock and data recovery (CDR) circuit has four primary steps: generation of a clock, 

comparison of the generated clock to the frequency of the data as detected by the phase detector, 
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correction of the frequency of the generated clock as necessary, and retiming of the input data 

with the locked clock frequency. There are several common CDR architectures: injection-locked, 

phase-locked, phase-rotating, and fully-digital. Of these, the phase-rotating topology is of 

particular interest. 

The XAUI interface operates with four lanes operating in parallel. Independent PLLs for 

each receiver would come at a large area penalty, particularly for the LC-oscillator PLL topology 

– a desired topology due to the speed and accuracy of achieving lock. In this case, a single clock 

generator is provided for the XAUI array as shown in Fig. III-10.  

The single clock generated for the transmitters in the XAUI array is sufficient because the 

serializers are all synchronized with the XGMII structure. However, received data is dependent 

on the individual channels and each receiver must have an independent CDR circuit. To ensure 

proper timing within each XAUI lane, the clock from the clock generator is rotated to match the 

received data through the use of a phase-rotating CDR. The receive-end XGMII resynchronizes 

the data after deserialization. A block diagram of a phase-rotating CDR is shown in Fig. III-11.  

 

 
 

Fig. III-10.  Block diagram of a single PLL clock generator with distributed clock to four 
transceiver lanes. Figure from [Sa08]. 
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In the device topology for simulations discussed in Chapter V, the phase detector block in 

Fig. III-11 is implemented as six comparators, which receive data from the receive buffer, 

interpret and reconstruct data as a single full-swing digital signal, and identify data error 

information to error correcting circuitry. These six devices include one for each of four 

quadrature signals as well as early and late signals. For simulation purposes, one comparator is 

used to identify SE sensitive devices at the transistor level.  

 

 
 

Fig. III-11.  Phase-rotating CDR block diagram. Figure from [Sa08]. 
 

Bias Circuitry 

The bias point of a circuit is critical to proper circuit operation. The current through devices 

determines not only the power consumption of the circuit, but also the operating point of each of 

the individual transistors. If a circuit is insufficiently biased, a change in carriers in the device, 

such as that from a SE, is more likely to change the operating region. The transistor could be 

operating in the saturation region and, with a single-event, fall into the ohmic operating region. 

On the other hand, an overly-biased circuit contributes to the overall power consumption of the 

circuit.  
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Support Circuits 

 

Built-in-Self-Test (BIST) 

While it will not be discussed in detail, self-testing circuitry is designed to provide 

information for prognostics during the lifecycle of the circuit. This can be done through a 

pseudo-random-bit-sequence (PRBS) generator and checker or through a built-in-self-test (BIST) 

circuit. The PRBS generator provides a bit pattern that can be used to verify general functionality 

via the PRBS checker in the receiver, used for test and characterization of the circuit for off-chip 

testing, or for characterization of the lane in a system [St08]. BIST circuitry allows diagnostics to 

be delivered directly from the chip and provides a structural test to the user. The BIST testing 

generally covers logic operating at relatively low speeds, however, a BIST may be designed to 

aid in testing at the system level and needs not to be limited to digital circuitry [Ha02].  

 

Error Detection and Correction (EDAC) 

Error detection and correction (EDAC) is an optional function on commercial devices, but 

for the mitigation of radiation effects, it is a necessary component. The error detection scheme is 

a logic structure traditionally based on Hamming codes [Ha50] that can detect two errors and 

correct one. A more involved structure, also based on Hamming codes, can detect three errors 

and correct two, but the necessary additional circuitry is quite sizable, in terms of area.  
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Conclusion 

 

This chapter presents a preliminary background on SerDes devices. Additional detail on the 

subcircuits of interest will be provided as needed in later chapters. The next chapter presents a 

background on single-event phenomena of particular concern to high-speed communication 

devices, such as the SerDes, designed for operation in a space environment. 
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CHAPTER IV 

 

SINGLE-EVENT CHARACTERIZATION VIA SIMULATION AND EXPERIMENT 

 

Introduction 

Single-event characterization of a circuit typically begins with simulations or, when able, 

experiments of the baseline design in which current (or ions/photons) are injected into the circuit, 

ideally at each potentially sensitive node, while the output of the circuit is monitored. However, 

simply seeing if and how the output “wiggles” as a result of a SE is insufficient to draw any 

conclusions about the hardness of the circuit beyond identifying a potential sensitivity. First, the 

engineer must collect data that ensures observation of the full range and magnitude of errors. In 

simulation, this involves running many individual transistor-level simulations while varying the 

simulated LET, the strike time in the data or clock cycle, the incident node, and in some cases, 

the relative phase of the clock to the data. In experiment, these variations must be accounted for 

during data collection to ensure a full, flexible data set for analysis. Next, error criteria must be 

established for the circuit to allow interpretation of the results. After results and error signatures 

are collected, the circuit is analyzed for suitability and/or modified to mitigate any sensitivities to 

enable further experimental design verification. 

This chapter begins with commentary on the identification of error criteria. Next, the SEE 

simulation process used throughout this work is described. The two-photon absorption (TPA) 

experimental technique is documented after the simulation section. Finally, a technique to 

analyze the SE response of a transient circuit through experimental data by establishing the 

phase-dependence of SEEs is presented. This technique is called the phase-dependent sensitivity 
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(PDS) technique. These tools, along with heavy-ion testing, provide a means to assess SEE in 

circuits from design and simulation to experiment. 

 

Establishing Error Criteria 

 

The understanding of the functionality of a circuit is critical to successful circuit 

characterization and analysis. For an individual circuit block that can be simulated at the 

transistor level, such as a steady-state operational amplifier, error criteria can be established with 

respect to the design specifications of the intended application. However, if the circuit block is 

integrated in a larger system, system-wide transistor-level simulations are not always feasible 

and macro-models (models that describe circuit behavior through software) will not always 

respond accurately to out-of-domain stimuli. A discussion of how the SE error criteria are 

determined for the transmitter and receiver follows. 

 

Eye Diagram Masking 

The output driver of the transmitter is designed to produce data that conforms to a protocol 

standard. As mentioned in Chapter II, an eye diagram is used at the lane to assess signal 

performance in terms of jitter and amplitude statistics. For most protocols, an eye diagram 

template is provided in the standard to establish error definitions [IEEE08]. The XAUI error 

template is shown in Fig. IV-1 with mask values given in Table IV-1. 

The resulting transient response of the circuit is analyzed for errors as defined for the 

application for each simulated heavy-ion strike. The eye diagram mask is used by virtually 

overlaying each bit from the midpoint of the rising edge to the midpoint of the falling edge onto 
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the mask. If any part of the superimposed transient falls within any part of the shaded areas, an 

error has occurred.  

 
 

Fig. IV-1: The XAUI eye diagram template provides a mask to evaluate errors. Any bit from the 
tested transients that falls within the shaded regions is considered an error. This figure, along 
with Table IV-1 are used to define error characteristics in subsequent chapters. Figure from 
[IEEE08]. 

 

 
Table IV-1: Values for XAUI eye-diagram error template in reference to Fig. II-8. UI is the unit 
interval in seconds and is defined as a bit-width or half of the period of the operating frequency. 
For XAUI, a UI is nominally 320ps. 
Symbol Near-End Value Far-End Value Units 
X1 0.175 0.275 UI 
X2 0.390 0.400 UI 
A1 400 100 mV 
A2 800 800 mV 

 

The transmitter simulations in this work include all analog/mixed-signal subcircuits at the 

transistor level. This allows the masking technique to be used to assess errors for strikes 

simulated in subcircuit of interest. More details on the simulated subcircuits are found in Chapter 

V.  
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Error Criteria via Subcircuit Analysis 

A more complicated situation arises when the circuit of interest is embedded in a system too 

large to efficiently run transistor-level simulations, such as the receiver’s CDR. This 

circumstance is encountered in the SerDes receiver when analyzing the phase-rotator and 

comparator. Thousands of simulations are required to fully characterize the subcircuits and 

simulation time must be kept to a minimum. For the circuits of interest, the transistor-level 

phase-rotator subcircuit simulations each run for approximately 45 seconds and the transistor-

level comparator subcircuit simulates for over a minute so combining subcircuits to determine 

errors at the output of the receiver is not time-efficient.  

In simulation and experiment, it is often desirable to characterize behavior using a stand-

alone circuit for either ease of simulation/characterization or for assessment of subcircuit design 

options. However, direct extraction of the subcircuit may lead to misleading results if error 

criteria are not correctly established. In addition, modifications to the inputs or outputs for 

testability may conceal errors, particularly for cases in which a data signal crosses domains. 

For cases in which the inputs or outputs of the subcircuit have a signal domain interface, it is 

recommended that the entire interface structure be included in the subcircuit simulation or test 

structure. At times this may mean that entire output structures from the preceding subcircuit are 

included in the simulated or experimental test structures. 

To demonstrate how to establish the error criteria in these cases, we examine the receiver of 

the SerDes device. If the entire receiver would be simulated at the transistor level, identification 

of an erroneous bit at the output of the deserializer would determine an error condition. 

However, transistor-level simulations of the entire receiver are not feasible for full error 

characterization. Therefore, working backwards subcircuit-by-subcircuit from the deserializer 



 43 

output, the criteria for errors are determined for individual subcircuits. In this way, correct input 

stimuli and loading may be established for the stand-alone implementation. 

The primary concern of the CDR is to ensure accurate data output at the deserializer. In this 

case, the quadrature output of the comparator in the CDR provides data for deserialization as 

seen in Fig. IV-2. These outputs must stay within their respective quadrants. Because the 

comparators are not interleaved in layout, it is unlikely that SEs would affect more than one 

comparator structure at one time, so we explore the SE behavior within the individual 

comparators. In the case of a checkerboard input (1, 0, 1, 0,…), the output of the comparator 

should be steady state and the differential outputs should be opposite at all times. This leads to 

the implementation of an error detector in form of an XNOR gate, identified in Fig. IV-2 as 

“Status”. If the status output is a logical ‘1’, an error has been detected. Also, using the 

checkerboard data pattern, if the individual comparator output changes, an error is flagged during 

data analysis. 

 

 
 

Fig. IV-2: CDR block diagram for illustration of error criteria via subcircuit analysis. 
 

 
The outputs of the CML to CMOS block of the phase rotator provide the timing for the 

comparator. To determine the error criteria for these signals, the clock phase for the comparator 

is varied with respect to the incoming data and the complementary clock until the comparator 
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status flags an error. This error-causing phase shift is used to identify errors at the output of the 

phase rotator. 

This somewhat tedious procedure must be repeated for circuits preceding the last circuit for 

which error criteria have been established. For example, errors at the output of the quadrature 

generator at the output of the PLL would be based on the error-causing inputs of the phase 

rotator. 

As stated earlier, establishing error criteria is essential for accurate SE characterization. It is 

possible that error criteria change depending on the circuit’s application and must be carefully 

considered prior to data analysis from either simulation or experiment. 

 

Single-Event Simulation 

 

Single-event transient simulations at the transistor level allow the exploration of many 

potential scenarios at the low cost of time taken to run the simulator. Assuming correct process 

design kit (PDK) models, accurate single-event models are necessary to build confidence in 

simulation results. Current-based models have been used for many years to emulate the charge 

generated during a SE strike on a device in a circuit. Originally, a double-exponential current 

source was used [Ma93], then a technology computer-aided design (TCAD) calibrated model 

[Das07] was implemented. More recently, a voltage-dependent current source model has been 

developed to accurately simulate the characteristics of an ion strike and an option to simulate 

charge-sharing phenomena calibrated to the IBM 90 nm CMOS9SF process [Ka09]. The 

voltage-dependent model is the primary SEE model used in this work. 
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Thousands of simulations are run for each circuit to establish sensitive nodes, an estimate of 

threshold, and any phase dependence. To simulate the circuit response to a heavy-ion strike, the 

voltage-dependent current source is sequentially inserted and simulated in the circuit for every 

PMOS and NMOS drain node. Each node is simulated with strikes equivalent to a variety of 

LETs. In cases where the signal is periodic, it is necessary to inject the SE throughout the clock 

or data cycle to ensure the worst-case strike time is tested. In this work, ten intervals of the clock 

or data cycle are simulated for each node and LET. The importance of phase dependence as a 

diagnostic tool is discussed in depth later in this chapter.  

The outcome of the SEE simulations is a collection of transients that characterize the 

behavior of each potentially sensitive node in the circuit over LET and clock (or data) cycle.  

 

Single-Event Laser Experiments 

 

The through-wafer two-photon absorption (TPA) SEU mapping technique, as described in 

[McM04], [McM05], and [Lov07], is used to perform SET upset mapping of the circuit and 

characterize the transient response. The TPA SEE experimental setup is described in detail in 

[McM02] and [McM03]. For this work, TPA laser experiments are performed at the Naval 

Research Laboratory Laser Facility. At this facility, the device under test (DUT) is mounted on a 

motorized xyz translation platform with 0.1 µm resolution. Optical pulses are focused through the 

exposed back side of the wafer onto the active areas of the DUT with a 100x microscope 

objective, resulting in a near-Gaussian beam profile with a typical diameter of approximately 1.6 

µm at focus [McM03]. Because the carrier deposition varies as the square of the irradiance 

[Bog86], [McM02], and [McM03], this corresponds to a Gaussian carrier density distribution 
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with an approximate diameter of 1.1 µm (full-width-at-half-maximum). All experiments are 

performed at room temperature. Details of platform resolution and effective spot size may vary 

from facility to facility. 

Prior to executing a scan of the topology, areas are analyzed for a laser pulse energy 

threshold, defined as the lowest pulse energy for which a perturbation of the output is 

observable. For experiments presented in this dissertation, the threshold is determined by 

visually monitoring the output transients on the oscilloscope as the pulse energy and position are 

adjusted.  

The surface of each circuit block of interest is scanned using an automated data collection 

setup that controls the x-y position of the device and captures data from the oscilloscope with 

little interaction from the operator. For each step in the scan, data are recorded using an 

oscilloscope, field-programmable gate array (FPGA), or other monitoring device. 

In experiments for this work, an oscilloscope is operated in “fast-frame” mode such that each 

x-y location in the scan generates a number of individual transients resulting from multiple 

triggered events.  

In these experiments, the oscilloscope is triggered off the laser pulse, as opposed to standard 

practices (typical heavy-ion testing, for example) in which the oscilloscope is triggered off the 

upset event itself, using a set threshold and some distinguishing characteristic behavior of the 

transient events. Triggering off the laser ensures that events are recorded for each x-y position of 

the scan, and that the events occur with a well-defined temporal relationship to the trigger 

source, that is, the delay between the laser trigger signal and the laser strike on the DUT is 

known. This approach provides insights into unexpected circuit behavior, such as a novel error 

response that may not be captured using a preset triggering scheme.  
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Using the asynchronous data collection approach, the various error signatures are able to be 

identified and analyzed in post-processing. This provides considerable flexibility in the data 

analysis procedure that cannot be obtained if events are identified based on pre-determined 

trigger criteria. The data of Fig. IV-3 illustrate the asynchronous nature of the experiments: the 

laser clock and the experimental data streams are independent such that the laser pulse can arrive 

at any point in the data cycle of the device. The five waveforms of Fig. IV-3 each exhibit a 

different phase relationship between the laser pulse and the data stream. The following section 

describes an analysis tool developed to exploit this varying phase relationship to facilitate the 

design of hardened circuits.  

 

 
Fig. IV-3: Five sample transients from a single point in a scan of a differential amplifier. The 
oscilloscope is triggered by an output generated by the laser system, with the laser clock and data 
stream operating in an asynchronous fashion. The time of the event is predictable, but the timing 
with the clock-cycle of the DUT is not. The y-axis scale is to determine relative magnitude, the 
traces are all centered around zero. 
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Analysis Tools Derived from Simulation and Experiment 

 

Data collection with completeness of response in mind results in the production of very large 

data sets. These data allow the analysis of atypical or unexpected circuit response without 

additional testing. In addition, the response of the circuit in with respect to strikes on a sensitive 

node can be fully characterized using the collected data, providing an analysis tool for designers 

allowing focused hardening of subsequent circuit designs. 

It is well understood that single-event transients (SETs) in combinational logic are captured 

(latched) only when the SET arrives during some fraction of a clock cycle (near the clock edge). 

This sensitive time period is referred to as the window of vulnerability (WOV), and varies with 

the clock frequency and the charge generated by the ionizing event [Bu93]. Determining the 

window of vulnerability in an experimental setting is difficult, especially for circuits operating at 

high frequencies. The WOV parameter is rarely measured experimentally due to the complexity 

of synchronizing the circuit clock with a repetitive ionizing event. This measurement is 

especially difficult in broadbeam accelerator experiments. 

When referring to analog circuitry, WOV is a misnomer because the sensitivity of the circuit 

is measured with respect to the phase of the data cycle as opposed to time in relation to the clock. 

In this work, the vulnerability of the device is described as the phase-dependent sensitivity 

(PDS). The WOV nomenclature is used only when referring to digital circuitry or referencing 

previous works that use the acronym. PDS is used throughout to reference sensitivities in analog, 

mixed-signal, as well as digital circuits.  

We take advantage of the intrinsic asynchronous nature of laser-induced SEE experimental 

approaches and demonstrate a new method for experimentally extracting the phase sensitivity of 
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a circuit. The results presented here illustrate the utilization of the time-domain via the laser data 

collection technique described in the previous section. The intrinsic asynchronous characteristic 

of the experimental setup allows an examination of phase-dependent circuit behavior to extract 

the PDS, eliminating the complexities associated with synchronizing the circuit to the 

experiment. Detailed characterization of the parameter space that affects the PDS in high-speed 

circuits is made possible and the analysis provides a tool to improve future RHBD circuit 

designs. 

Previous work describes a technique for determining the WOV in combinational logic via a 

pulsed laser synchronized with the circuit clock [Bu93] and determining the WOV through a 

simulation technique [Kau04]. The experimental technique is not widely used because of the 

complexities in matching the circuit clock to the laser operating frequency, particularly in 

today’s high-speed circuits. As a case in point, in most picosecond and femtosecond laser 

systems, the laser pulse repetition rate is synchronized to a master oscillator and, therefore, is not 

tunable. In such cases, synchronization with the operating frequency of the circuit is difficult or 

impossible. Asynchronous laser test results have previous been used to mathematically determine 

the WOV [Buc95]. The technique described in this section is derived from this procedure. 

SEE simulations are extensively used and can be valuable in determining the WOV. 

However, they cannot provide the confidence achieved through experimental characterization. 

An example of a simulated WOV diagram for a system is shown in Fig. IV-4. The top frame 

denotes the source of upsets and errors in a combinational logic circuit, the number of sensitive 

nodes for each error type, and the time period within a conversion cycle (shown in the bottom 

frame) in which the vulnerable nodes are sensitive to SEEs. This figure illustrates the complex 
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nature of the WOV in modern circuits and implies the difficulty in experimentally extracting 

such detailed information, thus motivating this work.  

 

 
 

Fig. IV-4: Example of a simulated system WOV. The bottom figure shows the conversion cycle 
for a system. The top figure shows the source of errors or upsets, the number of nodes that elicit 
that response, and the duration with respect to the conversion cycle for which the error is likely. 
The proposed technique will enable an easy method to experimentally extract similar information 
from high-speed devices. Figure from [Kau04]1. 

 
 

A data analysis program determines the elapsed time between the rising edge of the data and 

the laser strike of each signal stream (Fig. IV-5). Another way to visualize the outcome of this 

process in seen in Fig. IV-6 in which the rising edge of the data cycles have been aligned and the 

times of the corresponding laser strikes are identified by vertical lines. The extracted Δt values of 

each transient are converted to a phase value (between 0 and 2π) and binned in a histogram to 

ensure sufficient data are collected to have a uniform distribution of laser strikes across the data 

 
1 The acronym ‘TNH’ in the top panel of the figure stands for track-and-hold, referencing a subcircuit in the simulated system. 

!
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cycle. This metric is demonstrated with the histogram of pre-emphasis circuit data to be 

described in Chapter V (Fig. IV-7). 

 
 

Fig. IV-5: Schematic diagram illustrating the process for determining the strike time in the clock 
cycle. The time difference between the zero crossing (left vertical line) and the laser strike time 
(right vertical line) defines the phase relationship of each trace relative to the error injection and 
is determined by a computer scripted process.  

 

 
 

Fig. IV-6: Three traces lined up in phase to directly illustrate the difference in response with 
laser strikes at different times in the data cycle. The vertical lines indicate the time of the laser 
strike for each individual trace. The times between the aligned zero crossing and the respective 
strike are collected for further analysis.  

 



 52 

 
 

Fig. IV-7: Distribution of strike times over the data cycle. Taken from a TPA test of the 6 dB 
pre-amplifier circuit shown in Fig. V-3. 

 

During data analysis, errors are processed based on the characteristics observed during the 

testing process using thresholds determined by the constraints of the application. In the example 

situation, the script checks for bits that do not meet a user-defined voltage threshold criterion 

(see shaded region of Fig. IV-5). In the case of a PLL circuit, errors are identified as shifts in the 

frequency of the clock [Lo06]. When errors are identified, the corresponding Δt values are 

binned as described for Fig. IV-7. The resulting histogram identifies the phase(s) of the data 

cycle for which the laser irradiation produced errors, thus providing the PDS.  

 

PDS Example 

To illustrate the PDS extraction process, data from a 3.5 nJ TPA scan of a PLL circuit 

(designed using the IBM 130 nm CMRF8SF process and not associated with the design used 

elsewhere in this work) are analyzed for single-event-induced jitter response and identified errors 

are binned with respect to the strike time in the 150 MHz data cycle. Previous works have 

indicated the extreme single-event vulnerability of the charge pump sub-circuit with respect to 
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the other PLL components; data were therefore collected for strikes in the charge pump as they 

impact the PLL output [Lov07], [Lov10]. 

A layout view of the charge pump sub-circuit and corresponding schematic are shown in Fig. 

IV-8 (a) and (b), respectively [Lov10]. Moreover, a 2-dimensional (2D) mapping showing the 

magnitudes of the output phase jitter (displacement) resulting from strikes in various portions of 

the circuit are overlaid on the layout view. The 2D-mapping was performed as a function of x-y 

location using a step size of 0.2 µm. Each x-y point represents the average phase displacement of 

10 transient perturbations. 

 

 
(a)      (b) 

 
Fig. IV-8: (a) TPA scan showing phase-displacement results for the PLL. The right-most NMOS 
output switch is the source of the presented data. Figure from [Lov10]. (b) Schematic of charge 
pump indicating output switches and current sources. 

 

The most vulnerable transistors in the charge pump (those resulting in the largest jitter 

values) were the NMOS transistors in the two output switches. This vulnerability arises from the 

direct connection of the output switch to the control voltage, VinVCO, of the voltage-controlled 

oscillator (VCO) circuit. Thus, any charge deposited onto the output node directly modifies the 
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control voltage and the resulting output frequency of the PLL. Strikes on the PMOS devices also 

result in significant phase error, however at less severity due to the high frequency limitations in 

the bandwidth of the PLL. Strikes on the PMOS devices increase the instantaneous output 

frequency, whereas strikes on the NMOS devices lower the instantaneous output frequency 

(output frequency can be reduced to approximately 0 Hz) [Lov10]. The pull-up (PMOS) and 

pull-down (NMOS) current sources also result in observable phase jitter, though with less impact 

as the output switches filter the response. 

The PDS for strikes on the NMOS switches in the charge pump is plotted in Fig. IV-9 as the 

number of errors with respect to cycle time. Upsets are observable across the entire clock cycle 

because the output switches are directly connected to the VCO control voltage. However, errors 

tend to be concentrated about the rising and falling edges of the clock cycle, as observed by the 

sharp peaks in the distribution. The phase jitter and SE displacement are calculated at the cycle 

edges, therefore, strikes timed to the clock edges result in a more immediate shift in the output 

frequency of the VCO. Strikes timed to the center of the clock cycle will also result in an 

apparent stretching or compressing of the output signal, however will be slightly damped due to 

the delayed effect until the next observable clock edge. 
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Fig. IV-9: Number of errors with respect to cycle time for NMOS switches in a PLL. Note that 
the number of errors correlates to the rising and falling edges in the overlaid data cycle. 

 

Conclusions 

 

This chapter presents a set of tools that, along with heavy-ion testing, can identify and 

describe SEE in circuits. The process involves defining errors, running simulations and 

performing experiments to fully characterize the errors over potentially sensitive nodes, LET, 

and through the clock cycle. These techniques are referenced throughout the rest of this work. 

The establishment of subcircuit division for either simulation or experiment is crucial to 

avoid oversight in SEE characterization. Signal domain interfaces should not be divided over two 

subcircuits. These interfaces should also be included in full on breakout test structures.  

The TPA laser technique recommends collection of multiple transients while the circuit is 

operating asynchronously with the trigger signal. The lack of a phase relationship between the 

laser and the circuit results in error injection at random points in the cycle, permitting a complete 

mapping of the error susceptibility throughout the data (clock) cycle of the circuit. This 

technique provides enhanced understanding of the SET response of the device.  



 56 

The PDS visualizations of the data allow the designer to more fully understand the behavior 

of the circuit by providing a point of reference for the likelihood that an error will occur relative 

to the timing of the circuit. This, along with knowledge of the circuit state at the time of errors, 

helps identify the mechanism causing the error and leads to targeted design improvements. In 

addition, the analysis technique can be used to determine the vulnerable percentage of the data 

cycle, which can be used to aid in the estimation of the error rate. With careful planning, this 

flexible data set and analysis technique can reduce the amount of time required for circuit 

iteration. The ease in the experimental determination of the phase-dependence of the circuit 

demonstrated here illustrates the intrinsic advantages of the time-domain laser SEE approaches 

developed previously [Ar09], and should enable this metric to be more widely utilized in the 

future. 
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CHAPTER V 

 

SINGLE-EVENT CHARACTERIZATION OF SELECT SERDES SUBCIRCUITS  

 

Introduction 

As stated in Chapter III, the full-swing digital circuits are not discussed in this paper due to 

the rich literature base focused on SE RHBD of combinational and sequential digital circuits. 

This chapter highlights the simulation results of the circuits of interest: the output of the 

transmitter and the mixed-signal portions of the CDR. These circuits are noted in Table V-1. 

The presented results are gathered using the techniques described in Chapter IV via 

simulation and, when possible, experiment of the subcircuits of a SerDes designed by Boeing in 

the IBM 90 nm CMOS9SF process, unless otherwise noted.  

 

Table V-1: List of simulated circuits. 
Top Circuit Sub-Circuit Data Clock Bias Simulated? 
Xmit Serializer  X X  N 

Pre-Emphasis  X  X Y 
Driver  X  X Y 

Rec RxAmp  X   Y 
Eq/DataRec Phase (Comp) X X X Y 

Err/Data X X  N 
Phase Rotator  X X Y 

Deserializer  X X  N 
PLL    X  N 
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Transmitter Circuits 

 

The simulated and tested transmitter driver was designed as a differential current-mode 

amplifier with resistor loads to provide extended attachment unit interface (XAUI)-compliant 

low voltage differential signals (LVDS) [IEEE08] to the communications channel. Within this 

circuit block are pre-driver gain stages in 1, 3, and 6 dB steps used to implement signal pre-

emphasis for improved far-end signal integrity [Zha02]. A block diagram of the transmitter 

driver is shown in Fig. V-1. 

 
Fig V-1: Block diagram of transmitter driver. The level shifter / pre-amp combinations provide 
equalization to the signal and prepare the data to conform to a selected transmission protocol. 

 

Typical design metrics of the output of a transmitter include period jitter and data throughput.  

Of particular interest is the response of the basic circuit blocks to single-event perturbations, 

which can manifest as unintended pulse transients, additional jitter above the pre-rad baseline, 

and signal distortion.  The high current drive of the transmitter driver requires the use of high-

voltage thick-oxide devices, which are instantiated as annular devices.  
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Electrically, the SerDes transmitter driver exhibits acceptable jitter performance and wide 

output frequency range across the operating temperature and supply voltage. Boeing provided 

the electrical data for use in [Ar09]. The measured electrical performance is summarized in 

Table V-2 (from [Ar09]). 

This section presents SEE simulation and experimental TPA SEE results on the transmitter 

amplifier and/or subcircuits. The simulated schematic consists of the level-shifter, 6 dB pre-

amplifier, and output buffer, as identified and shown schematically in Fig. V-2. For experiments, 

the level shifter and output buffer are omitted from the test device; the 6 dB pre-amplifier is 

modified and tested as a stand-alone device1 as depicted in Fig. V-3. In the simulated device, the 

data inputs of the pre-amplifier are current-based while the inputs of the experimental pre-

amplifier are voltage-based and capacitor-coupled to the inputs of the first differential amplifier 

(T0/T1) as shown in Fig. V-4. 

 
Table V-2.  Measured SerDes transmitter driver electrical performance 

Operating voltage 1.8V ± 10% 
Operating temperature -55 – 125C 
Data throughput 600 Mbps–3.125 Gbps 
Period jitter (rms) 2 ps typical 

 

 
 

Fig. V-2: Simulated pre-emphasis and buffer schematic. DiffAmp_A and DiffAmp_B 
correspond to T0/T1 and T9/T10, respectively, of the experimental device.  
 
 

1 Boeing provided the experimental test structures. These had been designed in support of the DTRA RHBD program. 
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Fig. V-3: Simplified 6 dB pre-amp used in experiments. T0/T1 and T9/T10 are the differential 
amplifiers, T2/T3 is the output stage, and the current mirror includes each of the transistors at the 
bottom of the figure. The current drive increases from left to right on the schematic. Unlike the 
simulated device, the bias point is set off-chip. 

 

 
 

Fig. V-4: Different input structures used in simulation (left) and experiment (right). The input 
data are current based in the simulation version and voltage based in the experimental version.  

 

Transmitter Simulation Results 

The voltage-dependent BSIM4 model, noted in Chapter IV, is calibrated to the 90 nm design 

process used in this design [Ka09] and accurately reflects the resultant single-event pulse shape. 

The most sensitive regions of the simulated transmitter amplifier device are found to be the 

transistors in the level-shifting differential inputs to the 6 dB pre-amplifier at the interface of the 

level-shifter to the pre-amplifier (see Fig. V-2). These nodes are the current-mode data devices of 
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the pre-amplifier, and a strike disrupts the current supply for the amplifier and therefore disrupts 

the data. During a strike, circuit current is reduced through the estimated collection duration 

increasing the delay of the output during a single period (Fig. V-5). At the simulated 3.125 Gb/s 

throughputs, a PMOS-strike decreases the observed output bit period for only one clock cycle 

(two bits). During this time the circuit exhibits an underdamped response with limited overshoot 

and phase displacement for the proceeding clock cycle. Figure V-5 shows an example simulation 

result for a 153 fC strike to the PMOS input node of the 6 dB pre-amplifier illustrating two 

disrupted bits for this type of error. 

 

 
 

Fig. V-5: Typical bit error from simulation for a PMOS-strike on the 6 dB pre-amp input node. It 
can be seen that the struck transient (solid red line) deviates from the expected transient (dashed 
black line) and causes a significant difference (±20% change) in the bit period. Simulation is run 
at 1.56 Gb/s. 

 

Figure V-6 shows a graph of the maximum phase displacement due to strikes to the drain of 

the NMOS transistors connected to the Data_N and Data_P nodes during a simulation of the 

circuit operating at 3.125 Gb/s. Phase displacements over 0.125π radians are considered errors. 
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The current amplifier is a key circuit component for conversion of full-swing CMOS logic to 

CML. The interface between logic types is seen throughout the simulations of the SerDes 

subcircuits to be sensitive. This is discussed further in the next chapter. 

A normalized cumulative distribution function (CDF) of the baseline results for simulations 

at an LET of 40 MeV-cm2/mg is shown in Fig. V-7. The CDF gives an indication of not only the 

number of events, but also the magnitude of those events. The figure can be read the percentage 

of events (y-axis) that occur up to a given phase displacement (x-axis). In this case, the N-strike 

line indicates that approximately 92% of events occur within the 0.125π radian error bound (that 

is, 8% result in errors). Approximately 50% of P-strikes result in errors at the highest simulated 

LET. 

 

 
 

Fig. V-6: Maximum phase displacement for the unhardened pre-amplifier circuit. The N-strike is 
on the Data_N node and the P-strike is simulated as striking the PMOS device at node T of Fig. 
V-2. Data in the shaded region is considered erroneous.  
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Fig. V-7: CDF of unhardened pre-amplifier device at an LET of 40 MeV-cm2/mg. 
Approximately 50% of P-strikes will result in errors, while approximately 8% of N-strikes will 
result in errors. The N-strike is on the Data_N node and the P-strike is simulated as striking the 
PMOS device at node_T of Fig. V-2. Data to the right of the vertical line is in the error region. 

 

6 dB Pre-Amplifier Experimental TPA Laser Results 

This work utilizes data collected via a technique described in Chapter IV in which periodic 

laser pulses are used as an oscilloscope trigger to record data from a circuit operating at a 

frequency independent of the repetition rate of the laser. The through-wafer TPA single-event 

upset (SEU) mapping technique is used to perform SET characterization of the 6 dB pre-

amplifier circuit that has been modified for stand-alone experiments (Fig. V-3). The circuit is 

operated at 3.125 Gbps with a 400 mV peak-to-peak differential sinusoidal input voltage, which 

can be interpreted as either a checkerboard data pattern as seen in Fig. V-8. 
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Fig V-8: Differential input signal, a sinusoid with an operating frequency of 1.56 GHz, 
simulating a checkerboard data pattern (1, 0, 1, 0,…) 

  

Prior to executing a scan of the topology, areas in the four primary structures of the 6 dB pre-

amp circuitry were analyzed for a laser pulse energy threshold, defined as the lowest pulse 

energy for which a perturbation of the output is observable. In this case, the threshold is 

determined by visually monitoring the output transients on the oscilloscope as the pulse energy 

and position are adjusted.  The threshold energies of the circuitry are indicated in Fig. V-9. 

 

 
 

Fig V-9: Layout view of 6 dB pre-amp indicating the primary areas of the circuit and annotating 
the threshold energies.  
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To observe the effects of SEE, a laser is scanned across the T9/T10 differential amplifier 

(Fig. V-9) in 0.3 µm steps at an incident laser pulse energy of 6.9 nJ – sufficiently above 

threshold to produce SETs without saturating the error response. An automated data collection 

setup controls the x-y position of the device and captures data from the oscilloscope with little 

interaction from the operator. For each step in the scan, multiple transients triggered off the 

repeating laser strikes are recorded using a Tektronix 12 GHz TDS6124 oscilloscope operating 

with a resolution of 20 GS/s. For each transient event, data points are recorded with adequate 

oscilloscope resolution at the time of the laser strike to allow accurate analysis. 

The laser experimental results demonstrate a different type of SEE errors than those observed 

in simulation. Collected data are analyzed for phase errors using the same criteria as described in 

Chapter IV. Initial data analysis does not reveal any phase errors. This result is not surprising due 

to the differences in the inputs to the simulated and experimental circuits – the most sensitive 

node is not represented in the experimental circuit. Bit errors are observed during testing and the 

data post-analysis was expanded to include testing for this error type. The bit error occurs when a 

bit maximum or minimum does not reach the threshold necessary for the logic to switch from a 

‘0’ to a ‘1’, or vice-versa, and will result in misread data (Fig. V-10). In extreme cases, more 

than one successive bit may be upset resulting in multiple-bit upsets (MBU). No MBUs were 

observed in these experiments, however, presumably an indication of success in the RHBD 

approaches utilized. A representative transient illustrating a bit error is shown in Fig. V-11. 
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Fig. V-10: Illustration of bit error. An error occurs if the measured voltage level does not reach a 
percentage of the expected voltage level. This percentage is considered the error threshold. 

 

A summary of number of upsets observed in each area of the circuit is given in Table V-3. 

These results indicate that the T9/T10 differential amplifier is the most sensitive circuit element 

tested. This result is somewhat surprising since the currents driving this device are greater than 

those in T0/T1, and increasing the current drive is a standard way of mitigating SETs in circuits. 

The transistor sizes in T9/T10 are the same as those in T0/T1, and bias conditions put T9/T10 

operating closer to the ohmic / saturation boundary; thus a smaller change in the current, ID, is 

required to affect the output of the circuit, in this case due to the charge injected by the laser 

pulse. It is expected that lowering the bias current through T5 (see Fig. V-3) or reducing the 

collector resistor values of T9/T10 would increase VDS such that both transistors would operate 

well into the saturation region and would require a larger injected charge to disrupt operation 

than in the current configuration. 
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Fig. V-11. Sample transient for a bit upset in T0/T1 resulting from a laser pulse energy of 6.9 nJ. 
This is a typical example of the observed bit upsets throughout the circuit. The shaded region 
indicates the areas in which an error is identified. In this case, the error threshold is 50% of the 
average peak voltage. 
 

 

Table V-3: Summary of number of upsets observed by circuit area. 6.9 nJ laser pulse energy. 
 Missed Bits 
T0/T1 339 
T9/T10 3001 
T2/T3 0 
CM 0 

 
 

The ability to analyze the data in post-processing as is done here leads to considerable 

flexibility and is an intrinsic strength of the present approach. To further illustrate this point 

additional experiments were performed on T9/T10 as a function of the laser pulse energy (3.2 nJ 

and 4.6 nJ). The test setup is identical to that of the original data except that five transients are 

recorded for each x-y position in the scan and a higher resolution (0.3 mm) step size is used.  

Figure V-12 shows bit error maps for T9/T10 at two laser pulse energies; the transistor 

structure is clearly defined in the examples. No errors are detected at two lower pulse energies 

even though a visual perturbation of the signal was observed during testing. 
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Fig. V-12: Error maps of T9/T10 from two incident pulse energies, as indicated. An enlarged 
version of Fig. V-9 is shown for reference. Most sensitive regions begin to resolve in (b) with 
clear identification of the transistor structure shown in (a). 

 
 

Transmit Buffer 

The simulated transmitter buffer is shown as the right-most differential pair structure in the 

schematic of Fig. V-2. As mentioned in Chapter III, a 23 mA drive current is necessary to drive 

the 100-ohm differential load. The high current drive of the transmit buffer provides sufficient 

current to dissipate injected charge from a SEE. There are no errors for the range of LET values 

simulated (from 1 MeV-cm2/mg to 40 MeV-cm2/mg). The need to drive the load for XAUI 

compliance negates any potential power-saving alterations. 

 

Transmitter OFF Signal 

The simulations above include only the necessary circuitry for data-path functionality. 

However, additional circuit blocks may be included in the design to provide additional 

controllability or circuit flexibility. A more detailed version of the SerDes transmitter driver 
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circuitry is simulated for select nodes. Again, the circuit is simulated at 3.125 Gbps with a 

checkerboard data pattern. A block diagram of the simulated circuitry is shown in Fig. V-13. 

In the case of a strike on the OFF circuitry controlling a current DAC in the SerDes output 

buffer, charge injected by the models corresponding to an LET of 10 MeV-cm2/mg cause the 

circuit to power off. The output diminishes over time until it recovers approximately 25 µs after 

the original strike. If a reset signal is sent after the event, the circuit does go back into an 

operating state. Figure V-14 shows the differential output transient as observed at the input of the 

receiver when a SET with an LET of 10 MeV-cm2/mg strikes. The time scale on the left half of 

the graph is extended to show the onset of the event. 

The power-down circuitry is not mentioned in the RHBD section because it has a digital 

input and events can be mitigated in a number of traditional ways. The purpose of showing this 

result is to highlight the potential of error. Regardless of their small die area and low probability 

of a single-event strike directly to the power-down device, designers must be cognizant of this 

major sensitivity. 

 

  
Fig. V-13: Block diagram of simulated output structure for a SerDes circuit. 
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Fig. V-14: Differential output transient of simulated SEE strike at the OFF node in Fig. V-10. 
The circuit recovers at 25 µs 
 

Receiver Circuits 

 

Aside from the deserializer, the receiver’s clocking circuitry is within the clock and data 

recovery circuit block. Within the CDR, the comparator and the phase rotator have the mixed-

signal qualities of interest for this dissertation. The CML to CMOS circuit of the phase rotator is 

discussed in some depth and results from the CML rotator/mixer are presented. In addition, 

findings for the clocked nodes of the comparator circuit are shown at the end of this chapter. 

 

Receiver Buffer 

A simplified schematic of the simulated variable gain amplifier (VGA) receive buffer is 

shown in Fig. V-15. There are no upsets for the simulated LET range. However, the variable 
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properties do have an effect on the SE response of the circuit. Naturally, when the gain is higher, 

events can be more easily dissipated with the increased current. The designer should create the 

minimum gain high enough that transients will not cause upsets in the following stage. 

 

 
 

Fig. V-15: Schematic of receiver buffer [Bu06]. 
 

Clock and Data Recovery 

A high-speed communications system with multiple lanes such as a XAUI interface, 

typically utilizes a system-wide phase-locked-loop- (PLL) based clock that is distributed to each 

of four lanes. The timing of each lane is independent until the signals are recombined after the 

data are deserialized. The distributed clock is retimed within the independent lanes to match the 

received differential serial data. The in-lane timing is accomplished within the CDR via a 

current-mode phase-rotator (see Fig. V-16). The resulting signal is converted to full-swing 

CMOS logic in the CML to CMOS circuit block to be fed back to the input of the CDR 

comparator. 
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Fig. V-16: Block diagram of a typical receiver and CDR circuit. The CML to CMOS block 
converts the incoming PLL clock to CMOS logic for use in timing the CDR comparator. All 
signals are differential.  
 

 

Phase-Rotator 
Simulations on the phase-rotator mixer shown in Fig. V-17 yield the maximum phase 

displacements shown in Fig. V-18. CDF results are shown in Fig. V-19. The transmission-gate 

input nodes, labeled “A”, connect to the first pair of differential amplifiers. These are the most 

sensitive nodes in the phase-rotator core circuit. Both N- and P-strikes are simulated at this node 

with approximately 10% and 5%, respectively, resulting in errors in the output at 40 MeV-

cm2/mg 

The tail currents of the first pair of differential amplifiers (nodes “B”) are derived from the 

error signature for the i- and q- quadrature signals at the output of the comparator. These currents 

adjust the output phase of the phase-rotator to match the embedded clock from the incoming 

data. Only N-strikes are simulated. 

The second pair of differential amplifiers, labeled “C”, is also an NMOS-only structure. It 

acts as a mixer for the rotated signal. Simulation results for these devices revealed a similar, but 

diminished results to the devices at “D” and are omitted for this reason.  

The output of the phase rotator, “D” is a current-based clock signal that is converted to a rail-

to-rail clock signal in the CML to CMOS circuit. Both N- and P-strikes are simulated for this 

circuit. The connecting device in the CML to CMOS circuit is PMOS (see Fig. V-18). 
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Fig. V-17: Phase rotator schematic 
 

 

 
 

Fig. V-18: Maximum phase displacement for the CML mixer subcircuit of the phase-rotator 
shown in Fig. V-15. Points in the shaded region are considered errors. The hollow symbols 
indicates N-strikes, the filled symbol indicates P-strikes. 
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Fig. V-19: CDF for unhardened phase rotator. Phase displacements to the right of the vertical 
dotted line are considered errors. 

 

CML to CMOS Simulations 
The CML signal is converted to a full-swing CMOS logic signal through a design similar to 

the schematic in Fig. V-20. In this circuit, the CML signal is input as a differential controlling 

voltage on a current amplifier. The current-based clock signal is propagated to a cross-coupled 

common-source amplifier. The output of this amplifier goes to the input of a regenerative 

inverter that provides a full-swing output voltage.  

This conversion from CML to CMOS is necessary to ensure the decision threshold of the 

inverter is met with each clock swing. The consequence of an error in the CML to CMOS circuit 

is a missed clock cycle in the comparator of the CDR and can result in mistimed data. 
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Fig. V-20: CML to CMOS circuit derived from [Ema07]. The limited swing of the CML inputs 
are translated to full-swing CMOS outputs through current-based data to a regenerative inverter 
pair. The CML inputs are received from the PLL clock that has been rotated to match incoming 
receiver data. The CMOS outputs are fed back into the CDR comparator to provide timing 
information. 
 

 

Electrical and single-event transient (SET) simulations are performed on the CML to CMOS 

circuit shown in Fig. V-20 using the Cadence® EDA tool suite, the Spectre® simulation 

environment, and calibrated IBM 90 nm CMOS9SF models. The circuit is simulated with a 1.56 

GHz sinusoidal clock with an amplitude of 175 mV centered at 825 mV to mimic the in-situ 

inputs as simulated from the system depicted in Fig. V-17. A 1.56 GHz, full-swing (0 V – 1 V) 

output is expected.  

Again, the voltage-dependent BSIM4 model, calibrated to experimental results from devices 

designed in this PDK [Ka09], is used to accurately reflect the resultant single-event pulse shape 

as described in Chapter IV. Simulations are run using this model to inject equivalent charges of a 

LET range from 1 to 40 MeV-cm2/mg successively at nets 1, 3, and 5 of the circuit. The 

assumption of differential symmetry eliminates the need to simulate strikes at nets 2, 4, and 6. 
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Finally, to ensure the worst-case scenario is simulated, the SET is injected at varying times in the 

clock cycle [Ar11].  

To quantify the results, the period of each clock cycle is measured from rising edge to rising 

edge and compared with the ideal 640 ps clock period. The variation from the ideal indicates a 

temporary shift in clock phase and is referred to as the phase displacement. Errors are identified 

as the clock period deviating from the ideal clock value by more than a threshold determined by 

the characteristics of the application. In this case, a phase displacement of more than 80 ps 

(0.125π radians) is identified as an error. The maximum and average phase-displacement errors 

from simulations of the CML to CMOS circuit are shown in Fig. V-21. The most sensitive node, 

net1, indicates an error at an LET greater than 5 MeV-cm2/mg and a missed clock bit (phase 

displacement greater than π radians) at an LET greater than 10 MeV-cm2/mg. The missed clock 

bits recover with the following bit and thus are limited to a value of 2π radians. 

A normalized cumulative distribution function (CDF) of the baseline results is shown in Fig. 

V-22. The CDF gives an indication of not only the number of events, but also the magnitude of 

those events. The figure can be read the percentage of events (y-axis) that occur up to a given 

phase displacement (x-axis). In this case, the net1 line indicates that 78% of events occur within 

the 0.125π radian error bound (that is, 22% result in errors). Less than 10% of clock cycles from 

nets 3 and 5 result in errors.  
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Fig. V-21: Maximum (top) and average (bottom) phase displacement for SE strikes for nets 1, 3, 
and 5. Results falling above the dashed line are considered errors. 

 

 

 
 

Fig. V-22: Cumulative distribution function of likelihood of magnitude of phase displacement. 
Events to the right of the vertical line are considered errors. 
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Comparator 

A schematic of the data path of the comparator is shown in Fig. V-23. The sensitive nodes 

are noted as Data, Latch, and Out. For simulations of the comparator data path, the use of the 

XNOR gate as an error flag proved to be non-ideal because of the cross-coupled inverter pair. An 

error on one side of the differential signal triggered an error on the other side, typically during 

the same clock cycle and therefore no error was detected. Examples of the expected error 

triggering and the more common result are shown in Fig. V-24. 

Data-path errors are identified by finding state transitions in the output signal rather than the 

XNOR status signal. Table V-4 lists the number of simulations that result in errors for each of 

three nodes (with the assumption of symmetry).  

 

 
 

Fig. V-23: Simulated schematic of comparator. Out_p and Out_n lead to latches that sample the 
value at the node using the rotated clock. The latched signals are compared with an XNOR gate 
to indicate an error.  
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Fig. V-24: Illustration of an error captured with the XNOR error signal (top) and an error missed 
by the XNOR gate (bottom). 

 

Table V-4: Unhardened comparator error count by node and strike-type. 
Node LET 

(MeV-cm2/mg) 
# Errors 

Data 5 0 
 10 4 
 20 9 
 30 17 
 40 20 
Latch 5 6 
 10 11 
 20 13 
 30 16 
 40 17 
Node 5 5 
 10 9 
 20 11 
 30 16 
 40 16 
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Summary 

 

This chapter introduces the single-event response of the unhardened SerDes subcircuits. The 

results suggest three recurring themes: sensitivity in CML, current amplifiers, and when pin-

selectability is used to provide trimming for equalization or for power savings. The upcoming 

chapters address each of these concerns by first discussing the primary sensitivities as groups 

then applying RHBD techniques in a example case for CML, current amplifiers, and pin-

selectability. 



 81 

CHAPTER VI 

 

COMMON VULNERABILITIES IN SEE RESULTS OF SERDES CHARACTERIZATION 

 

The previous chapter introduces the errors seen in the mixed-signal portions of the SerDes 

device. Simulation results reveal three primary vulnerable circuit structures: CML, the interface 

between signal types, and within pin-selectable options. This chapter gives a summary of 

characteristic errors for the common vulnerabilities and is intended to be a “quick reference” to 

each of the scenarios. 

The data path, clock, and bias circuitry system are three of the cornerstones of 

communications system design. Each of the errors is related to one (or more) of these design 

concerns. The CML errors and the signal-type interfaces are associated with the data path and the 

clock and the pin-selectable options are associated with the bias circuitry. To more fully describe 

the categories, the pre-amplifier and CML to CMOS converter from the phase-rotator are used to 

discuss hardening of the CML and interface errors, respectively, in the following chapters. 

 

CML Errors 

 

The sensitivity of the CML circuitry depends strongly on the tail current of the differential 

amplifiers. Differences in the experimental and simulation results from the 6 dB pre-amplifier 

show this dependence on bias conditions. In addition, simulation of the mixer of the phase 

rotator indicates CML sensitivity. Chapter VII develops the SET mitigation strategy for CML 
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circuitry through application of differential charge cancellation (DCC) in both the pre-amplifier 

and the phase rotator. 

 

CMOS-CML Interface 

 

A recurring theme of sensitivity in circuits that transition between signal domains is apparent 

through the simulation of the SerDes subcircuits. The primary sensitive nodes are found in the 

current amplifier structures. These transitions are found in the phase rotator, the pre-amplifier, 

and the comparator. Hardening techniques for the CML to CMOS circuit in the phase rotator are 

presented in Chapter VIII. DCC shows to be the most effective hardening solution and presents 

few design penalties in terms of power, speed, and area. Results for application of DCC to the 

current amplifiers in the pre-amplifier and the comparator are also presented in Chapter VIII. 

 

Power and Bias Options 

 

An underlying theme also emerged in discussion of SEE characterization: power 

consumption. Under high-current-drive conditions, CML circuits proved to be robust to SETs. It 

is up to the designer to balance circuit hardness with power consumption. Due to the high current 

draw of CML, designers often provide power-down circuitry for times when the SerDes might be 

operating in either a transmit- or receive-only condition. A power-down transistor is found to be 

extremely sensitive to SETs. 
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CHAPTER VII 

 

RADIATION-HARDENED-BY-DESIGN TECHNIQUES 

 

Introduction 

The concept of radiation-hardened-by-design (RHBD) has become attractive with the 

decreased demand for dedicated radiation-hardened fabrication facilities. Rather than relying on 

a fabrication process to mitigate errors, designers modify circuits and layouts to best avoid 

problems with radiation effects [La03]. Analog and digital circuits require different RHBD 

approaches.  

The penalties for RHBD techniques for both analog and digital circuitry typically come in the 

form of layout area, circuit speed, and power consumption. With the increased awareness of 

charge sharing, analog RHBD techniques have used the phenomena to mitigate SETs through 

common-mode rejection. The assumption of a high common-mode-rejection-ratio (CMRR) 

allows charge generated on neighboring transistors to be canceled. In order to capitalize on the 

generated charge, sister devices are placed close together in the layout to promote charge sharing 

and use common mode rejection to mitigate the propagating transient [Ke07], [Ar10]. 

This chapter presents background for digital and analog RHBD techniques. However, the 

primary focus of the chapter is differential charge cancellation (DCC) – the primary technique 

used in the hardening of CML and domain interface circuitry. Experimental validation of the 

concept of the DCC technique is presented. 
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Digital RHBD Techniques 

 

Digital RHBD techniques include charge dissipation techniques and redundancy. Charge 

dissipation techniques include the addition of a capacitor, increasing the W/L ratio of the 

transistors, and/or adding decoupling resistors or additional transistors to the circuit. These 

techniques generally slow the circuit response through the addition of capacitance (a particularly 

undesirable effect in high-speed communication devices) and increase area.  

Redundancy techniques use copies of information to ensure a correct copy is preserved for 

later in the circuit and the concept is succinctly described in Lacoe’s 2003 Short Course notes 

[La03]:  

SEU hardening by redundant circuit design approaches is based on three 
fundamental concepts: (1) Information storage redundancy maintains a source of 
uncorrupted data after an SEU, (2) feedback from the non-corrupted data storage 
location can cause the corrupted data to recover after a particle strike, and (3) the 
“intelligence” needed in the feedback to cause recovery of the proper location can 
be derived from the fact that the current induced by a particle hit flows from n-
type diffusion to p-type diffusion. 

 
Triple-modular redundancy (TMR) involves creating three copies of an unhardened logic 

block connected to the same clock and data line. The three blocks lead into a voting circuit as 

illustrated in Fig. VII-1. This majority voter and assumes that only one copy of the logic will be 

struck. The circuitry must be refreshed periodically to ensure that errors are only present for one 

clock cycle and do not linger for future voting opportunities [He99]. To enhance the 

effectiveness of the concept, designers ensure that the physical layout of the transistors in the 

logic blocks were separated such that an ion strike is not likely to affect multiple nodes. The area 

penalty of TMR is the primary concern for this SE mitigation technique.  
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Fig. VII-1. Block illustration of TMR (after [Bl02]) 
 

 

Other implementations of redundancy are temporal redundancy [Mav00], spatial redundancy 

[Ca96], or a combination thereof [Mav00]. These will not be discussed further in this paper, but 

are mentioned here for completeness.  

 

Analog RHBD Techniques 

Analog-specific circuit hardening has only recently begun to amass a significant literature 

base. Traditional hardening techniques involve increasing the current drive, adding extra 

capacitance to a sensitive node, low-pass filters, and redundant circuitry [Lo06]. Recently, dual-

path hardening [Fl08], [Ol08] and techniques that exploit the charge-sharing phenomenon 

[Ke07], [Ar10], [Bl10] show promise in the mitigation of single-event transients (SETs) in 

analog circuitry. These techniques are outlined in this section. 
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Traditional Analog RHBD Techniques 

Traditional analog RHBD techniques include charge dissipation and filtering [La03]. In 

charge dissipation, the current drive is increased through key points in the circuit typically by 

increasing transistor widths. This provides sufficient drive current to minimize the impact of 

generated charge and attenuate SETs. Filtering involves the addition of capacitance to sensitive 

nodes to create a low-pass filter that increases the time constant of the node so that the transient 

will not propagate to the output. These techniques have primary drawbacks of power 

consumption and degraded speed, respectively. In fact, any capacitance added to sensitive nodes 

of this circuit degrades the performance of high-speed circuits such that filtering is eliminated as 

an RHBD option. 

 

Charge Sharing RHBD Techniques 

Reduced spacing requirements in sub-micron technologies have introduced charge-sharing 

effects that are detrimental to single-event hardening techniques shown to be effective in larger 

(250 nm or greater) processes [Ol05], [Bl05], and [Am06]. This phenomenon, previously 

considered a detriment to all circuit operation, is exploited in recently-developed techniques to 

mitigate single-event effects (SEE) in fully-differential analog circuits, which have been shown 

to be sensitive to single-event transients (SET) [Ste06], [Lo06], and [Fl08].  

In previous work, TCAD simulations of a radiation-hardened by design (RHBD) layout 

approach were presented using common-centroid transistors in a fully-differential data path to 

mitigate the effects of single-events through common-mode rejection with promising results 

[Ke07]. This work has been tested experimentally [Ar10] and is described in the next section. 
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The technique has been expanded for use in non-differential circuits such as operational 

amplifiers [Bl11] and bias circuitry [Bl10]. 

 

Differential Charge Cancellation 
Experimental results of a RHBD layout technique designed to mitigate SEEs in a 65 nm 

technology by exploiting charge-sharing phenomenon in differential circuitry are presented in 

this section. The layout technique minimizes the distance between the drains of sister devices in 

the differential signal path through matched and common-centroid layouts to maximize the 

likelihood of an ion strike affecting both sides of the differential pair, therefore cancelling some, 

or all, of the resulting transient. The sensitive area is significantly reduced to standard layouts 

that do not promote charge sharing. Results from this study indicate that a practice of layout with 

close drain proximity for sister transistors along the fully-differential signal path will greatly 

reduce both the sensitive area of the circuit and the amplitude of resulting transients. 

The advantages in dynamic output range and noise rejection over single-ended circuits make 

differential topologies the accepted standard for high-performance analog design [Am06]. The 

sample and hold (S/H) amplifier (Fig. VII-2), has several examples of “sister” devices, i.e. 

matched components on different sides of the differential data path. These device pairs feature 

two transistors connected such that any differential voltage applied to the inputs is amplified, 

making single events (SE) particularly detrimental. However, assuming a large common mode 

rejection ratio (CMRR), any common voltage applied to both the inputs is rejected (Fig. VII-3).  
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Fig. VII-2: The S/H amplifier is a commonly used differential switched-capacitor circuit. The 
dual-data path provides a large dynamic output range and high noise rejection and has several 
examples of “sister” differential transistors. 

 

For circuits in which device matching is a priority, a common-centroid layout approach is 

used in which devices are arranged around a center location so that the effects of process 

variation, gradient effects, and random noise are cancelled [Has06]. This is typical in differential 

pair inputs, but not necessarily used for other sister devices along a differential signal path such 

as switching transistors.  

Single-ended analog circuits will be negatively affected by multiple devices collecting 

charge. On the other hand, the results of [Ke07] suggest that, in fully-differential A/MS circuits, 

the effects of charge sharing may be smaller than that of single-ended circuits if common-mode 

rejection properties of sister devices are used. In this case, drains in close proximity and, if 

possible, common centroid layouts are expected to minimize the effects of SETs on the circuit. 
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Fig. VII-3: Illustration of single-ended and fully differential operation. An injected transient on a 
single-ended amplifier will be propagated with the signal while a transient shared by the inputs 
of a fully-differential amplifier will be cancelled. 

 

Experiments 
Proposed RHBD layout examples for single-transistor (SX) and parallel-unit-cell transistor 

(PX) differential pairs are shown in Fig. VII-4. These pairs are arranged in a common well with 

drains located as close as design rules allow and, when applicable, in a common-centroid 

configuration. The co-location of the drains is contrary to conventional RHBD layout guidelines, 

but is desirable for common-mode charge rejection. 

 
Fig. VII-4: Proposed charge-sharing layout designs single (SX) (top) and unit-cell (PX) (bottom). 
The drains of the devices are placed as close as design rules allow. The transistor pairs are placed 
a common well. 

 

Single-Ended 

Fully-Differential 

 



 90 

The circuit used in the experimental portion of this study (Fig. VII-5) is designed to test the 

effectiveness of the layout technique for mitigating SEEs. The circuit is fabricated in an IBM 65 

nm bulk CMOS process and is based on a charge-sharing measurement circuit previously 

described in detail in [Am08]. Briefly, the voltage at struck nodes of a test device is compared to 

a reference voltage to determine the charge on a capacitor. Separate test circuits are available for 

SX and PX configured as in Fig. VII-4. The bottom panel of Fig. VII-5 shows the layout for PX.  

The efficacy of this approach is evaluated using a through-wafer two-photon absorption 

(TPA) single event upset mapping technique (described in Chapter IV) performed at room 

temperature.  TPA generates electron-hole pairs in silicon, mimicking an ion strike by focusing 

optical pulses through the substrate into the active areas of the circuit. 

The tests were performed at the Naval Research Laboratory laser facility in Washington, DC. 

Data were collected using an automated system tailored specifically to this experiment. The 

primary change to the standard system involved incorporating an automated voltage sweep into 

the die scan. At each point in the scan, data were taken for a range of voltages. The drawback of 

this modification was the additional time required for data collection at each point in the voltage 

sweep.  

During a SEE test of this circuit, there are three phases of operation: pre-charge, hit, and 

evaluate. During pre-charge, the 516 fF target capacitors are charged to a test-controlled voltage 

and the reference voltage. The hit phase is the laser strike. At this point, all of the switches are 

open and the target nodes are floating. As a result of the hit, some charge stored on the target 

capacitors is removed. Finally, during the evaluate phase, the sense amps are enabled to compare 

the voltage at the drain of each transistor to the reference voltage. 
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Fig. VII-5: Schematic diagram of test circuit and the RHBD PX layout. All capacitors in the 
schematic are 516 fF. Two non-overlapping clocks, PreCharge and S(enseAmp), are precisely 
timed with the laser repetition rate. 

 

The pre-charge and evaluate clock cycles for the circuit are synchronized with the laser pulse 

operating at a pulse repetition rate of 1 kHz in this case. The timing of the clocks with the laser 

ensures each laser pulse hits the target shortly after pre-charging and just prior to evaluation, 

ensuring an event occurs at each evaluate phase and that there are no strikes during the pre-

charge phase, which would potentially distort the results. A timing diagram is shown in Fig. VII-

6. 
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Fig. VII-6: Timing diagram for data collection. Voltages are set during pre-charge, the laser 
strikes, and then the state is evaluated (out 1 and out 2) when the sense-amp clock is active. Pulse 
widths are not to scale. Out 1 and out 2 are either on or off. 

 

For data collection, the SX and PX target devices are scanned by the laser using a step size of 

0.3 µm. For each location in a scan, pre-charge voltage at the hit nodes is swept in 25 mV steps 

with respect to the reference voltage. The voltage at which the sense amp switches states, that is, 

the value of the swept voltage when the post-strike voltage at the test node exceeds the reference 

voltage is recorded. This value is converted to charge using the Q = CV relationship. The 25 mV 

step size allows a charge resolution of 12.9 fC. The resulting collected charge for each transistor, 

A and B, is recorded independently for each location in the scan for charge-sharing analysis. 

Data are taken at a sufficiently low laser pulse energy (2.86 nJ) such that no upsets are observed 

above a 950 mV target voltage in the most sensitive region of the circuit, ensuring that the 

collected charge may be measured throughout the circuit. 

  



 93 

Experimental Results 
The results of the scans for the transistors of SX and PX are normalized with respect to the 

maximum collected charge in their respective scans to remove die-to-die and day-to-day 

variations in the data caused by experimental error. To quantify the improvement in net collected 

charge over an isolated device, data from one transistor of each layout configuration are used as 

the charge that would be collected by an individual, isolated transistor. This is possible because 

the laser generates enough charge that the individual transistors are not competing for the charge. 

These values are referred to as baseline-single-transistor (BLSX) or baseline-parallel-transistor 

(BLPX) in the data.  

Due to time limitations, only a portion of each device was scanned during test. Care was 

taken during design to ensure a symmetric response of the circuit to enable the mirroring of the 

data to complete the scans for analysis. Efforts were made to make the analyzed area for both 

layout configurations comparable.  

To illustrate the improvement in SE response due to the layout technique, the amount of 

charge collected by each transistor, A and B, at each location in the scan is measured as 

described in the previous section. When one transistor collects more charge than the other, the 

“excess” charge is recorded as the differential charge at that point for the transistor having the 

larger charge. For example, if A has an experimental charge of 30 fC and B has a charge of 50 fC 

for the same scan location, B has a differential charge of 20 fC in that location. 

Fig. VII-7 shows a surface plot of the charge of BLSX and BLPX and the differential charge 

of transistor A in SX and PX. Qualitatively, the differential charge shows significant 

improvement over the baseline case with an approximate improvement of 40% to 60% in the 

peak collected charge for SX and PX, respectively. For clarity, the results for transistor B are 

omitted from figures, as they are symmetrical to the results of A. 
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Fig. VII-7: Surface plots of charge collected at points in the die scan. Charge collected by a 
single transistor for each configuration, BLSX  (left) and BLPX (right), is shown in the top row. 
Differential charge is shown in the bottom row for SX (left) and PX (right). 

 

Fig. VII-8 shows a distribution of collected charge versus device area to enable direct 

comparison of and to quantify improvement of the sensitive area of the devices. This figure, 

based on the concept of a cumulative distribution function (CDF), shows the amount of area (x-

coordinate) that collects an amount of charge (y-coordinate) or less in the device for each of the 

four scenarios. The total area for the SX and PX layouts is 46 µm2 and 49 µm2, respectively. As 

an example, for a theoretical critical charge (Qc) of 100 fC, the BLSX data show that 

approximately 41 µm2 of the 45.9 µm2 die collects at least 100 fC of charge. Said another way, 

4.9 µm2 of the device area collects charge greater than Qc. In this case, BLSX would have a 

sensitive area of 4.9 µm2. 

Table VII-1 is a summary of the sensitive area results with an arbitrary threshold of 100 fC. 

SX shows an improvement of 49% over the baseline case while PX shows a 93% improvement. 
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The increased perimeter of the BLPX scenario accounts for the collected charge larger than that 

of the BLSX device. This increased perimeter in the PX case is also the source of the 

improvement over the SX scenario. 

 

 
Fig. VII-8: Distribution of collected charge versus device area. Shows the amount of area (x-
coordinate) that collects an amount of charge (y-coordinate) or less in the device for each of the 
four scenarios from left to right: BLPX, BLSX, SX, PX. The total area for the SX and PX 
layouts is 46 µm2 and 49 µm2, respectively. 

 

Table VII-1: Sensitive areas collecting differential charge greater than 100 fC for Baseline and 
DCC SX and PX 

 SX (µm2) PX (µm2) 
Baseline 10.26 15.84 
DCC 5.22 1.08 

 

Sensitive Node Active Charge Cancellation 
Recent work has developed an effective mitigation technique called sensitive node active 

charge cancellation (SNACC) that relies on charge sharing and a current source that becomes 

active in the case of a SET event [Bl10]. The key concept of the technique is to create a circuit 
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structure that will provide a counter-current to cancel the current generated by a single-event. 

Figure VII-9 illustrates the basic concept of the SNACC technique. 

 

 
 

Fig. VII-9: Conceptual schematic of SNACC technique. A single-event strike to a sensitive node 
creates a current, ISET. SNACC provides a compensating current, ICOMP, generated through 
exploitation of the charge-sharing phenomenon. A strike on any area of the common layouts 
produces an opposite (and, ideally, equal) transient at the sensitive node. 

 

Fig. VII-10 shows a schematic of a bootstrap bias circuit with SNACC applied. The 

compensating current is provided by a current mirror structure in which a sister devices (M12 

and M7) are coupled with the sensitive PMOS and NMOS devices (M4 and M2), respectively. 

Transistor sizes relative to the sensitive circuit are labeled. The SNACC devices do not draw 

current during normal operation because they are biased “off”. Therefore, normal DC operation 

is not affected. 

SNACC requires that sister devices be laid out in the same manner as DCC. Transistors M12 

and M7 are split into equally sized parallel devices. M12’s transistors are interleaved with M11 

and M4 (one with each). The two sets are separated by a pair of interleaved NMOS devices to 

prevent charge sharing between the two sets of interleaved PMOS devices. Similarly, the two M7 

devices are paired with M2 and M8. 

In case of a SE strike on M4 or M2, if M12 or M7 are equally affected by the strike, a 

compensating current will be provided through the respective current mirror pairs, M8/M9 or 
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M10/M11, and will effectively cancel out the charge at the output and therefore, mitigate the 

transient. 

The SNACC technique adds capacitance to the node, which, in the case of a high-speed 

circuit, may eliminate SNACC as a hardening option. However, this same quality makes SNACC 

a very good candidate for DC circuits. There is also an area penalty for SNACC, but is typically 

much smaller than the area of a filtering capacitor that provides the same level of mitigation 

[Bl10].  

 

 
Fig. VII-10: Bootstrap current source with SNACC applied. Transistors M7-M12 are the devices 
added for the SNACC technique. M1-M4 are the core bootstrap device and M5 and M6 make up 
start-up circuitry. Figure from [Bl10]. 

 

Conclusions 

Background information for RHBD techniques used throughout the rest of this paper is 

presented in this chapter. Each technique has benefits and penalties. The choice of applied 

technique depends on the application and the circuit type. This is the primary topic for the 

remainder of the dissertation. 
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CHAPTER VIII 

 

SINGLE-EVENT CHARACTERIZATION AND HARDENING OF CML CIRCUITS 

 

Introduction 

This chapter introduces the results of hardening CML circuits. These occur in the data (pre-

amplifier) and timing (phase rotator) circuitry. In depth discussion of the pre-amplifier hardening 

is presented first. Results for the phase rotator circuitry are then presented. The outcome of this 

chapter is to identify the RHBD design considerations and establish recommendations for CML 

hardening. 

 

Pre-Amplifier CML Hardening 

 

Experimental results of the 6 dB pre-amplifier presented in Chapter V indicate SE sensitivity 

in the T9/T10 differential amplifier (Fig. VIII-1). The reason for this sensitivity was theorized to 

be a result of an off-chip bias at a current that caused the mirror devices to operate near the 

ohmic region. Simulations of the circuit as implemented in the full system indicate that altered 

biasing mitigates SETs to above an LET of 40 MeV-cm2/mg. However, these simulations have 

the differential amplifiers biased at a high current partly in the spirit of maintaining a fast 

switching time and partially in the spirit of driving the communications channel. Regardless, the 

increased current provides charge dissipation hardening. This section shows that even with 

reduced or non-ideal biasing, as seen in the experimental data, DCC can be useful for mitigating 
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SETs in CML circuitry, and establishes the technique as a recommended standard practice in 

CML circuit design. 

 

  
 

Fig. VIII-1: Simplified 6 dB pre-amp used in experiments. T0/T1 and T9/T10 are the differential 
amplifiers, T2/T3 is the output stage, and the current mirror includes each of the transistors at the 
bottom of the figure. The current drive increases from left to right on the schematic. Unlike the 
simulated device, the bias point is set off-chip. 

 

PDS in Pre-Amplifier 

To definitively establish the cause of the sensitivity in the T9/T10 differential amplifier, 

phase-dependent sensitivity (PDS) analysis is performed on the 4.6 pJ TPA data presented in 

Chapter V. Errors are defined as local maxima or minima with values less than 50% of the 

average maximum or minimum voltage of the transient (an example transient Fig. VIII-2).  
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Fig. VIII-2. Sample transient for a bit upset in T0/T1 resulting from a laser pulse energy of 6.9 
nJ. This is a typical example of the observed bit upsets throughout the circuit. The shaded region 
indicates the areas in which an error is identified. In this case, the error threshold is 50% of the 
average peak voltage. 

 

Fig. VIII-3 shows the number of errors in the scan binned with respect to the time of the laser 

strike in the data cycle. A sinusoidal signal with ideal output characteristics is overlaid for 

correlation with the binned data. The vulnerable portion of the data cycle is shown for the 

positive (Fig. VIII-3a) and negative (Fig. VIII-3b) outputs of the circuit (OUTP and OUTM, 

respectively) during a scan of the differential-pair transistors T9 and T10. The error profiles for 

the two outputs indicate the sensitive time in the cycle as the negative portion of the cycle, i.e., 

data LOW. 
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(a)      (b) 

 
Fig. VIII-3: Histograms of error counts superimposed on the data cycle for the outputs of a scan 
of the device operating at 2 Gbps with an incident laser energy of 4.6 nJ. OUTP (a) shows fewer 
errors overall than (b) OUTM due to excess noise on the OUTM signal. Errors are binned 
according to the time in the data cycle the laser struck the device. 

 

The PDS data provides the designer with a tool to determine the vulnerable percentage of the 

data cycle and assess the operating state of the scanned device during the vulnerable time, similar 

to the knowledge gained when performing a WOV analysis of a digital circuit. As an example, 

the data presented in Fig. VIII-3 show errors concentrated in the latter portion of the data cycle. 

Through circuit analysis (see Fig. VIII-1) and from knowledge of the test setup, this confirms 

that the cause for the errors is related to the biasing of the circuit. During the experiment, T9 and 

T10 were biased in such a way that when one side of the differential amplifier is pulling the 

majority of the tail current (during the extremes of the data cycle), the other transistor falls into 

the ohmic operating region. Any perturbation due to single events on the gate of a transistor 

operating in the ohmic region causes large fluctuations in current in the ohmic device. The 

disparity in number of errors between the OUTP and OUTM data is due to the area of T9 being 

truncated during the scan. 
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Using this information, an informed decision as to the proper hardening technique can be 

made. In this case, DCC is applied to T9/T10 to illustrate the effectiveness of the technique even 

with non-ideal bias conditions.  

 

SEE Hardening of the Pre-Amplifier 

CML 
In the previous sections of this chapter, the vulnerability of the differential amplifier 

involving T9 and T10 is shown and attributed to poor bias conditions. The options for hardening 

the CML portion of the circuit include charge dissipation, filtering, DCC, and SNACC, as 

described in Chapter V.  

As noted in the simulation results, the differential amplifiers are not sensitive to SEE up to an 

LET of 40 MeV-cm2/mg. This is due to the prescribed changes to the bias conditions and the use 

of charge dissipation. In simulations of the circuit in Fig. V-2, the most sensitive nodes are the 

current amplifier inputs to the first CML buffer. However, to test the efficacy of the DCC 

technique in a CML circuit not optimally biased, simulations are run on the experimental circuit 

(Fig. VI-3).  

The voltage-dependent models described in Chapter IV are employed to simulate charge 

sharing in the differential amplifiers in the circuit of Fig. VIII-1. Electrical models for the IBM 

90 nm CMOS9SF process are employed along with the experimental results for charge collected 

on the 65 nm DCC structures described in Chapter VII. The experimental results, though from a 

65 nm process as opposed to the 90 nm process of the test circuit, effectively show the benefits 

of the DCC layout technique. The results are intended to demonstrate the effectiveness of DCC 

using charge values gathered from physical devices in a DCC configuration.  
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Four scenarios are simulated. The first two, the baseline case, single (BLSX) and parallel 

(BLPX) unit-cell devices configured as in Fig. VII-4 (previous chapter), in a standard common-

centroid layout with sources adjacent, are simulated with a normal-incidence SE strike with 

charge collected by T9. The SE model is then configured for normal-incidence charge sharing. 

Each layout configuration is simulated with DCC applied: the DCC single transistor (DCC SX), 

and the DCC parallel transistors (DCC PX). The layout of the DCC transistors is configured as in 

the baseline case, but with the drains of the devices in close proximity. The values of generated 

charge for the devices in each simulation are extracted from experimental data from Chapter V 

and are summarized in Table VIII-1. Resulting transients are shown in Fig. VIII-4. The vertical 

line indicates the time of the maximum voltage excursion from the control case. 

The models are configured to simulate a normal-incidence strike, to best emulate the laser 

environment. Multiple simulations are run simulating the SE over the entire clock cycle, to 

ensure coverage of the highest phase sensitivity of the circuit. Resulting average and maximum 

output voltage excursions are shown in the legend of Fig. VIII-4. 

 

Table VIII-1: Simulated charge on T9 and T10 in each of the four simulated scenarios 
 T9 (fC) T10 (fC) 
BLSX 206.4 0 
BLPX 270.9 0 
DCC SX 165.12 41.28 
DCC PX 189.63 81.27 
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Fig VIII-4: Simulated transients at the outputs of the circuit in Fig. VIII-1 for strike conditions 
listed in Table VIII-1. The vertical line indicates the point of greatest excursion from the no-
strike condition. 

  

Improvement in circuit behavior is seen in both the SX and PX cases. From the baseline to 

the charge-sharing case, the maximum output excursion improved by 39% and 56% for the 

matched and centroid layouts, respectively. Greater improvement would be expected for an 

angled strike because the charge sharing would be more equal. These improvements put into 

context the significant improvement in a circuit application, even under non-ideal bias 

conditions. 

 

Phase Rotator 

The phase-rotator mixer circuit shown in Fig. VIII-5 is simulated with DCC applied to the 

circled nodes via the voltage-dependent model and the calibrated 90 nm values for charge-

sharing at 0˚ and 60˚ strikes. The transmission-gate input nodes, labeled “A”, with opposite 

signals (0/180 and 90/270) of the same channel type (NMOS or PMOS) are paired as described 
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in Fig. VIII-6. The remainder of the devices are paired as circled. Significant improvement is 

shown for error counts at each DCC pair (see Table VIII-2). 

 

Table VIII-2: Error count for phase rotator for DCC hardened and unhardened circuits. Node B is 
not simulated for P-strikes. 

Node LET 
(MeV-cm2/mg) 

# Errors 
(Unhard. 
N-strike) 

# Errors 
(DCC 0˚ 
N-strike) 

# Errors 
(DCC 60˚ 
N-strike) 

# Errors 
(Unhard. 
P-strike) 

# Errors 
(DCC 0˚ 
P-strike) 

# Errors 
(DCC 60˚ 
P-strike) 

Node A 20 4 0 0 2 0 0 
 30 12 5 0 7 0 0 
 40 14 6 5 8 0 4 
Node B 30 4 0 0 n/a n/a n/a 
 40 10 4 0 n/a n/a n/a 
Node D 20 6 2 0 2 0 0 
 30 7 4 1 2 0 0 
 40 10 4 6 6 0 2 
 

 

 
 

Fig. VIII-5: Phase rotator schematic with DCC sister devices identified. The transmission gate 
nodes are laid out as shown in Fig. VIII-6. The differential sister pairs are laid out in a similar 
fashion or as shown in Fig. VII-4. 
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Fig. VIII-6: Example layout for transmission gate pairs. The schematic represents the circled 
transmission gates in Fig. VIII-5. The drains of the same-type devices are adjacent to promote 
charge sharing. 

 

Results for the maximum phase displacements of the SETs are shown in Fig. VIII-7. DCC 

reduces the maximum phase displacements in each transistor pair by an average of 

approximately 70%. Normal strikes to the NMOS device in the transmission gates of Node A 

result in higher than usual phase displacements at high LETs.  

The CDF showing the improvement in circuit response at a LET of 40 MeV-cm2/mg is 

shown in Fig. VIII-8. Application of DCC for the P-strike results, both normal and angled, (Fig. 

VIII-8b) show significant improvement of the unhardened versions, particularly at the 

transmission gate inputs. 
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(a) 

 
(b) 

 
Fig. VIII-7: Maximum phase displacement for the N-strike (a) and P-strike (b) results for the 
CML subcircuit of the phase-rotator shown in Fig. V-15. Points in the shaded region are 
considered errors. The filled symbols indicate normal incidence simulations, the hollow symbols 
indicate simulated angled strikes. 
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(a) 

 
(b) 

 
Fig. VIII-8: CDF for DCC hardened phase rotator for N-strikes (a) and P-strikes (b). The left 
graph in each figure shows results for normal-incidence simulations, the right panel shows 
results for 60-degree incidence. Phase displacements to the right of the dotted line are considered 
errors. 
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Conclusions 

 

The presented results indicate the suitability of DCC hardening in the case of CML circuitry 

in either the data or clock path. It is important to design the circuits to keep the differential 

transistors operating in saturation, otherwise, the circuit is vulnerable to SEEs. However, to 

further insure against unwanted transients, it is recommended that the pairs of transistors employ 

DCC, as a RHBD default. 
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CHAPTER IX 

 

SINGLE-EVENT CHARACTERIZATION AND HARDENING OF DOMAIN INTERFACE 

CIRCUITS 

 

Introduction 

This chapter presents results and hardening techniques for the domain interface circuits. 

Again, DCC techniques are highlighted as effective mitigators of SETs in these important 

circuits. Errors in the CML to CMOS block of the phase rotator are characterized and the circuit 

hardening technique is described. In addition, SETs in the CMOS to CML portion of the pre-

amplifier circuit and the interface between CML and CMOS and the clock signal in the 

comparator are presented. The outcome of this chapter is to identify the RHBD design 

considerations and establish recommendations for domain interface hardening. 

 

Phase Rotator CML to CMOS 

 

Clock and Data Recovery 

A high-speed communications system with multiple lanes such as a XAUI interface, 

typically utilizes a system-wide phase-locked-loop- (PLL) based clock that is distributed to each 

of four lanes. The timing of each lane is independent until the signals are recombined after the 

data are deserialized. The distributed clock is retimed within the independent lanes to match the 

received differential serial data. The in-lane timing is accomplished within the CDR via a 

current-mode phase-rotator (see Fig. IX-1a). The resulting signal is converted to full-swing 
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CMOS logic in the CML to CMOS circuit block to be fed back to the input of the CDR 

comparator. 

The CML signal is converted to a full-swing CMOS logic signal through a design shown in 

the schematic in Fig. IX-1b. In this circuit, the CML signal is input as a differential controlling 

voltage on a current amplifier. The current-based clock signal is propagated to a cross-coupled 

common-source amplifier. The output of this amplifier goes to the input of a regenerative 

inverter that provides a full-swing output voltage.  

This conversion from CML to CMOS is necessary to ensure the decision threshold of the 

inverter is met with each clock swing. The consequence of an error in the CML to CMOS circuit 

is a missed clock cycle in the comparator of the CDR and can result in mistimed data. 

  
(a)      (b) 

 
Fig. IX-1: Block diagram of a typical receiver and CDR circuit (a). The CML to CMOS block 
converts the incoming PLL clock to CMOS logic for use in timing the CDR comparator. All 
signals are differential. CML to CMOS circuit (b) derived from [Ema07]. The limited swing of 
the CML inputs are translated to full-swing CMOS outputs through current-based data to a 
regenerative inverter pair. The CML inputs are received from the PLL clock that has been rotated 
to match incoming receiver data. The CMOS outputs are fed back into the CDR comparator to 
provide timing information. 
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Circuit Hardening for SEE Mitigation & Results 
In this section the charge dissipation and DCC techniques are applied to the baseline CML to 

CMOS circuit to provide a direct comparison of the techniques. Simulations are run as described 

in the previous section. 

 

Charge Dissipation Results 

Transistor widths are incrementally increased until no phase displacements exceeded a π-

radian threshold. In this case, the transistor widths of all devices except those in the regenerative 

inverter are quadrupled. The additional current increases the power consumption of the circuit 

from 3 mW to 21.7 mW. This design change also increased the active area of the circuit four-

times over. 

Maximum and average phase displacements are shown along with the worst-case (net1) 

baseline results in Fig. IX-2. The maximum phase displacements of net1 begin to exceed the 

error threshold at an LET of 20 MeV-cm2/mg. At all nodes, the average phase displacements are 

well within specifications and show at least an 80% improvement over the baseline average.  

Figure IX-3 shows the CDF with the baseline and charge dissipation results. Nets 3 and 5 are 

within the error range but approximately 9% of events from net1 fall outside the error criteria. 

Overall, 2.3% of the displacements are out of specifications, as compared to 3.5% in the 

unhardened circuit. These results indicate a significant improvement in single-event response for 

this technique. 
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Fig. IX-2: Maximum and average phase displacement for SE strikes in the circuit hardened by 
increased currents along with the baseline results (small icons and dotted lines). Events above the 
dotted lines are considered errors. The results for net5 fall in line with net3. 

 
 

Fig. IX-3: CDF for charge dissipation hardening scheme. The shift of the results to the left 
indicates an improvement in the hardening of the circuit. Events to the right of the vertical line 
are considered errors. 
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DCC Results 
The voltage-dependent SET models described in Chapter IV have a charge-sharing feature 

calibrated to experimental results for this 90 nm technology [Ka09]. This feature is necessary to 

accurately simulate the key mechanism of DCC. This model incorporates the effects of charge 

sharing between adjacent devices for normal and 60-degree strikes.  

The baseline circuit is analyzed for transistor pairs that provide a complementary response. 

These pairs are indicated in Fig. IX-4 and are simulated such that a strike to one transistor results 

in charge collection on the sister device. To fully realize the potential of the DCC technique, the 

baseline topology is modified by removing MP7 and MP8 (see Fig. IX-1b) and linking the tail 

current devices with a 2.5-kΩ resistor. Transistors F1 and F2 are laid out as DCC sister devices. 

Under normal operation, the added resistor maintains separation between nets 1 and 2, but the 

resistor allows current from the sister device to act as a single tail current and maintain operation 

in case of a SE strike. 

 
 
Fig. IX-4: CML to CMOS circuit with DCC devices indicated. The transistor pairs are laid out 
similar to a common-centroid layout, but ensuring the drains are as close in proximity as allowed 
by layout design rules. The circled area of the schematic indicates the design modification. The 
resistor is 2.5 kΩ. 
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The removal of MP7 and MP8 is key to the success of DCC at net1. The primary cause of 

disruptive transients on this node is due to a lack of headroom with the 1 V rail voltage and 

three-transistor stack (two PMOS and one NMOS device). It takes little generated charge to 

force the transistors, NMOS or PMOS, out of saturation. The functionality of MP7 and MP8 is to 

improve the matching of MP1 and MP2. However, with the recommended DCC layout, the 

physical match is sufficient for a rail-to-rail CMOS output. 

Figure IX-5 shows the maximum and average phase displacement results of the circuit 

response with DCC implemented for normal (Fig. IX-5a) and angled (Fig. IX-5b) strikes to the 

pairs of sister devices. There is little improvement over the baseline phase displacement for the 

maximum strikes at normal incidence. The irregular maximum phase displacement values for 

net3 for LETs 20 - 40 MeV-cm2/mg in Fig. IX-5a and the large increase in the maximum phase 

displacement for net1 at an LET of 40 MeV-cm2/mg in Fig. IX-5b result from the net charge on 

the node and the ratio of the charge collected by devices A1 and A2, and F1 and F2, respectively. 

Normal strikes on net1 show the least amount of improvement in the average phase displacement 

over the unhardened circuit, yet still improved the average by 50% over the unhardened circuit. 

The angled strikes show an improvement on the average phase displacement on par with the 

charge dissipation results, approximately 80%.  

The CDF results for DCC at normal and angled incidences are shown in Fig. IX-6. Normal-

incidence strikes on net1 result in errors in approximately 2.2% of the events, angled strikes 

result in errors in approximately 0.4% of the events. Normal and angled strikes result in errors 

over all of the nets in 1.5% and 0.25% of the events, respectively. This is a significant 

improvement over the baseline circuit. 
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The DCC technique offers hardening without any additional power consumption. 

Additionally, aside from the added resistor, there is no area penalty. The key change in the 

design is the removal of MP7 and MP8 to provide sufficient voltage headroom. In addition, the 

sister devices should be laid out in a modified common-centroid fashion with the drains as close 

as design rules allow. 

 

Discussions and Tradeoffs 
RHBD techniques inherently have design tradeoffs. This section compares the penalties of 

the techniques presented in the previous section in terms of speed, power consumption, and area. 

Table IX-1 summarizes the penalties for the RHBD techniques.  

The power (7x) and area (4x) penalties for the charge dissipation technique are severe, but 

result in a dramatically hardened circuit. The penalties for the DCC technique are minimal, but 

there is an angular dependence of the results. The DCC technique works best when charge 

sharing is at a maximum (angled strikes).  

Table IX-2 shows the number of analyzed phase displacements that exceed the 80 ps error 

bound. For each scenario, 1800 clock cycles are analyzed: 3 nodes, 6 LETs, 10 strike times 

through the clock cycle, 2 strike types (n-hits and p-hits), and 5 clock cycles at the time of the 

strike. DCC has, overall, fewer errors than charge dissipation, but the maximum error phase 

displacement is larger than those of charge dissipation. 
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(a) 

 

 
(b) 

 
Fig. IX-5: Maximum and average phase displacement results of DCC hardening at normal (a) 
and 60-degree angle (b). In all cases, improvement is seen over the unhardened circuit. Events 
above the dashed lines are considered errors. 
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(a) 

 

 
(b) 

Fig IX-6: CDF of DCC hardened circuit along with baseline results for normal strikes (a) and 
angled strikes (b). Events to the right of the vertical line are considered errors. 
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The ultimate decision as to which hardening technique is used depends on the specific 

application. If power and area are not a concern, the relatively small effort in modifying the 

layout of a circuit with increased current drive may drive a designer to choose charge dissipation. 

On the other hand, area and power penalties may deter the designer from using charge 

dissipation or may encourage a combination of charge dissipation and DCC. In this case, it is not 

advantageous to combine the two techniques because any increase in size of devices in the 

current amplifiers leads to higher current gain, which amplifies any remaining errors. 

 

Table IX-1: Design penalties of charge dissipation (CD) and differential charge cancellation 
(DCC) RHBD techniques. 

 CD DCC 
Power 7x None 
Area 4x Minimal 

Speed None None 
 

Table IX-2: Number of errors (phase displacements exceeding 80 ps) for unhardened, charge 
dissipation (CD), and DCC at normal (DCC0) and angled (DCC60) strikes. 

 Unhardened CD DCC0 DCC60 
Net1 90 77 22 5 
Net3 13 2 13 4 
Net5 23 2 20 0 
Total 126 81 55 9 

 

Comparator CML to CMOS with Clock 

 

DCC is applied to three nodes of the simulated comparator circuit. These are the 

complementary nodes of Data, Latch, and Out, as identified in Fig. IX-7. Again, errors are 

counted as when the output of the latches switches states. Because the timing of the circuit is 

driven by the clock received from the phase rotator, a full set of simulations are run with the 
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clock rotated with respect to the data to determine any phase-related sensitivity. These errors are 

counted in the tally in Table IX-3. The DCC technique is shown to be effective in reducing the 

number of errors at each node. 

 

 
 

Fig. IX-7: Simulated schematic of comparator. Out_p and Out_n lead to latches that sample the 
value at the node using the rotated clock. The latched signals, Out_p and Out_n are compared 
with an XNOR gate to sense an error.  
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Table IX-3: Number of errors for unhardened and hardened comparator at Data, Latch, and 
Output nodes for unhardened, normal strikes with DCC, and angled strikes with DCC. 

Node LET 
(MeV-cm2/mg) 

# Errors 
(Unhardened) 

# Errors  
(0˚ Strike) 

# Errors 
(60˚ Strike) 

Data 5 0 0 0 
 10 4 3 5 
 20 9 5 5 
 30 17 9 9 
 40 20 16 11 

Latch 5 6 3 4 
 10 11 11 5 
 20 13 12 9 
 30 16 13 14 
 40 17 12 14 

Node 5 5 4 1 
 10 9 8 7 
 20 11 10 10 
 30 16 11 12 
 40 16 13 13 

 

 
Pre-Amplifier CMOS to CML 

 

The simulations of the pre-amplifier show the CMOS to CML circuitry to be the most 

sensitive nodes to SET in the correctly-biased pre-amplifier circuit. When the complementary 

nodes (Data_P/Data_N and NodeA/NodeB from Fig. IX-8) from the inputs are subjected to the 

DCC technique, results show an improvement in the maximum phase displacements (Fig. IX-9). 

The CDF plot also shows improvement as seen in Fig. IX-10. 

 
 

Fig. IX-8: Simulated pre-emphasis and buffer schematic. Data_P and Data_N are paired using 
the DCC technique as are Data_P/N and NodeT_P/N.  
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Fig. IX-9: Maximum phase displacement results for strikes on Data_P and Node A of the pre-
amplifier shown in Fig. IX-X. 

 

 
 

Fig. IX-10: CDF plot for nodes Data_P and Node A for hardened and unhardened conditions. 
The inset figure shows a magnification of the upper-left corner of the larger figure. 
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Conclusions 

 

The presented results indicate the suitability of DCC hardening in the case of domain 

interfaces circuitry in both the data or clock path. Identification of opportunities to exploit the 

differential nature of the circuitry is important. In the phase rotator’s CML to CMOS circuit, 

because of the cross-coupled devices in the circuit, DCC sister pairs are not mirror images. In 

addition, the phase-rotator CML to CMOS circuit was modified to create an effective single tail 

current on the inputs of the device. This modification allows DCC to be applied to the NMOS 

and PMOS devices at this node. 
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CHAPTER X 

 

RHBD GUIDELINES 

 

The single-event (SE) characterization of high-speed communications systems finds common 

vulnerabilities at signal domain interfaces, in CML circuits, and in bias circuits. The previous 

chapters show hardening techniques for the domain interface and CML sensitivities. The 

cumulation of these studies lead to three general RHBD guidelines for the design of high-speed 

communications systems.  

 

Guideline 1: RHBD in Signal Domain Interfaces 

 

Domain-interface errors occur in the system where the data signal is transferred from full-

swing digital to CML or vice-versa, typically a mixed-signal circuit. This transition occurs 

within the pre-emphasis stage in the transmitter when CMOS logic is converted to CML. The 

timing feedback of the CDR in the receiver includes circuitry to convert CML to CMOS logic. 

These interfaces are within the signal and clock classifications and often employ current 

amplifiers to make the transition to/from full/limited swing. The DCC technique is used to 

mitigate these errors. 

To accurately characterize the SE response of the signal-domain interfaces, care must be 

taken while determining the division of subcircuits for simulation and/or experiment. The 

transition from one signal domain to another should not be divided between two subcircuits for 

either simulation or experiment. This may involve using the output stage of one subcircuit as the 
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first stage of the next or the input stage. For example, in the original SerDes transmitter circuit 

used in this dissertation, the level shifter was split at the “Data_N” and “Data_P” nodes (see Fig. 

X-1). Recall the differing inputs for simulation and experiment in Fig. V-1. Simulation only 

finds errors when the level shifter is simulated with the pre-amplifier. The described 

experimental test structure does not test the domain interface at all. 

The determination of “sister devices” in the circuits is the key to successful application of 

DCC in the translating circuits. In most circuits, such as the pre-amplifier, DCC is applied to the 

complementary devices as seen in Fig. X-1. At times, the sister devices are not as obvious, such 

as in the CML to CMOS circuit of the phase rotator (Fig. X-2). The cross-coupled current 

amplifier makes the device connected to the mirroring structure to have better common rejection 

than the complementary differential device. The CML to CMOS circuit also demonstrates how, 

with slight modification, DCC can be applied to nodes that would normally not work with the 

technique. In this case, MP7 and MP8 are removed and the tail currents on the input pair are 

effectively combined, but separated by a resistor. Designers should look for opportunities to 

apply DCC whenever possible. 

 
 
Fig. X-1: Pre-amplifier schematic with DCC sister devices identified. Device pairs ‘A’ and ‘B’ 
are related to the domain interface errors. Pairs ‘C’ and ‘D’ have DCC applied as part of CML 
hardening. 
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Fig. X-2: Unhardened CML to CMOS circuit (left) and hardened circuit with DCC sister devices 
identified (right). Due to the cross-coupled current amplifier, the pairs are not always 
complementary devices of the differential signal. Also, modification from the original schematic 
makes DCC possible with device pair ‘F’. 

 

Guideline 2: RHBD in CML 

 

CML errors involve the mixed-signal circuitry in which high-speed data needs to propagate 

as efficiently as possible. CML consists of differential amplifiers that operate with a limited 

voltage input and output swing. If these circuits are not biased correctly, the transistors may be 

forced to operate in the linear region and can become more susceptible to an ion strike. DCC is 

also used to mitigate these errors. 

It is recommended that all CML differential pairs be laid out with the DCC technique. There 

is no penalty for speed, power, or area and DCC provides some protection for cases in which the 

bias conditions may not be ideal. These situations could be a poor input value, aging of the 

circuit, or even tail current adjustments such as those in the phase rotator. The pre-amplifier 
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circuit with a non-ideal bias (as was used for experiment) shows a 56% improvement in 

simulations with DCC applied to T9/T10 (Fig. X-3). 

 
 

Fig. X-3: Pre-amplifier circuit used in experiment with non-ideal biasing. When DCC is applied 
to the differential pairs T0/T1 and T9/T10, the SE response is improved by 56%. 

 

Guideline 3: RHBD for Power Circuitry 

Bias errors result from SE strikes on DC circuitry. In the circuits simulated for this study, no 

significant errors are found in the bias circuits. However, the majority of the currents operate in 

the hundreds of micro-amps to tens of milliamps, which, by default, set up a charge dissipation 

situation. Also, for noise reduction, low-pass filters are employed throughout the current tree. 

Again, the filters aid in the suppression of SETs.  

In cases where bias or other single-ended steady-state circuits are not hardened through 

convenient charge dissipation and filtering, the SNACC technique is recommended. Like 

filtering, the primary penalty of SNACC is area. However, SNACC is more area-efficient than 

filtering in terms of single-event amplitude and duration. Recent simulations of SNACC applied 

to a bootstrap current source designed in a 90 nm process show more than 60% improvement in 

both amplitude and duration of transient. For more information, refer to [Bl11]. 

Finally, Pin-selectability is convenient in situations where power-down circuitry, alternate 

protocols, or test conditions are needed as options. However, the ramifications of the circuitry 
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such as an accidental power-down, a change to a less-than-optional bias condition, or an 

inadvertent test condition must be addressed at the time of circuit design by employing SNACC, 

TMR, or other traditional hardening technique. 
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CHAPTER XI 

 

CONCLUSIONS 

 

From a system design point-of-view, four primary functions of a communications system 

must be considered prior to design: data flow, power, timing, and environment. The architecture 

of the device is chosen to optimize the performance in each of these areas based on the intended 

operating conditions. Typically, a system is designed as individual functional blocks. For 

example, a SerDes system is designed as a transmitter and receiver communicating over a 

communications channel. However, if the system is considered as a whole, “global” signals can 

be identified: the signal path, bias circuitry (including the power supply), and the clock. These 

can be referenced to the primary considerations of system design: data flow, power, and timing, 

respectively. 

In this work, for the first time, vulnerabilities to SE are identified in circuitries that interface 

between signal domains, such as from full-swing digital logic to CML and vice-versa. These 

interface circuits are found in the data path and the clock circuitry. Traditional and recently 

developed analog RHBD techniques are compared for suitability in high-speed, low-power 

applications. In addition, the division of subcircuits with mindfulness to keep together the whole 

of the domain interface circuits for simulation and experiment is noted for the first time.  

Experimental validation of the DCC technique and simulations using the experimental data 

on the pre-amplifier circuit advance the development of this hardening method. The pre-

amplifier simulations indicate that DCC is effective in CML even when the circuitry is not 
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optimally biased. The DCC technique is used throughout this work and found to be the preferred 

method of hardening high-speed differential circuits. 

DCC is applied to domain-interface circuitries resulting in mitigation of SETs by up to 80% 

with no appreciable power, area, or speed penalties. In some cases, it is advantageous to modify 

slightly the circuit topology to allow the use of DCC, as seen in the CML to CMOS circuit of the 

phase rotator. The DCC layout technique can provide significant improvement in single-event 

hardness for a range of high-speed differential circuit designs with minimal impact to the 

circuit’s footprint. 

While developed for SerDes, the RHBD recommendations can be applied to any CMOS 

high-speed communications device. The techniques that exploit charge sharing will only become 

more effective as technologies scale. These recommendations are summarized as follows: 

1.) Identify domain interface circuitry, do not split the interface over multiple subcircuits, 

and apply DCC to sister devices. Be aware that the sister devices are not always the 

complementary devices. Modifications to the circuit can make DCC an option, 

particularly in the case of tail currents. 

2.) Apply DCC to all differential pairs in CML. This provides protection in the case of 

varying tail currents, aging, or biasing errors. 

3.) Apply SNACC to bias circuitry in low-power scenarios. 
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