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CHAPTER |

INTRODUCTION

Analog-to-digital converters (ADCs) are necessaiicuits in many space,
military, and medical circuit applications. Intgknce, surveillance, reconnaissance, and
communication missions all require high performakd@Cs. Speed, resolution, and
power are concerns in high performance designsk&ebmmercial applications, space,
military, and some medical electronics must alsoabé& to function in a radiation
environment [1]-[5]. This additional complexity grafies an interesting and needed
area of research.

One type of radiation effect can occur when alsingnizing particle passes
through the microelectronic circuit. An ionizingarticle will generate charge in
semiconductor materials in the form of electronehpdirs. The positive carriers, holes,
and negative carriers, electrons, may harmlesslyméine, but may also be collected on
circuit nodes causing erroneous current and volpagiirbations in the circuit operation.
An electrical change in transistor operation caulgdan ionizing particle is called a
single-event effect (SEE). A single-event upsé&lpoccurs when an SEE causes a flip
in a logic state. A single-event transient (SES picurrent and/or voltage perturbation,
and if sufficient in size may propagate throughdog

lonizing particles can be found at high altitudepace, and in some medical
applications. Also, ionizing particles can be tedaas secondary or tertiary particles

from neutron collisions with other atoms. Singleets can disrupt ADC operation



producing erroneous output codes. One of thetieatvy-ion irradiation tests of an ADC
showed that low LET particles will cause a compléstribution of errors [6]. The errors
occur in small-magnitude Gaussian-like distribusicaround the expected output code,
and also large magnitude errors [6], i.e., codesfrfam their expected values. In a
follow-up analysis these error types were categdrias a noise component (small
magnitude) and offset (large magnitude) [7]. Thgle-event error response of ADCs
can be much more complicated than noise and offigers. Temporary data errors,
lingering offset errors, zero outputs, and lingassues all occurred in a different ADC
heavy ion test [8]. Even the ADC response to protesting provided a complex
response including a non-linear error response &eencur over sample-rate and upsets
lasting multiple clock cycles [9]. Laser testingshshown some upsets internal to an
ADC can be masked while others can exacerbate launggut errors [10], [11]. The
complex ADC responses to heavy ions including emagnitudes, rates, and duration
have been seen in other tests as well [12], [13].

The goal of this dissertation is to understand SEEhigh-speed ADCs, so the
impact of design topologies and mitigation techegjgan be evaluated for Department
of Defense (DOD) or commercial space deploymerttis §oal can be broken into two
parts. The first part is to characterize and @rpilae single event effect response. The
second part is to provide additional circuit desadfernatives that improve SEE response.
These goals address a need in the radiation effeatsnunity as discussed in the survey
performed by Kenneth G. Merkel and Anthony L. Wiida the 2003 IEEE Proceedings
of the Aerospace Conference [14]. The survey camled that defense space applications

have a need for radiation tolerant ADCs of speddd east 25 Msps with bit resolutions



of at least 10-12 bits, specifications best suftgdhe pipelined ADC architecture. The
work in this dissertation focuses on the pipeliAdC sub-circuits along the signal path.
Digital latches, references, bias circuits, andklarcuits are also known to be sensitive
to single-events [1], [13], [15]-[17], but are assd to be independently hardened. The
conclusion of this work will help designers achied®Cs for the next generation
applications, influence experimental testing methogies, and be applied to other high-

speed mixed signal applications.



CHAPTER I

SINGLE-EVENT EFFECTS

Introduction

Space and military circuit applications must operia a more intense radiation
environment than commercial electronics on Earflor this reason careful design and
testing must be take place before fielding. Th@kwfocuses on one type of radiation
event called single-event effects. In this casangle ionizing particle passes through the
microelectronic circuit generating excess electnote pairs. Unless proper precaution is
taken, an erroneous circuit response can occur ffeumices collecting electron and/or
hole pairs.

SEEs in microelectronics were first theorized 1862 [18]. In 1967, one-
dimensional numerical modeling showed a SEE carsecau memory error called a
single-event upset (SEU) [19], [20]. A SEU was observed until almost a decade later.
In 1975, the first published account of a singlergvupset occurring in space was
reported [21]. A few years later, 1979, the figU in a random access memory was
published [1].

SEEs have become a more prevalent issue due toSCéd@ling. In 1965, G. E.
Moore proposed that the number of transistors chia would double every two years
[22]. Since then this statement has become thechbesrk for the commercial
semiconductor industry and has become famously knasvMoore’s Law. In order to

keep pace with Moore’s Law, industry has decreadedce dimensions, operating
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Fig. 1. In 1999, spacecraft anomaly records wertegorized into anomaly types
(ESD: electrostatic discharge; SEU: single eveset)d24] (data from [3]).

voltage, gate oxide thickness, gate length, nodglasation of the devices, nodal
capacitance, etc. with every technology generat®imce 1965, consumers have enjoyed
the benefits of significant increases in perforneaand speed, decrease in integrated
circuit cost, and smaller chips with greater fumcdlity for CMOS technology.
Unfortunately, these factors have a negative impdcincreased SE vulnerability of
microelectronics [23]. In 1999, 28% of spacecefbmaly records were attributed to

SEEs as shown by Fig. 1 [3], [24].

Radiation Environments

A detailed understanding of the radiation is reegiiat the start of any radiation-
hardened circuit design. The distribution of iamdg particles that interact with a space

system is dependent on orbit altitude or spacehtfligath. The space radiation
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Fig. 2. An illustration of the space radiation gamment [25].

environment is broken into three categories: tegpgolar, and cosmic, and is illustrated
in Fig. 2 [25]. On Earth, neutron collisions witither atoms can produce ionizing
particle recoils; an issue for any flight applicati Also there is a history of radioactive
contaminants in the microelectronics industry, whi@ve to be carefully screened before
fabrication or SEEs will result.
Trapped Radiation Environment

There is an abundance of charged particles, priedmthy protons and electrons,
trapped by the Earth’s magnetic fields. Theseomgiof trapped particles were first
discovered and published by J. A. Van Allen in 1,9&8d thus subsequently named the
Van Allen belts [26]. Trapped protons and electrare reflected back and forth between

Earth’s magnetic poles traveling along the magrfegid contours, and at the same time
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Fig. 3. Motion of trapped charged particles in Bagth’'s magnetic field [27], [28].

the trapped patrticles will also revolve around Haath: electrons drift eastward while
protons drift westward. Trapped charged particteiom is illustrated in Fig. 3 [27], [28].
High altitude and space missions are impacteddpped protons and electrons.
Protons are capable of producing SEEs through reidivect or indirect ionization;
electrons are not yet able to produce SEEs in suteehnology. Electrons contribute to
total ionizing dose (TID), another well-studied iettn effect, but TID effects are not
covered in this work. Fig. 4 shows proton flutesdifferent energies as a function of
L-shell number (distance measured in Earth-radimfrEarth’s center) [29]. Trapped
protons across a wide range of energies can imgiactronics at mid-Earth orbits
(MEO), 2000 km to 35,000 km, corresponding to Lishd.3 through 6.5. At
geosynchronous Earth orbit (GEO), 35,786 km, aniirdher high-Earth orbits (HEO),
trapped proton fluxes are dominated by low enemgyoms (< 1 MeV). Another area of
proton concentration is the South Atlantic AnoméghAA). Earth’s magnetic poles are

offset from the rotational axis by 11 degrees. Duthis offset, the Van Allen belts are
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closest to Earth’s surface near Rio de JanerioziBréne region known as the SAA.
Protons in the SAA exist in much lower altitudes)yoabout 300-400 km, impacting
electronics at low-Earth orbits (LEO), 160 km toOR0km. The trapped radiation
environment is not constant; instead the flux atiples varies for many reasons. The
solar cycle is a major influence on the trappedatazh environment.
Solar

The solar cycle oscillates over an 11 year cy€lg. 5 plots the sunspot variation
over 3 cycles and includes proton integral fluenfogsselect large solar proton events
[30]. During high activity the Sun becomes veryatibe, increasing the occurrence of
two types of significant solar energetic particBEP) events: solar flares and coronal
mass ejections (CMEs). Solar flares are the rapiease of energy from a localized
region on the Sun in the form of electromagnetdiation, energetic particles, and mass

motions. Solar flares occur about once a weeknduhe solar minimum but increase to
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several per day when the Sun is most active. CMEhe result of a huge magnetic
bubble of plasma that erupts from the Sun’s corddaring solar minimum, CMESs occur
about once every other day; at solar maximum, CMBsoccur 5-6 times a day. Solar
flares and CMEs can also occur simultaneously.. &ig a sequence of images of the
Sun spanning an entire solar cycle from the Soldrtdeliospheric Observatory [31]. In
addition to protons, SEP events can also contaamhmsns. Fig. 7 plots various patrticle
fluxes observed by three spacecraft (ACE, SAMPERES-11) during a SEP event on
Januaray 20, 2005 [32]. No two SEP events are the same;ghariuences can vary
widely from event to event, as shown in Fig 8 [32].
Cosmic

During periods of solar minimum, galactic cosmays (GCR) are the dominant

source of ionizing particles outside the trappetiatzon belts. The sources of GCR are
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Fig. 7. Particle flux data taken by ACE, SAMPEXDES-11 for a SEP [32].
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mostly unknown, but possible origins are theoritede the Big Bang and supernovas.
Since GCR originate from outside our solar systeanticle trajectories are essentially
omnidirectional. GCR distributions are dominated grotons; the flux of protons is
approximately 10 times larger than then next plasticelium, and over 1000 times larger
than iron. Fig. 9 plots the relative flux of iomsth an energy of 2 GeV/nucleon that
make up GCRs, and has been normalized to Si flib6fof30], [33].

Terrestrial

Particle collisions between the Earth’s atmospla@t high energy GCRs or solar
particles can produce neutrons. Unlike protons lagalvy ions, neutrons do not cause
direct ionization, but are one of the main sou@eSEESs within the Earth’s atmosphere.
Energetic neutrons can interact with nuclei eladlifc displacing the nucleus from its
lattice position, or inelastically, causing the lews to eject ionizing particles. Terrestrial
neutrons are the products of multi-generationaligdarcollisions. Neutrons are an issue
at flight altitudes, as shown in Fig. 10 [2], angedo the shape of the magnetic fields,
GCRs can reach lower altitudes near the poles|tiggun a 5X-6X increase in the
number of neutrons [2]. Neutron flux is also degemnt on the 11 year solar cycle and
can vary as much as a factor of two.

Impurities in the IC industry also account forréstrial sources of SEEs. Alpha
particle emitters have been a concern for manysyelarthe late 1970s trace uranium and
thorium impurities were discovered to be the dominzause of soft errors in dynamic
random-access memories (DRAMS) [34]. Currentlgdisolder is a common source of
alpha particles and has to be screened beforenu€epackaging [35]. Another example

of impurities in the packaging and fabrication s causing SEES, is the boron isotope
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19B. Boron is commonly used as a p-type dopant amdbbrophosphosilicate glass
(BPSG), an insulator between metal layers. Boras two isotopes: 80% of boron
particles aré'B while 20% are'®B. If 1°B absorbs a neutron, it will become unstable,
breaking apart and releasing Li and an alpha pastiesulting in a increase in soft error

rates [36], [37]. The industry now screens bomrttie'’B isotope, to minimize SEEs.

Basic Mechanisms of Single-Events

A single-event effect occurs when a sensitive dgvsuch as a transistor, collects
the charge generated by an ionizing particle. Asoaizing particle passes through a
semiconductor it will lose energy to the materialhis energy can excite electrons,
through Coulombic interaction, to break away frdmit valance bands leaving behind
vacancies (holes), thus generating electron-hdts peharge). The particle’s energy loss

is typically parameterized in the radiation effecdenmunity using linear energy transfer
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(LET). A minimum of 3.6 eV (E) is necessary to generate an electron-hole pair in
silicon [38]. LET can roughly be converted to aegeneration per path length,

dQ _ qlpg [LET(X)
dX E., ’ @

given a silicon densitypg) of 2328 mg/cri and an electron energy (q) of 1.6%1@C
[38], [39]. An ionizing particle that has a con#taET of 10 MeV-cri/mg will generate
100 fCfum. However, ionizing particles do not lose eneafjya constant rate. Fig. 11
shows the LET of 5 GeV*?Xe as a function of distance through silicon [40].

Without any external forces, electron-hole pairgl Wwarmlessly recombine.
However, integrated CMOS circuits contain billiook p-n doping junctions, many of
which will be reversed biased. Electron-hole pgeserated in the depletion regions of

the reversed biased p-n junctions will quickly leparated by the electric fields. This

70

"Xe (5 GeV)

LET (MeV_cm®img)

D L] L] ] 1 L]

Q 100 200 300 400 £00 600
Depth (um)

Fig. 11. LET as a function of depth in silicon ft**Xe ion with energy of 5 GeV.
The range is about 52dm and the maximum is referred to as the Bragg [fzakn
[40]).
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Fig. 12. lllustration of a diffusion region colkety the charge generated by a single-

event. Regions of drift transport, depletion fun@aed diffusion transport are labeled

(from [43]).
movement of charged particles is drift currentcetins flowing to the n-doped region
and holes moving to the p-doped region. The etefields will also dynamically change
as an ionizing particle generates a dense traciledftron-hole pairs, pushing out the
depletion region creating a funnel shape. Fiekisésd funneling is the drift collection of
electrons and holes that were not initially in gaa junction but became included in the
depletion funnel [42].

Charge outside an electric field may still be ecied through diffusion; a

transport process in which electrons and holes mvdlve from high-density regions to
lower-density regions. Diffusion is a much slowransport process than drift, and many

of the electron-hole pairs will recombine. Fig. (fdm [43]) is an illustration of charge

collection by a transistor through drift, field-eded funneling, and diffusion transport.
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While heavy ions are the main source of directzation, recently protons have
been observed to cause upsets [44]. Direct ianizas not the only way electron-hole
pairs can be generated; indirect ionization ocetren the primary particle collides with
the nucleus of another the particle. The nucleaction will produce secondary particles
that can ionize near sensitive devices. Nucleactiens, especially due to particle
collisions in the over-layers, have been attributelbw-LET upsets [45].

In highly-scaled circuits there can be more compésponses to a single-event,
one example is parasitic bipolar conduction [4&harge generation in the thin well
structures of the CMOS process will be confineche Tlow of carriers to nearby well-
contacts across the resistive well will cause iaedl potential drops in the transistor
channel regions. If the potential drops suffidehbw, a reversed bias source diffusion
can inject carriers into the channel which are tbellected by the drain, enhancing the

collected charge above normal drift and diffusiotiections.

Simulating Circuit Response to Single-Events

Computer modeling can help analyze single-eveatgehcollection mechanisms,
the resulting circuit-response, and identify hardgntechniques. Circuit-level,
simulation programs with integrated circuit empbagiSPICE), simulations are
commonly used to assist circuit design. Singleaessean be modeled in SPICE using a
current source. For correct current polaritysitmportant to identify the diffusion-type
at a node. Conventional current (positive cafft@wr) will flow from an n-drain into the
p-doped bulk, typically grounded, or from an n-dopeilk, typically biased at VDD, into

a p-drain. An example of using a current sourcentmel a single-even is shown in
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current source vdd
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P I_‘

Fig. 13. lllustration showing the use of a curremtirce to model a single-event in
SPICE (from [47]).

CURREMNT

0 100 200 00 400 500 600
TIME (ps)

Fig. 14. Measured diode current profiles cause@ MeV alpha particles incident on
different size diodes (from [49]). The initial cent spike is charge collection through
drift, while the tail current is charge collectithrough diffusion.

Fig. 13 (from [47]). The traditional SPICE currenbdel is a double-sided exponential
approximating a diode response to a single-eve@y, [88]. Examples of measured

single-event current at a p-n junction diode amnshin Fig. 14 (from [49]). However, a
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double-exponential current source is not necegsanlaccurate SE-model for advanced
digital circuits. Transistor size, node impendermed current drive can all affect the
shape of the SE-current [50]. Different SE-curnamaffiles can be implemented in SPICE
using piece-wise linear current sources calibradedevice-level single-event, technology
computer aided design (TCAD), single-event simalesi SE-response of circuits can
also be performed by using mixed-mode simulatiams;ombination of SPICE and

TCAD. The nearby semiconductor devices surroundingonizing particle strike are

modeled in TCAD while the remaining transistors esanected through SPICE. Mixed-
mode simulation can capture the dynamic circuipoese to a SE-strike but can be time-

intensive to setup and require high-performanceprdar networks.

Conclusion
This chapter presented background on the singtetsy Trapped, solar, cosmic,
and terrestrial sources of ionizing particles i tfadiation environment have been
described. Also explained were charge collectietimanisms from ionizing particles.
Finally, this chapter concluded with a brief destion of single-event models used for
circuit-level simulation analysis. The followinghapter will present background on

analog-to-digital converters necessary for disamsen SEs in ADCs.
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CHAPTER 1lI

ANALOG-TO-DIGITAL CONVERTERS

Introduction
Given the real-world environment is inherently laga and the majority of
integrated chip (IC) processing is digital, analogdigital converters (ADCs) are
required to interface the two domains. Intelligensurveillance, reconnaissance, and
communication missions all require high performafAB&Cs. This chapter explains basic
ADC operation, introduces the common performancériose and concludes with a

discussion on the pipelined ADC architecture.

Basic ADC Operation

An ADC converts a continuous analog signal intscdbte digital values [51].
Typically, the output of an ADC is in binary; thetal number of output bits is defined as
resolution. Therefore a 1-bit ADC will have 2 pibés discrete values, a 2-bit ADC will
have 4 possible discrete values, a 3-bit ADC walvdn 8 possible discrete values, and so
forth. The least significant bit (LSB) of the bigaoutput is the smallest unit step size
and is equal to full input range divided by the tnemof discrete values. Distances
between output codes are often measured in termh$SBE. There are many types of
ADCs with resolutions as little as 1-bit to largban 20-bits. The ADC’s conversion

speed is given in terms of the number of samples@eond; typical speeds range from
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kilo-samples-per-second (ksps), to mega-samplesgmind (Msps), and even giga-

samples-per-second (Gsps).

Common ADC Performance Metrics

The output response of ADCs is inherently nonkingace they convert analog
signals into discrete values. The output is simitaa staircase, an example of a 3-bit
ADC output response is shown in Fig. 15. Most ADGse a shifted output transfer
function such that quantization error, deviatioonirthe ideal infinite ADC response, is

limited within £ 0.5 LSB. In practical ADCs, the size of each tige step in not uniform

I-L
l-h
-

)

b
ek

C

A
]

0de
-l

i~
=

E IR Ideal
3 Brl Response

Digital Output (
2

oo1|- =

/|

00 1 L 1 1 1 | 1
08 1/8 2/8 3/8 4/8 5/8 6/8 7/8 8/8
Normalized Input Voltage

Fig. 15. The ideal output response of a 3-bit ADC.
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and is characterized using differential nonlingaibNL) and integral nonlinearity
(INL). DNL measures the difference between theiacstep width and the ideal width;
an example 3-bit ADC transfer function containiniyiDerrors is plotted with the ideal
response in Fig. 16. The ideal step width of alcbdes except the first and last codes is
1 LSB. Due to the shift in response, the step feehe first code is only 0.5 LSB and
the last code is 1.5 LSBs. Two DNL errors are liedbén Fig. 16; the code ‘010’ has an
actual step size of 1.5 LSBs instead of and idelab® thus the DNL for this code is a
0.5 LSB. Also the actual response for code ‘1@0omly 0.5 LSB wide, resulting in a
DNL error of -0.5 LSB. Even though Fig. 16 has izsimg code at ‘011’, an ADC with
missing codes may still be used if the bit resolutis greater than the system
specifications. INL characterizes difference betwehe actual response and the ideal
straight line response; an example is shown in Fig.

Another common ADC performance metric is signahtise ratio (SNR), the
ratio of rms (root mean square) signal to rms noseen an ideal ADC will have a finite

SNR because of the quantization error. The idBd Bquation,

SNR,.,, = 602N + 176dB. 2

assumes only quantization error as the noise spwoere N is the number of bits [52].
Real ADC testing will include harmonic distortiomel to nonlinearity of the internal
amplifiers.  Harmonic distortion, like noise, demses ADC performance, and is
measured as signal to noise-plus-distortion r&MNIR), also known as signal-to-noise

and distortion ratio (SINAD). While ADCs are desggl to have N-bit resolution, non-
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Fig. 16. An example of differential nonlinearitPIL) in a 3-bit ADC.

idealities will cause an actual SNDR, or SNR, toless than the ideal SNR. Bit
resolution can be adjusted accordingly by solviog N in equation (2). Thus the

effective number of bits (ENOB) will be

SNDR-1.76dB

ENOB= 5.02 | @)

Common ADC Architectures

There are two general categories of ADC architestu Nyquist and

oversampling. The Nyquist criterion states a dignast sample greater than twice the
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Fig 17. An example of integral nonlinearity (INin)a 3-bit ADC.

maximum signal frequency in order for the origisgnal to be recoverable. ADCs that
sample near the Nyquist criterion are consideredudy-rate converters. A design
challenge for these converters is aliasing; sigmnath higher frequencies than the
bandwidth of the ADC are indistinguishable from tkggnals inside the ADC'’s

bandwidth. The frequency of an aliased signalhis difference between the high-
frequency component and the ADC’s sampling ratgiquist-rate converters require an
anti-aliasing filter with a sharp cutoff frequenatyhalf the sampling frequency to prevent
high frequency signals from corrupting the data.séme applications, the anti-aliasing

filter requirements are relaxed by oversamplinges®ution can be increased by 0.5 bit
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for every 2X increase in sampling speed. Oversamgptonverters often have high
resolution but due to the oversampling ratio theximam signal frequency is lower than
Nyquist-rate converters.

There are many types of ADC architectures; eaeimpats own typical range of
resolution and speed often determining the apjpticatFlash ADCs can operate at Gsps
speeds, but will have a maximum resolution of &:bifThis architecture uses a ladder
structure of comparators, each ladder rung progidin additional quantization level.
Successive-approximation ADCs can quantize 20 arenbds but have slow sampling
speeds on the order of ksps. This architectures @#se iterative guess-and-check
algorithm for determining each bit starting withetMSB. Sigma-deltaXfA) ADCs
combine an oversampling 1 bit ADC with feedback goovide noise shaping.
Resolution can be increased by the sum of the afeop filter and a 0.5 bit for every
2X increase in sampling speedX-A ADCs are popular in narrowband wireless
applications where resolutions greater than 10 kits necessary and the signal
bandwidths are less than 1 MHz, such as GlobaleByg$or Mobile Communication
(GSM). The focus of this research is pipelined ADis topology offers a combination

of both resolution (10-16 bits) and speed (1-50@¥3)s

Pipelined ADC

Topology
Pipelined ADCs offer high resolutions (10-16 b#és)d high speeds (1-500 MHz),
a balance not found in other ADC architectures ,[$34]. The topology consists of a

cascade of stages as shown in Fig. 18. The sigmglantized using an assembly line
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approach where each stage quantizes a small partitre analog signal, amplifies the
remaining signal residue, and passes it on to ¢lxe stage. Internally, a stage consists of
a low-resolution flash ADC, encoder logic, and dtrplying digital-to-analog converter
(MDAC).

The low-resolution ADC in each stage uses thénftapology; comprised of'22
comparators and™21 resistors, where N is the stage resolution. Te®stor string
provides reference voltages for the comparatorgpically, a pipeline stage will not
guantize the top bit code (i.e. all 1's), as thiva& bit code is used to create 1-bit overlap
with the following stage. The bit overlap is udeddecrease output residue by a half,
allowing extra range for digital error correctioEC). The DEC relaxes the
requirements for the comparators, correcting amgrewithin £0.5 LSB of the input
reference. Each comparator compares the inpuagelto a different voltage from the
reference resistor string. The comparator outgeterate a thermometer code, where the
number of comparators generating a logic 1 outmaltiesr changes according to the
magnitude of the input voltage (which conceptusdlgks like a thermometer rising and
falling, hence the name).
1.5-Bit Stage

The minimum stage resolution typically used is-litS. Each 1.5-bit stage
includes two comparators and an encoder, as showigi 19, to calculate three possible
most significant bit - least significant bit (MSBSB) pairs, ‘00’, ‘01’, and ‘10’. Since
the output is comprised of two bits but only thoé¢he four possible bit outputs are used,
the typical nomenclature for its bit resolutionli®-bits. The excluded bit output ‘11’ is

not used to allow DEC.
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The output MSB is binary summed with the previstegge’'s LSB and the carry
from the sum of the LSB and next stage’s MSB. Gbtmparators evaluate the sampled
analog input to generate a two-bit digital thermwneode at outputsCand G. The

encoder logic for the MSB is
MSB=C, [T, @

The simplest logic for the LSB is

LSB= CA E:B . (5)

Multi-Bit Stage

Larger bit-resolution stages are also used inlipgpgé ADCs. Unlike 1.5-bit
stages, the bit-code is usually not directly cotecfrom the comparator output. Instead,
the thermometer code is converted to a 1-of-N ameposed of all logic 0’s except for a
logic 1 at the thermometer code’s transition frositth 0’'s. Each bit in the 1-of-N code
(1ofN;) is determined from thermometer code bits).(T This encoding process is

commonly performed using one of two possible miniereoder topologies. The 1-of-N
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code can be either determined by taking the comgeraf the subsequent bit with the

current and previous bits,
10fNi - Tn+1 b Tn . Tn—l, (6)

or it can be determined from the complement ofribet two subsequent bits with the

current bit,
1OfNi = -Fn+2 ¢ -Fn+1 ¢ Tn - (7)

The thermometer to 1-of-N code conversion typycaes 3-input NAND gates
to implement either (6) or (7). The 1-of-N code¢hen used to access the correct output
bit code from a ROM (read-only memory) table, als @elects the correct MDAC input
references.

Unlike minimum bit resolution (1.5-bit) stageseté is no unique nomenclature
for stages using DEC,; it is assumed the stagedapvefor example, even though there
are 7 output codes for 3 bits, excluding the togec@ stage is not described as 2.33-bit
resolution; it is still defined as a 3-bit resotutistage.

Comparator

One of the important pipelined ADC sub-circuitshe comparator. Fig. 20 (a)
shows a typical switched-capacitor CMOS comparagicommonly used in pipelined
analog-to-digital converters. This comparator @mmposed of a capacitive input
sampling/subtraction network, a pre-amplifier, amoutput latch. A reference voltage
is subtracted from the input signal, amplified, avitll latch a logic ‘1’ if the difference is

positive or a logic ‘0’ if the difference is negadi
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Fig. 20. (a) The switched-capacitor comparatorraes in two phases: (b) reset
phase and (c) evaluation phase.
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The switched-capacitor comparator operates in wvases controlled by non-
overlapping clock®; and®,. During the reset phase, whénis high andb; is low, as
shown in Fig. 20 (b), the differential referencdtage with respect to common-mode

voltage is sampled onto the capacitors,

Ver =Vem ~Viers
— 8).
Ve = CM _VREF— (®)

When®; is high andD; is low, as shown in Fig. 20 (c), the circuit isewaluation
phase. The input voltage is summed with voltageest across the capacitors from the
reset phase, resulting in the difference betwegutirand reference voltages at the

pre-amplifier inputs,

VPA+ :VIN+ +Vc+ :VIN+ +VCM _VREF+
VPA— :VIN— +Vc— :VIN— +VCM _VREF—

(9).
UVepar =Von = (VIN+ ~Vin- ) B (VREF+ _VREF—)

If the differential input voltage is greater thdve tdifferent reference then a logic ‘1’ will
be latched, otherwise the circuit will latch a lo¢)’
Multiplying Digital-to-Analog Converter

Another important pipelined ADC sub-circuit is tDAC. Once the quantizer
determines the bit-code, the MDAC generates anogoaitely amplified residue voltage
as the input for the next stage in the pipelinghwiach stage quantizing the next most
significant portion on the input signal. Exampésidue voltage transfer curves for 1 V
input range, 1.5-bit stage and 3-bit stages arevsha Figs. 21 and 22. The residue
voltage (\ke9 transfer curve is a piecewise linear functionhvaéich segment having the

same slope equal to gain (G) of the MDAC. The gmidetermined by 2 to power of N,

30



400 00 o0 10
300 '

- N
o o
© o

1
d
o
o

-200
-300
-400
-50g A BN VRRNEN BNUTEN AN I AT AR B ATR S R

00 -400 -300 -200 -100 0 100 200 300 400 500
V,, (mV)

VFIESIDUE (mV)
=)
SRR AR R R R RN R RN RN

Fig. 21. The residue voltage transfer functionddr.5-bit stage.

where N is number of bits, and then also divided2htp provide range for DEC. For

example the gain of a 1.5-bit resolution (2 tota$)ostage is 2, while multi-bit stages
have gains of 4, 8, and 16 for 3-bit, 4-bit, ankitresolutions, respectively. The number
of piecewise segments in the residue transfer imme$ equal to number of output codes,
and the position of each segment is determinedhbptager constant (k) shift along the

x-axis dependent on the output code. The genqtelt®n for \kesis

VRES =G [VIN -k [VREF- (10)
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Fig. 22. The residue voltage transfer functiond@-bit stage

The 1.5-bit MDAC switched-capacitor network is gmoin Fig. 23. During
sample phaseD; is off and®; is on, the input signal is sampled across botlalesjaed

sampling and feedback capacitors,and G:

Q = (VSIN+ _ch) [ 2C

sampr

Quamy. = Ve =V,) 02C - 1)

During evaluate phasd); is on and®, is off, the sampling capacitors’ bottom
plate is connected to p¢r and the feedback capacitors are connected intatineg
feedback. The output signal holds the differene®vben twice the input signal and the

reference signal:
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Fig. 23. Schematic of a multiplying digital-to-dog converter switched-capacitor
network used in a 1.5-bit pipelined ADC stage.

Qeval_s+ = (VREF+ ~ Vem )LC
Qeval_s— = (VREF— — Vem ) DC
— Qsamp— - Qeval_s—

VOUT+ - C +VCM
Qsam _Qeval s+
Vour- = > C — + Ve

[ (VOUT+ _VOUT—) =

(12)

- 1D[2 D(VS|N+ _VSIN—) ~ (VREF+ ~Veee- )]
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There are three possible k factors in the 1.5dmblkogy: -1, 0, and 1 for the ‘00’, ‘01,
and ‘10’ bit codes respectively. To satisfy equat(10), a -1 k is created by using a
negative \ker fully differential bias (i.e. ¥er+ = -Vred2 and \ker- = Vred2). A O K is
created by either shortingrWr+ and \ker. together or connecting them both to the
common-mode voltage,. Finally a +1 k is created by applying a postWker fully

differential bias.

2C

-] Yo
Vs
VREF‘ o 3 +
Vem LL]
VREF+, |
Vsine P

I [ e
C Ly
C 02

2C

Fig. 24. Schematic of a multiplying digital-to-dog converter switched-capacitor
network used in a 3-bit pipelined ADC stage.
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MDAC used in multi-bit stages are slightly diffetenFig. 24 shows the fully-
differential switched-capacitor network MDAC for 3&bit stage. A second sampling
capacitor, G, is added in parallel and is twice the size ofdhginal Gs. Similar to the
1.5-bt MDAC, during the sampling phase a§ &d G are connected to the input signal.
During the evaluate phase the possible k fact@s3r-2, -1, 0, 1, 2, and 3 for bit codes
‘000", '0071’, ‘010, ‘011, 100, ‘101’, and ‘110" respectively. The polarity of Kk is
achieved the same way as the 1.5-bit MDAC by thHarfty of the applied Wgr. The
magnitude of k is created by connecting a subs#teosampling capacitors to:M- such
that the ratio of the connecteds @ C: is equal to k. The sampling capacitors not

connected to ¥er are connected instead t@,\y

Conclusion
This chapter presents background on analog-taadligircuits. The purpose of
ADCs is to discretize an analog signal to be stamd/or processed by digital circuitry.
Non-idealities in ADC performance can be measurgld avvariety of metrics, including
differential and integral nonlinearity and signadftoise ratio. The focus of this research
is on the pipelined ADC topology, since it offercampetitive balance of both high
speed and high resolution. The next chapter ptesgrbackground on single-event

phenomena in pipelined ADCs.
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CHAPTER IV

SINGLE-EVENT EFFECTS IN PIPELINED ANALOG-TO-DIGITAICONVERTERS

Introduction
Pipelined analog-to-digital converters (ADCs) arpreferred topology for space
and military integrated circuits because the redsmtuand speed performance fit a wide
range of applications. Also pipelined ADCs provide interesting medium to study
single-events due to the complex nature of botHognand digital operation. This
chapter provides background on previous radiatiestiri)g and simulation analyses

performed on pipelined ADCs.

Heavy lon Testing

Only a limited number of results from heavy ioradiation of pipelined ADCs
have been published [55]-[60]. The first pipelid&dC heavy ion testing was performed
in 1994 on the 12-bit 5 MSPS AD42961, a device Witstages, and stage bit resolutions
of 3, 4, 4, and 4 sequentially.  This ADC wasigiesd to be radiation-hard against
neutron damage, total dose, and single-event Ipt¢BEL). However, the design did not
include any hardening targeted against single-eu@sets or single event transients.
Errors were calculated by subtracting pre- fromtyiwadiation histograms of output [6].
The traditional cross-section was modified to ideuhe dynamic sampling operation of
an ADC, changing cAidevice to crfMS (Mega-sample). Cross-section test results for

errors occurring in any bit, defined as raw errars] also errors occurring only in the 7
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Fig. 25. Heavy ion testing results for the 125MSPS AD42961. Cross-section of

all errors is plotted as well as errors only ocioigrin the 7 MSBs (re-plotted from

[55]).
MSBs are shown in Fig 25. The saturated crossesecif errors occurring in the 7
MSBs is about 5 times smaller than the raw errarsrflinger, et al., attributes the lack
of a strong dependence of LET on cross-sectiohearraw error data to charge collection
in the analog circuitry since this circuitry dodashave a specific critical charge [55].
Using 25% of saturated cross-section as the thigstie errors in the 7 MSBs have a
threshold LET of 10 MeV-cAfmg. The Turflinger, et al. paper, also estimateslerror
rates for three different orbits; upsets in the B8 will occur at rates of about 3, 13, and
62 errors/day for LEO, proton belt, and GEO redpelbt [55].

Heavy-ion irradiation results of the 12-bit 3 MSR®1672 were published in

1999 [55]. The pipelined architecture consistg stages, with stage bit resolutions of 4,

4, 3, and 4 sequentially.  The input voltage wagpt across the full range and the
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Fig. 26. Heavy ion testing results for the 12MSPS AD 1672 (from [56]).

resulting output was compared to a non-irradiatef@rence device. The results are
shown in Fig. 26. The smallest tested LET, 3 MeW/mg, produced upsets in the
AD1672, but no further analysis was performed.

Heavy ion tests of the 12-bit 3 MSPS AD9223 weeefgrmed in 2001 using
3 different fixed analog input voltages and compaguthe outputs of the device under test
(DUT) to a golden chip [57], [58]. The pipelinecthitecture consists of 4 stages, with
stage bit resolutions of 5, 4, 3, and 3 sequegtialExperimental noise prevented any
analysis on the last 5 bits, but the authors aealyrrors occurring the 7 MSBs and also
errors occurring in only the 4 MSBs. Results frtora experiment are shown in Fig. 27
(re-plotted from [57]). The authors did not obseany dependence on input voltage.
The lowest LET energy tested, 1.8 MeV4myg, produced upsets in the 7 MSBs while

the minimum energy to cause an upset in the 4 M@&gsonly 11.2 MeV-cRimg.
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Fig. 28. Heavy ion testing results for the 14166 MSPS ADS5424 (from [59]).

39



Heavy ion cross-section measurements on the 1#95itMSPS ADS5424 were
performed in 2007 [59], [60]. The pipelined arelsture consists of 3 stages, with stage
bit resolutions of 5, 5, and 6 sequentially. Inpaltage was operated dynamically at 2
different frequencies (50 MHz, and 100 MHz) andatse test was performed using a
fixed analog input. The results are shown in B§).(from [59]). Errors occurred at all
tested ion energies. M. D. Berg, et al., plannadhér analysis, but none has been

published at this time [59].

SE Analysis

Pipelined ADCs

The first SE simulation analysis on pipelined AD&as in 2003-2004 [61], [62].
The analysis focused on SPICE simulations of aleiBgit pipeline stage designed in a
0.8 um SOI process. SE strikes were simulated at enedg for different fixed input
voltages and across conversion cycle time. Emgese counted if the simulated SE
caused a digital upset or an analog voltage peatiai exceeding 1 LSB. The analysis
used error count to determine node sensitivity samdporal window of vulnerability;
however error magnitude was not analyzed. Upsa¢sdigital logic and latches were
found to be prevalent across the majority of thevession cycle.

A Monte-Carlo methodology was applied to SPICE wsial of single-events in a
10-bit pipelined ADC, designed in 130 nm bulk CMQ@$®nsisting of all 1.5-bit stages
[63], [64]. There are many variables that candftee response of an ADC to SEs: input
voltage, node location, temporal location, and erergy; Monte-Carlo methodology

provides a good compromise between completenessaaldanalysis time. Results
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showed the most frequent errors occurred from 8Ekea analog circuitry, MDAC and
sample-and-hold amplifier (SHA), however these mrrovere typically small in
magnitude. Large error magnitudes originate frafns&ikes in the first couple stages
and occurred most frequently due to upsets in thmparators and latches. Error
resulting from comparator upsets also showed ardkgrece to input voltage, primarily
due to encoder logic masking and digital error @ection.
Flash ADCs

The comparators and encoding circuitry in eachests#ga pipelined ADC make
up a small flash ADC. Previous single-event aredysn flash ADCs will aid in the
understanding of single-events in pipelined ADGA. Singh, et al., used comprehensive
fault injection and nodal weighting, to analyzeigas ADC architectures, including a
flash ADC [65], [66]. The comparators were founde the most sensitive sub-circuit in
the flash ADC topology. Pouget, et al., used asgulllaser to inject charge at targeted
areas of a flash ADC [67]. In addition to usthg laser to search for sensitive nodes in
the ADC, it was also synchronized to the ADC clack investigate clock cycle
sensitivities. The largest errors came from ssrikéo the registers storing the MSBs
during the clock cycle after the latch operatid. Buchner, et al., used a pulsed laser to
investigate the dependence of input voltages omativeensitivity of a flash ADC [10],
[11]. The tests were performed because there disceepancies between predicted error
rates and on-orbit data. During certain time msithe on-orbit data agreed with the
predicted error rates, however other time periddsneorbit data did not match with the
predictions. The on-orbit flash ADC input code west always the same as what was

used for the predictions. This dependence on inmitage for flash ADCs was
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confirmed using the pulsed laser. Resulting ervaoald have different distributions in
magnitude and in number depending on the inputigelcode and could vary as much as
an order of magnitude. It was determined thaetheoding logic would sometimes mask

errors from the comparators.

SE Hardening

There are many potential sources of SE-inducedrermn pipelined ADCs.
Reference, clock, and the internal sub-circuits elinbe vulnerable to single-event
upsets. If one assumes that the clock circuits rafetence circuits are independently
hardened, then vulnerable subcircuits within theejie can be hardened.

Kauppila, et al.,, recommended using temporally\dbaed latches [61], [62];
simulations showed a significant decrease in thedawv of vulnerability. Sternberg,
et. al., recommended increasing the size of theobaghcapacitors in the comparator and
MDAC sub-circuits and adding resistive feedbackh® latches [63], [64]. E. Mikkola,
et al., showed auto-zeroing switched-capacitor isrctures can limit the duration of
upset in the comparators [68]. P. Bellandi, et aliggested using triple-modular-
redundancy (TMR) to protect the digital output sters [69].

M. Singh, et al., presented several recommendationimproving flash ADCs
[65], [66]. First, sensitivity analysis should Iperformed across multiple possible
sub-circuits to identify and thus implement thesteaensitive sub-circuit. Pattern
detection can be used to correct or detect eresglting from the comparators in a flash
ADC. Finally, the size of critical nodes in thengparators should be increased to

increase nodal capacitance therefore decreasirgjzé®f injected transients.
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Conclusion

This chapter presents background on single-evianpgpelined analog-to-digital
circuits. Every experimental test shows a lowsho#d LET for errors and a high cross-
section, including errors in the MSBs. Unless kardg techniques are used, pipelined
ADCs will be sensitive to single-events. Previamsalyses have shown large magnitude
errors can occur from SEs in latches in comparatomnparator sensitivity to single-
events is also seen in Flash ADCs. The more almirgtaaller magnitude errors are
dominated by the MDAC and S&H sub-circuits.

There is a lack of SE metrics for analyzing thentdbutions of both error
magnitude and frequency. Also previous SE-analyse® focused on minimum stage
resolution, even though advanced high-performampeliped ADC design use multi-bit
stages. The current recommendations for hardeangy limited; novel radiation-

hardened-by-design (RHBD) techniques are needed.
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CHAPTER V

FREQUENCY DOMAIN ANALYSIS

The following chapter is a complete excerpt frompeeviously published

manuscript [70].

Introduction

The analysis of system-level single-event vulnditgbof mixed-signal circuits
can be very challenging due to the fact that teartsiand upsets internal to the analog
and digital components do not necessarily appetreasystem level. The extent of the
single-event response at the system level ofters am¢ correlate with the extent of
single-event response at the component level. dlipgrconditions may strongly affect
the overall single-event vulnerability of the syste In experimental testing of flash
analog-to-digital converters (ADCs), erroneous atittata vary widely depending on the
chosen fixed input voltage for test [6], [7], [53}1]. These factors make the single-
event analysis of mixed-signal circuits using cuaivk individual responses of sub-
circuits to obtain the response of the whole systery difficult.

Even comprehensive simulations can lead to comgheysis. In one such study,
Sternberg, et al., derives cross-section curveagusionte Carlo simulations of a
pipelined ADC [63], [64]. These curves are depamndm the minimum magnitude of
error to be considered an upset, a variable thastrbe chosen by the designer.

Furthermore, it is difficult to evaluate and conmgaingle event vulnerabilities when
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different design choices for a given circuit togplolead to widely varying error
magnitude and frequency distributions. Consedyetwncise SEE metrics for complex
mixed-signal circuits have been elusive. Such icsetwould be particularly useful
during the design phase when determining the leebntques for mitigating single-event
errors.

Previous work has used frequency domain analgsevaluate single events in
analog circuits [72], [73]. Furthermore, the peni@ance of a commercial mixed-signal
circuit is often characterized in the frequency dom One reasonable approach for an
SEE metric is to use some type of frequency donmeasurement as a means of
comparing the single-event hardness of differenteatisignal circuits or systems. In an
ADC application, single-event transients can besw®ered as externally injected noise,
i.e. unwanted disturbances that interfere with #wtual signal. Since ADCs are
inherently limited by quantization noise, their foemance has long been quantified
using frequency domain metrics. Therefore, these@dded to the system by single-
event transients can be quantified using frequelocyain metrics.

Parameters such as signal-to-noise ratio (SNR)spaodous free dynamic range
(SFDR) are typically used to evaluate performamc@DCs. In particular, SNR is a
parameter that is straightforward to calculate apglicable to a very wide range of
analog and mixed-signal systems. This work dematest a new method for comparing
the single-event hardness of different mixed-sigrieduit designs. A SNR metric is
used, for the first time, to evaluate tradeoffsi@sn single event vulnerability, area, and
power though the use of triple mode redundancy (JTY#] in the comparators of a

pipelined ADC. This metric enables the designeopgtmize a mixed-signal circuit by
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comparing the effectiveness of different radiati@reened-by-design (RHBD) choices

via simulation.

Analysis Example: A Pipelined ADC

Operation

To illustrate how signal-to-noise ratio can be duge evaluate single-event
vulnerability, a pipelined analog-to-digital contesr was analyzed. Pipelined ADCs
calculate the digital output using an assembly dpproach. A simplified block diagram
of a pipelined ADC is depicted in Fig. 29. Eachgst in the pipeline calculates one or
more bits in the digital output word, with the fitage to the last stage generating the
most significant bit to the least significant biéspectively. The pipelined architecture
provides a good blend of speed and resolutioneagxipense of latency, i.e. the time from

when the analog signal is first sampled to the tiheeleast significant bit is determined.

o— Stage 1 Stage 2 Stage 3 = — — —|Stage N
Analog Input 90 9 g g
N-1 2 N-
Delay Delay Delay

Digital Error Correction Circuit

Lo l

B0 B1 BN-2
Fig. 29. Simplified pipelined ADC architecture.
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However, due to the pipelined approach, the ovexailversion rate of the ADC can be
quite high since new output data is available ahezock cycle.
1.5-bit Stage Design

The pipelined ADC simulated in this work has 10+eisolution, operates at 100
Megasamples per second (MS/s), and is comprisadnef 1.5-bit stages. Each stage
includes a quantizer circuit consisting of two camgtors and an encoder to calculate
three possible most significant bit-least significhit (MSB-LSB) pairs, ‘00’, ‘01’, and
107, as shown in Fig. 30. Since the output is poised of two bits but only three of the
four possible bit outputs are used, bit resolut®defined as 1.5-bits. The excluded bit
output ‘11’ is not used in order to provide 0.5-b¥erlap between stages, thereby
allowing for digital error correction (DEC).

The output biMSBbecomes part of the ADC digital output, while lIb8Bis used
by the DEC circuit (not shown), except in the Iststge of the pipeline. Thus, the first
eight stages of the pipeline generate eight outgat while the last stage generates two

output bits to form the complete 10-bit output word

r

VIN 1
S/H \ I ;
I )
- C i g<' i
Veer Comparators—= l O )
Encoder : A MDAC:

v Comparatd Ce
g S— MSB LSB

Fig. 30. Simplified pipelined ADC 1.5-bit stagehitecture.
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TABLE |
OUTPUT STATES OF THEADC PIPELINED STAGE DECODER

Thermometer Code Bit Code MDAC Offse
Input Value G Cs MSB LSB Vbac
VN> +125 mV 1 1 1 0 +250 mV
-125 mV< V| < 0 1 0 1 0mvVv
+125 mV
VN < -125 mV 0 0 0 0 -250 mV

Once the quantizer determines the 1.5 bits, thédtipljing Digital-to-Analog

Converter (MDAC) generates the residue voltdger according to the equation

VOUT = 2[(\/IN _VDAC) (13).

The residue voltage becomes the input for the sige in the pipeline, with each stage
determining the next most significant bit of the @Butput.

MSBandLSBare used to determine the correct MDAC offsetbl@d shows the
range of MDAC offset values assuming a 1 V inpuigea The comparators evaluate the
sampled analog input to generate a two-bit digharmometer code at outputs CA and

CB. The encoder logic for the MSB is
MSB=C, [C, (14).

The simplest logic for the LSB is

LSB=C, [T, (15).

However, for SEE hardness, an improved LSB logic is

LSB=C, [C, +C, [T, (16).
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The extra encoder logic used for the LSB takes atoount the invalid thermometer
code, '10'. It ensures that if a single event é&srthe invalid code then the corresponding
error is no greater than the LSB of the stage.

Comparator Errors and Triple-Mode Redundancy

One source of significant errors results from kreyent upsets in the
comparators. If a single event in a comparatocdsrits output state to flip, then the
guantizer will evaluate to an incorrect digital putt Thus, an upset in a comparator can
produce an error as large as the most significanfob that stage. In a pipelined
converter with multiple stages, upsets occurringiexain the pipeline will generally
create a much larger error in the digital outputdvand thus have a much greater effect
on SNR than upsets occurring later in the pipelifBus, SNR can be used to effectively
represent not only the presence of errors buttalsseverity of the errors at the system
level.

At this point it should be emphasized that usitéNRS0 characterize the single-
event errors in a fabricated ADC would have litflenefit unless the error rate was
extremely high. In most radiation environmentg 8NR reduction due to single-event
strikes would be extremely small. With a simulatwywever, the error rate can be set to
any arbitrary level, making the SNR an excellenanseof evaluating different design
choices.

The application of triple-mode redundancy (TMR)the comparators at various
stages of the pipeline was used to demonstrateusieéulness of frequency domain
analysis for evaluating system-level response pklmed ADC circuits. TMR has

significant area and power penalties and is gelyaabided unless absolutely necessary.
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For a pipelined topology, an acceptable tradeoftildidoe to limit TMR to just the first
few stages. Since each subsequent stage providesr@asing contribution to the final
output value in a pipelined ADC, .the system-ldveshefit of using comparator TMR on
later stages may be essentially negligible dependin the design requirements.
Therefore, frequency domain analysis was used termée the optimum number of
stages for maximum benefit at minimum area / pqvesralty.
Model Setup

To determine the optimal number of stages forypglcomparator TMR, a C++
behavioral model was created for the 10-bit ADChe Thodel calculates the appropriate
analog sinusoid input voltage for the given cloekipd and the comparator logic then
produced the corresponding thermometer code. & tadlexed by the thermometer code
was used to generate the stage’s bit output andippeopriate offset to the MDAC.
Finally the residue voltage was calculated usir).(IThis process was repeated through
all the stages using the residue voltage of eaaesds the input to the subsequent stage.

Upsets were injected randomly to avoid mathemlatidafacts in the frequency
domain. A random number generator was used tardete when an upset occurred
based on a chosen injected upset rate. The locatithe comparator to be upset across
the entire ADC was also determined using a randomber generator. This information
was then used to flip the specific comparator outhuing the ADC model operation.
An ideal digital-to-analog conversion was made werg digital 10-bit output word, and
a fast Fourier transform (FFT) was performed omis #$tream of analog output values.
Figs. 31 and 32 show the FFT plots for the pipeliseages without and with injected

errors, respectively. SNR was then calculatedusmad as the metric of comparison.
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Fig. 31. Example FFT of C++ pipelined ADC modeihgs?*® simulated samples.
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Fig. 32. Example FFT of C++ pipelined ADC modethwinjected comparator upsets.
A single comparator had a probability of 0.1% tsefpduring a sample. The
simulation used? simulated samples.

10-bit ADC Results

The results of the using comparator TMR on a kohihumber of stages are
shown in Fig. 33. In this figure, SNR is plottedthwrespect to the number of stages in
which comparator TMR was applied. In each of theases, comparator TMR was
applied to stages consecutively starting with tingt tage, which contributes the most
significant bit in the final digital word. Thisdure indicates that the application of
comparator TMR to the first half of the 10-bit piped ADC produces the best tradeoff

in decreasing single event vulnerability versuseasing area and power. Note that the
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Fig. 33. Signal-to-noise ratio improvement forrgmsing use of comparator TMR in a
10-bit pipelined ADC. The results shown are fonadel with an individual
comparator upset probability of 0.1%.

simulated error rate was deliberately set very higprovide an upper bound valid over a
broad range of radiation environments.

The SNR metric provides a good comparison betwsamg comparator TMR on
varying number of stages. However, it is not cleaw comparator TMR affects the
distribution of errors resulting from SEUs in thengparators. The raw error data is
plotted in Figs. 34 and 35. Fig. 34 is a revensmwative distribution function of the
error. Fig. 35 shows the probability density fuoctof the raw error data.

As expected, both figures show that using comparBMR eliminates errors in

the stage’s corresponding significant bits. Fig.cBarly shows the errors occurring in
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Fig. 34. The reverse cumulative distribution fumetof the raw data produced when
upsets are injected randomly in the comparatorh@fpipelined ADC. Fraction of
occurrence is plotted with respect to the summadioarror magnitudes greater than
the corresponding x-axis value.

bits further down the pipeline are also reducenhcé&the inherent digital error correction
(DEC) associated with the pipelined architecturd miovide partial error correction,
some upsets in a given stage may only generateserrdess significant bits of the ADC
output. When comparator TMR is applied to a stagéonly are errors corresponding to
the stage’s significant bits eliminated, but alsmrs that would have been partially
corrected by the DEC. Fig. 35 has spikes in tlodgloility density function occurring at
the most significant bit of each stage. The spit@sespond to the probability density
function of a sinusoid. Since a sinusoid is usedrainput to the ADC, the input voltage

is more often at the extreme magnitudes, and eexasmore likely to occur when the
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Fig. 35. The probability density function of theaw data produced when upsets are
injected randomly in the comparators of the pipdid\DC.

input is at the maximum and minimum values. Evémmvno comparator TMR is used,
not every comparator upset will produce an eabrthe output, as some will be
completely corrected by the DEC. Fig. 35 shows thih correction occurs 41% of the
time when using no comparator TMR, 58% of the timken using comparator TMR on
the 1st stage, and 70% of the time when it is usethe 1st two stages.
12-bit and 14-bit ADC Results

The results of the 10-bit ADC analysis leads toesv question: is comparator
TMR for the first four or five stages sufficientrfa pipeline ADC of any resolution, or is
the optimum number of hardened stages a functigkDd&l resolution? To determine the

answer, the next set of simulations compared 1zi#at 14-bit ADCs. The results of
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Fig. 36. Signal-to-Noise Ratio improvement forrgasing use of comparator TMR in
a 12-bit pipelined ADC. The results shown are #model with an individual
comparator upset probability of 0.1%.

these simulations are shown in Figs. 36 and 37alllthree figures (33, 36, and 37) the
SNR improvement reaches a point of diminishing metwhen comparator TMR is
applied to the first half of the pipeline. The apmt conclusion is that TMR is best
utilized for the same initial percentage of thegfiipe regardless of resolution.

Upset Injection Rate

Finally, the effect of upset injection error rate SNR was simulated. Fig. 38
shows the impact of the error rate on SNR. Eraie ris defined as the fractional
likelihood a sample contains an injected comparapmet. As the error rate decreases,
the SNR increases at the rate of 10 dB per decAdeexpected, the SNR due to single-

event errors approaches the ideal SNR at very loor eates, with the effective single-
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Fig. 37. Signal-to-Noise Ratio improvement forrgasing use of comparator TMR in
a 14-bit pipelined ADC. The results shown are #model with an individual
comparator upset probability of 0.1%.

event “noise” level merging into the quantizatiooise floor of the ADC. Maximum
error rate simulations were performed in which gwsat occurred in one of the
comparators on every data sample. Fig. 39 shoavsdame data as Fig. 33, plus data for
the described maximum error rate. Even though dhge is obviously not realistic for
most applications, it does provide a worst-casentdaty. Using this worst-case data
leads to the conclusion that a designer shouldyapminparator TMR only to the first
two-thirds of the pipeline at the very most. Ewdth extremely high SEE error rates, no

significant SNR benefit is derived by TMR hardeniafythe last third of the ADC
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Fig. 38. The pipelined ADC signal-to-noise rataska power log relationship with the
system error rate. The results shown are calailmen the 10-bit pipelined ADC
model. Error rate is defined as the fractionatlilkood a sample contains an injected
comparator upset.

pipeline. In practice, most designers may choodenrtit TMR to the first half (or less)

of the pipeline, depending on the expected radiatiovironment.

Conclusions
Signal-to-noise ratio provides an excellent metiten comparing different single-event
mitigation design choices in an ADC. Frequency dmmanalysis was used to find the
point of diminishing returns for the use of TMR d¢ime internal comparators of a
pipelined ADC. Even assuming extremely high corapmrupset rates, comparator TMR
is most effective when applied to the first 50%/@%0 of the total number of stages in a

1.5-bit/stage pipelined ADC, regardless of the alleesolution.
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Fig. 39. Comparison of comparator upset probgblitt% and 100%. The results
shown are calculated from the 10-bit pipelined ADGdel.

Clearly, the biggest advantage of using SNR isto@valuate the performance of
one particular circuit, but to compare the perfangeaof two or more different RHBD
techniques on the same circuit or system, or topaoenthe relative hardness of two or
more different circuit topologies. In such sitoas, the simulated error rate can be set
sufficiently high enough to allow the designer t@ka a valid comparison between
designs. Because signal-to-noise ratio is so camynased to characterize analog and
mixed-signal systems, the SNR metric should proyealty useful in quantifying the
benefit of future RHBD techniques applied to a vergad range of designs such as
analog-to-digital converters, digital-to-analog eerters, RF circuits, and analog signal

processing circuits.
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CHAPTER VI

MULTI-BIT STAGES

The following chapter is a complete excerpt frommanuscript prepared for

publication.

Introduction

Analog-to-digital converters (ADCs) are essent@lmany space and military
applications. The pipelined ADC topology offerga@d balance of speed and resolution.
This topology works by employing an assembly-lippr@ach of quantizing a portion of
an analog signal, amplifying the un-quantized digaad passing that signal to the next
stage.

Pipelined ADCs were originally designed with aitgb stage resolution of
1.5-bits, which provides an optimal tradeoff betwespeed, area, and power [75].
However, thermal (kT/C) noise due to random flutbraof charge carriers becomes a
major constraint for pipelined ADC resolutions degathan 10 bits [76]. Designs
become cumbersome when pipelined ADCs use onlybit.Stages, as thermal noise
forces the use of large multiplying digital-to-amgiconverter (MDAC) capacitors which
consume valuable area and require more power. eTtiesmal noise requirements can
be lessened through the use of multi-bit stagedicpkarly at the front of the pipeline.

Some common examples of commercial pipelined ADGmgu multi-bit stages are
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Analog Devices's AD9246, Linear Technology’'s LTC220 and National
Semiconductor's ADC14C080.

Several papers describing methods for selecting mmost optimal stage
resolutions for pipelined ADCs [75]-[79] have bgauwblished, where the number of bits
per stage is calculated according to the performarquirements of the desired ADC
application. For this paper, the most optimal @urftion is not a concern, beyond the
assumption that multi-bit stages will be used pigelined ADC design.

Many pipelined ADCs have undergone heavy ion rgstiexamples include
Analog Devices’s AD42961, AD1672, and AD9223 andd Instrument's ADS424
[55]-[60]. LET thresholds for these parts rangeonfr 1.8 MeV-ciimg to
11.2 MeV-cni/mg. Unless SE-RHBD techniques are used, pipeliABLs will be
sensitive to single-events.

There are many potential sources of SE-inducedrserin pipelined ADCs.
Reference, clock, and the internal sub-circuits elinbe vulnerable to single-event
upsets. If one assumes that the clock circuits rafetence circuits are independently
hardened, then vulnerable sub-circuits within tiygelme can be hardened. Previous
research involving a comprehensive simulation aslgf 1.5-bit stages concluded that
the internal comparators and MDACs were the massisee sub-circuits [63] within the
pipeline stages. This work also recommended impp8E-hardness in the comparators
by increasing capacitance sizes and adding resigadback in the latch [63].

Several additional techniques have been develapadprove the SE-sensitivity
of the comparator sub-circuits. One techniquetinthe duration of upset by using an

auto-zeroing architecture for comparators [68]. other technique reduces the
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vulnerability of internal floating nodes in samged-hold and MDAC sub-circuits [80],
[81]. Triple-modular-redundancy (TMR) is recommedde protect the digital output
registers [69]. The application of TMR to the cargiors in 1.5-bit stages has also been
analyzed [70].

This paper expands upon previous work in RHBD Impd ADC design by
employing analysis and simulations to compare tfferdnces in single-event response
of 1.5-bit stages versus multi-bit stages. The lsHegent error analysis focuses on the
two main sub-circuits of a pipelined ADC stage: tfuantizer (comparators and encoder)
and the MDAC. An RHBD technique suitable for reidgcsingle-event errors in multi-
bit stages is also described. This technique disingle-event bit upsets in the encoder to

a maximum of one LSB for any multi-bit stage, wathly minimal layout penalty.

Background

The pipelined ADC topology consists of a cascaldgtages as shown in Fig. 40.
A single stage quantizes a portion of the analggadj amplifies the remaining signal
residue, and passes it to the next stage. A sipgleline stage consists of a low-
resolution flash ADC, an MDAC, and the correspogdamcoder logic.

The flash ADC is comprised of'2 comparators and'2L resistors, where N is
the stage resolution. The resistor string providgésrence voltages for the comparators.
Typically, a pipeline stage will not quantize tlop thit code (i.e. 11...1), as this extra bit
code creates an overlap with the following stagprawide digital error correction. Each
comparator compares the input voltage to a difteveitage from the reference resistor

string. The comparator outputs generate a therrteonedde, where the number of
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comparators generating a logic 1 output value chamgcording to the magnitude of the
input voltage (which conceptually looks like a tm@meter rising and falling, hence the
name). The thermometer code is then convertedlt@faN code composed of all logic
0’'s except for a logic 1 at the thermometer codeinsition from 1's to 0's. Each bit in
the 1-of-N code (4fN) is determined from thermometer code bifg).( This encoding
process is commonly performed using one of two iptesssninimal encoder topologies.
The 1-of-N code can be either determined by taktiegcomplement of the subsequent bit

with the current and previous bits,
1ofN; =Ty o Ty o Ty (17),

or it can be determined from the complement ofribet two subsequent bits with the

current bit,
]-OfNi = -Fn+2 * -ITn+1 ° T, (18).

The thermometer to 1-of-N code conversion typjcaes 3-input NAND gates
to implement either (17) or (18). The 1-of-N cadehen used to access the correct bit
code from a ROM (read-only memory) table, whichthen used to configure the
switched-capacitor input network of an MDAC in arde correctly compute the residue

voltage for the next stage in the pipeline.

Single-Event Analysis of the Comparators

SE-Response of 3-Input NAND Encoding Schemes
Comparator metastability and component mismatehcaitical design concerns

for high-speed flash ADCs, often leading to errareed’s or 0's appearing near the
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transition point in the thermometer code. Thesersrare commonly referred as bubble
errors (analogous to bubbles in a mercury thermernet

The encoding schemes described in (17) and (18) tgpically used in
commercial designs because they provide adequdtieldoerror correction at minimal
design cost [82]. Equation (17) will produce tharect 1-of-N code for any single
erroneous 1 surrounded by 0’'s. Similarly, equafi8) will produce the correct 1-of-N
code for any single erroneous 0 surrounded by Hswever, these encoding schemes
fail for bubbles on the opposite side of the themater code transition. For equation
(17), an erroneous 0 surrounded by 1's that ishifrom the transition will produce a
incorrect 1-of-N code that is 2-bits apart from ttwrect 1-of-N code. Likewise, the
opposite erroneous case for equation (18) will alscur. Significantly worse are those
cases in which the bubble error (a 0 surroundeti®n equation (17), or a 1 surrounded
by O’s in equation (18)) occurs 3-bits or greatenf the thermometer code transition.
These cases will produce two 1’s in the 1-of-N ¢axeising multiple ROM rows being
accessed and thus a wired-OR response betweerutpat evords.

Fig. 41 is an illustration of a thermometer cod®recausing multiple ROM rows
to be accessed. In this example, a 3-bit stageldhdeally evaluate the input voltage to
a bit code of ‘010’. However, a bit flip in theetmometer code is exacerbated by two
1's appearing in the 1-of-N code, accessing m@tiROM rows. As a result, both the
most significant bit (MSB) and the least signifitdoit (LSB) are flipped, erroneously
generating the top bit code which is reserved fgital error correction. While this may
not be a problem for many commercial applicatiainis, a concern for space and military

applications requiring applications to be singlemwobust.
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Fig. 41. |lllustration of a thermometer code bip fleading to the 1-of-N code
accessing multiple ROM rows. The ideal responssh®wn in the top-half of the
figure, while an erroneous response is shown inkbgom-half. The output is
effectively a wired OR of two output words. Thadi result is an error in the bit
code’s MSB and LSB.

SE-Response of a More Robust Encoding Scheme

Every single-bit error for all possible thermonmetedes can be classified into
one of three categories. The first category isdbeectable errors. These errors are
unique to a single specific valid thermometer coaled thus can be corrected. The
second category is the errors that cannot be dedeoecause the erroneous code is
identical to (and indistinguishable from) a valltetmometer code. Fortunately, every
one of these cases occurs only 1 LSB from the cbrede. The final category is
partially correctable errors. These errors prodaneerroneous code that could have
occurred from two possible valid thermometer cod#és.each of these cases the two

possible valid thermometer codes are 2 LSBs apehne designer has two choices. One
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choice is to arbitrarily assign the erroneous ctadene of the valid codes, leading to a
potentially correct response or to a 2 LSB errdrhe other option is to assign the
erroneous code to the thermometer code in betweetwo possible valid codes, limiting

any error to at most 1 LSB.

Previous work has investigated alternative enctmj@rlogies in order to improve
tolerance to thermometer code errors when compreshcoders implemented using
(17) and (18). A more robust quantizing scheme weasgeloped to protect against
metastability issues in flash ADCs [83], and latntroduced to improve SEU tolerance
in flash ADCs [84]. However, this technique carsoabe applied to the encoder of a
pipelined ADC stage. This alternative encodingesal evaluates a 1-of-N code using

the equation

lOfN| — -Fn+2 ¢ (Tn+1 D Tn). Tn—l (29).

This encoding scheme eliminates all correctablentbeneter code errors. Also, for
partially correctable errors, this code assignsdhiose errors to the thermometer code
value between the two possible valid thermometateso Unlike standard 3-input
NAND logic encoders, this encoding scheme ensinasanly a single ROM line will be
accessed for any single bit thermometer code upb&st importantly, this technique
limits the maximum word error for the stage torgs LSB, regardless of the resolution
of the pipeline stage.
SE-Simulations of the 3 Different Encoding Schemes

The response of the pipelined ADC to single-ewgrgets originating from the

comparators was studied using a behavioral motleé model allowed effective analysis

66



of various stage design options without the needafdransistor-level design of each
circuit. A 10-bit pipelined ADC model was createdC++, which sampled a simulated
1-Vpp 24.8 MHz signal at 100 MSPS for a total cfPEamples. The ADC’s LSB is
approximately equal to 0.98 mV. Comparator upsetse injected randomly during
operation, with a probability that an individualngparator would upset at any particular
sample set to 0.1%. The relatively high probapivas chosen to make comparator SEU
errors easily distinguishable from quantizatioroerrComparator upsets were simulated
as bit flips in the thermometer code. The ADC h#&ral model was created using a
4-bit front-end stage, followed by seven 1.5-bagsls. A count of errors for both
NAND encoding schemes, shown in equations (17) @®), and the more robust
encoding scheme shown in equation (19) are depintéay. 42. Errors from ideal are
measured in multiples of the ADC’s LSB. The erdstribution is not symmetric for
either of the 3-input NAND logic schemes and em@gnitudes can also be quite large,
e.g. -896 LSBs for (18), and 349 LSBs for (17).isTitesult is not surprising since upsets
can lead to multiple rows of the ROM being accesseslulting in a convoluted ADC
error response. Single-events causing multiple ROWEs to be accessed have also been
seen with encoding logic using XOR gates [11]. Tésponse of (19) is significantly
better. For a 1-Mpinput signal, a 1 LSB error in the 4-bit front-stagill cause a
maximum 64 LSB error in the final 10-bit ADC outpuThe largest errors produced by
random comparator upsets in the entire pipeline€ADrrespond to a 1 LSB error in the
4-bit front-stage.

To evaluate the effectiveness of this coding s@&)etrwas necessary to compare

the single event response of the multi-bit stageCAD a 1.5-bit stage ADC. In previous
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Fig. 42. The count of errors resulting from randipmjected comparator upsets in a
10-bit pipelined ADC. It contains a 4-bit frontcestage followed by seven 1.5-bit
stages. The response to three different encodge Brhemes in the front-stage is
shown. A 1 LSB error in a 4-bit front stage wilhuse a maximum 64-bit error,
illustrated by the green lines, in the final 20ADC output.

work, comparator triple mode redundancy (TMR) i hit stages was analyzed using a
signal-to-noise (SNR) metric [70], where simulatedmparator upsets in an ADC

behavioral model were randomly injected, and tlseilte analyzed by performing a fast
Fourier transform (FFT) on the resulting signal aattulating the SNR. SEs in mixed-
signal applications are normally difficult to evata because the complex distribution of
errors they vary in rate and magnitude. Duringlyamis, the error probabilities of

different designs can be proportionally scaled aua constant shift of 10 dB/decade in

the SNR metric. By setting a high error rate dgirsmmulation, the SE response can be
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pushed above the noise floor so that comparisorizrelba two different RHBD
techniques can be made.

The comparison of a 10-bit pipelined ADC using-fiband multi-bit stages is
shown in Fig. 43. This figure plots SNR with resjp® the total number of comparators
in the entire 10-bit ADC. For the baseline casalbi.5-bit stages, (9 stages with a total
of 18 comparators) the SNR is 34 dB. The SNR metan be improved using
comparator TMR progressively starting with the tfistkage (22 total comparators) to
obtain an SNR of 41 dB, using it in the first twlages (26 total comparators) to obtain
an SNR of 48 dB, and progressing through the pipeliadding 4 comparators per stage).

The results of using 3-, 4-, and 5-bit front-etaihes are plotted in Fig. 43. Multi-
bit stages using a standard 3-input NAND logic elecodo not compare well to the
1.5-bit stages, and consequently should not be usddgh radiation environments.
Since multi-bit stages have increasing number ahmarators, the number of SE
vulnerable comparators in 3-input NAND logic schenaso increases, leading to a
worsening SE response with increasing resolutioshasvn in Fig. 43. By contrast, the
robust encoding logic scheme of (19) is far mofeative against single-event upsets.
Unlike standard 3-input NAND logic encoders, wh&MR worsens at higher front-end
stage bit resolutions, the robust logic encoderawgs SNR by limiting the size of the
error to the LSB of the stage. For the same pipalesolution, the 4-bit stage has nearly
the same SNR (47 dB) as three 1.5-bit stages wherfrst two stages utilize comparator
TMR (48 dB). Both cases have 26 total comparateosno significant area penalty

results.
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Fig. 43. SNR is used as a metric of comparisonvésious 10-bit pipelined ADC
designs with simulated randomly injected comparaipsets. Three different
guantization logic schemes are investigated adioee multi-bit (3,4, and 5) front-
end stages. Also previous work on the use of coatpaTMR in 1.5-bit stages is
shown for comparison [70].

As a comparison to the robust encoding logic seéhem(19), comparator TMR
could be applied to multi-bit stages. All errorsedo comparator upsets can effectively
be mitigated (including LSB errors) using TMR, libe area and power penalties are
significant, since the number of comparators reglirincreases to 3*(22).
Consequently, the robust encoding scheme providasich better cost-to-benefit ratio
than brute-force triple-mode redundancy.

Note that the results in Fig. 43 are only appliedbr pipelined ADCs where the

first stage is multi-bit. It is also worthwhile ®valuate the effectiveness of the robust
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Fig. 44. SNR is used as a metric of comparisonvéorous 10-bit pipelined ADC
designs with simulated randomly injected comparafisets. The robust logic is used
for increasing second-stage resolution.

logic encoder in later pipeline stages. Simul&@&R results for 10-bit pipelined ADCs
with two different front-stage resolutions (1.5-da®-bit) and increasing "2stage
resolutions are shown in Fig. 44. Negligible immment is seen for increasing second-
stage resolution, since the larger errors resulfrogn upsets in the first stage will

dominate.
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Single-Event Analysis of the MDAC

SE-Response of the MDAC

Assuming the analog single-event-transient (AS&S$)ributions between multi-
bit MDACs and 1.5-bit MDACS are the same (to thretforder), the effect of increased
per-stage resolution on the entire ADC can be bettderstood. First, pipelined ADCs
using multi-bit stages will have fewer MDACSs, dsistrated in Fig. 45. Shown are three
1.5-bit stages, which is equivalent to a singlat4stage. Since every stage contains an
MDAC, the design using the 4-bit stage will haveotfewer MDACs resulting in a
smaller sensitive volume. Also, because of therab$y line approach of the pipeline
topology, the error at the output of the entireepiiped ADC (AVapc) is equal to the
ASET error at the output of the stageV(ipac) is divided by the total gain (G) in the

pipeline up to that stage and can be representéueldpllowing equation,

k
AV e = IJ Gi * AVypae, £Q (20)
1= i
where Q is the quantization error of the ADC. Tan of a 1.5-bit stage is 2, while
multi-bit stages have gains of 4, 8, and 16 forit3-B-bit, and 5-bit resolutions,
respectively.

Even though an identical ASET in the MDACs of difint stage resolutions will
produce a similar response at the output of the [@D#e final ADC outputs will have
errors of different magnitudes. These errors ea¢esl by the gain of the stage, as shown
in equation (20). For example, the response ofbét 4tage can be compared to the

equivalent response of three 1.5-bit stages byidensg an ASET with a magnitude of

128 mV. The gain of the 4-bit stage is 8, so theivalent output error voltage at the
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Fig. 45. It takes three 1.5-bit stages to be eajait to a single 4-bit stage. Since
every stage contains an MDAC, a pipelined ADC usang-bit stage will contain 2
fewer MDACSs than one using all 1.5-bit stages.

system level is only 16 mV. In the case of thréelit stages, with a gain of 2 in the first
stage, the same error at the system level woulé4denV. In other words, while a
128 mV error in a 4-bit front-end stage MDAC wougult in a 16 mV error at the final
output, the same ASET could result in a 64 mV ena 1.5-bit front-end stage MDAC.
SE-Simulations of the MDAC

A detailed analysis was performed using SPICE kitimns of 1.5-bit and 3-bit
MDAC designs, as shown in Fig. 46. The MDACs wdesigned using IBM 9SF
CMOS device models. Simulations were performedsac?7 input voltages, 20 temporal
locations, and SE strikes of 10 and 40 Me\Aeng at every MDAC node. Heavy ion
strikes were simulated using calibrated currentemodels [50].

The SE maximum error at the output of the MDA@ependent on the size of the
feedback capacitors (C Floating input nodes will exist in the switcheapacitor

feedback network during the evaluate phase [8Q]. [Since there is no restoring current
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Fig. 46. The schematic of the 3-bit MDAC. The-bi6bMDAC is a similar design,
except without the 2C sampling capacitors

at these floating nodes, any charge depositecb@iitored on the capacitors and show up

as a voltage error according to the fundamentahioyu

Q=CILlV 21).

These floating nodes exist during MDAC operatiogarelless of bit resolution. Fig. 47
shows the maximum error magnitude at the outpat®bit and 3-bit MDAC for varying

C: due to a simulated heavy ion with an LET of 40 M&¥’/mg. There is a negligible
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Fig. 47. Maximum error magnitude due to SEs at M2AC output for varying
feedback capacitance. Results are obtained ussigalated SET with an LET of
40 MeV-cnf/mg.

difference between maximum error magnitude at tbgouws of the 1.5-bit and 3-bit
MDAC, but a clear dependence onf@ both circuits.

An MDAC SE sensitivity comparison between pipetinADCs containing a
1.5-bit or a 3-bit front-stage was simulated udimgrmal noise constraints as the primary
design constraint. Thermal noise equations for lpipd ADCs are available in the
literature [54], [76]. Two pipelined ADCs topol@g were designed to have equivalent
thermal noise with a 14/ signal range, fully differential topologies, 10 siof total
resolution, and a minimum allowable capacitor ££400 fF. The first topology, (A),

used nine 1.5-bit stages, while the second topeldBYy, contained a 3-bit front-end
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Fig. 48. Maximum error magnitudes per stage amvshfor two 10-bit pipelined
ADCs with equivalent thermal noise. (A) consisfsatl 1.5-bit stages, has;©f
440 fF in the front-stage while all remaining stadmave ¢of 100 fF. (A) use the
bottom x-axis. (B) consists of a 3-bit front-stagigh G of 100 fF and all remaining
stages are 1.5-bit with;©f 100 fF. (B) uses the top x-axis. Errors fraieal are
measured in multiples of the ADC’s LSB. PipelineBC (B) has one fewer stage.
Also, the maximum SE error at each stage outp(B)ns equivalent to errors starting
at 29 stage in (A). Results are obtained using a sitedI&SET with an LET of
40 MeV-cnf/mg.

followed by seven 1.5-bit stages. The value ¢frnCthe first stage for the all 1.5-bit
topology, (A), was calculated to be 440 fF, whilef@ the first stage of the 3-bit front-
end topology, (B), was calculated to be 100 fFthBADC topologies used a ©f 100 fF
for all MDACSs following the first stage.

The maximum error at the output of the ADC duesto strikes in each stage’s

MDAC is shown in Fig. 48. The maximum error foetpipelined ADC constructed from
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1.5-bit stages, (A), occurred from strikes in teead stage, due to the smaller (100 fF
versus 440 fF) capacitors in the second stagehisrexample, the pipelined ADC with a

3-bit front end, (B), overlaps the response offthal seven stages of (A), and will have

the same maximum MDAC error. However, the all itsdesign has errors produced by
an additional stage, the first stage, and thusdincuit will have a larger sensitive area

than the pipelined ADC with a 3-bit front-end.

While the number of stages dominated the calamnatf the MDAC sensitive
area, the increased number of nodes necessary ptenmant a multi-bit MDAC
contributes a second-order effect. For a morellddtaomparison of sensitive area, each
error was weighted by the SPICE simulation noda.afféor simulations of SE strikes in
the MDACs with LET of 10 MeV ciimg, an error of at least 16 LSBs was produced in a
total area of 7.3X1® cn? of the all 1.5-bit stages ADC, while the same em@s
produced in a total area of only 4.8X46nt in the ADC with a 3-bit front-end. An LET
of 40 MeV cnf/mg produced an error of at least 32 LSBs in acéa&7X10°® cnf and
5.4X10° cnf in the pipelined ADCs of all 1.5-bit stages anchiB-front-stage,
respectively.

While thermal noise constraints provide a goodtis@ point in determining
capacitor size, it may also be necessary to iner€asn order to meet SE sensitivity
requirements. Fig. 49 shows a decrease in maxifnomt-end error for increases in C
for SE strikes with LET of 40 MeV-cffmg. Increasing the front-end; @ 220 fF
decreases the maximum MDAC error from 155 to 77 $SBicreasing £to 440 fF does
decrease the maximum error occurring in the froages to 37 LSBs, but 77 LSB errors

still occur from the ¥ stage.  SE strikes produced an error of at [824tSBs in areas
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Fig. 49. Maximum error magnitudes per stage forbitOpipelined ADCs with
consisting of a 3-bit front-stage of varying fGllowed by all 1.5-bit stages with; Gf
100 fF. Front-stage:@n 2) is 100 fF, in 3) is 220 fF, and in 4) is 440 Errors from
ideal are measured in multiples of the ADC’s LSResults are obtained using a
simulated SET with an LET of 40 MeV-émg.

of 4.8X10° cn? and 4.0X1@ cnt in the pipelined ADCs with 3 bit front-stage 6f
220 fF and 440 fF, respectively.

So what do these results indicate to a desigredirsg to minimize MDAC errors
due to single-event strikes? For a given ADC rgsmh, implementing a pipelined ADC
with a multi-bit front-end will result in fewer gjas with less sensitive area, and smaller
areas capable of generating larger multi-LSB errdd®wever, the need to reduce the
magnitudes of single-event error voltages for di@aar application may also force a

designer to increase capacitor sizes beyond theesalequired to meet thermal noise
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requirements. Consequently, the standard optimizabf area versus power versus
thermal noise for pipelined ADCs as found in therature may not be possible in an
RHBD circuit.

To summarize, if a designer does choose to impiemmenulti-bit front end for a
high-performance pipelined ADC, hardening that iFuilt stage against single-event
errors can be accomplished with acceptable desayalpes with respect to multiple
1.5-bit stages, resulting in either equivalent igngicantly reduced single-event error

magnitudes, depending on whether the MDAC or qaants affected.

Conclusions

The single-event sensitivity of pipelined ADCs hwvitulti-bit stages has been
analyzed and compared to 1.5-bit stage alternatMe#i bit stages are commonly used
in high-resolution pipelined ADC designs to provideluced thermal noise, area, and
power. Multi-bit stages can also provide advargageth respect to single-event
vulnerability when compared to 1.5-bit stages. W¥izing a more robust encoding
scheme with little area penalty, errors resultingnf comparator upsets in a multi-bit
stage can be limited to one LSB with a topologyriyeas effective as 1.5-bit stages using
comparator TMR in the first pipeline stage. Pipetl ADCs with multi-bit stages will
also have fewer MDACSs, leading to less sensitiwaaalthough it may be necessary to
increase capacitor values in order to decrease r&Eseresulting from strikes in the
MDACs. These results indicate that with propenglespipelined ADCs using multi-bit
stages can be as effective as, and much more rttarsttheir 1.5-bit stage counterparts

when mitigating single-event errors in radiatioviesnments.
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CHAPTER VII

SINGLE-EVENT EFFECT MITIGATION IN SWITCHED-CAPACIT® CIRCUITS

This chapter presents novel SE-hardening techaitpreswitched-capacitor fully-
differential analog/mixed-signal circuits. Firgt,complete excerpt from a previously
published manuscript demonstrates dual-path hargemm a comparator [80]. Next, a
manuscript prepared for publication presents erpamtal data validating the dual-path
hardening technique in both MDAC and comparatocutis. Finally, the chapter
concludes with a discussion on analog layout teghes for SE-mitigation in fully-

differential analog/mixed-signal circuits.

Introduction to Dual-Path Hardening on a Comparator

Single-event effects in comparators have beesubgect of considerable research
over the past two decades. Much of this reseassh focused on the analysis and
characterization of the single-event responsenaali bipolar comparators. Early work
investigated the effect of heavy ions on the Natic@emiconductor LM111H [85]. Later
research was expanded to include various testinthadelogies, testing facilities,
radiation-hardened processes, and simulation md8éls[97]. In 2001, a radiation-
hardened-by-design linear bipolar comparator wasented that utilized triple-mode
redundancy (TMR), unique bias circuits for each pamator, and charge dissipation
techniques in the voter circuit [98]. This TMR apach was similar to that used to

harden digital circuits, with similar penaltiessize, area, and power.
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In comparison to their linear bipolar counterparatively little research has
focused on single-event mitigation in CMOS compaat In modern CMOS processes,
high-performance mixed-signal designs commonly ukigerential topologies and
switched-capacitor input/feedback networks to ebtaeater dynamic range, better noise
rejection, improved matching, and/or reduced pogissipation relative to their single-
ended, continuous-time counterparts [99]. For examhigh-speed CMOS data
converters typically make extensive use of difféiedrswitched-capacitor topologies.

Fig. 50(a) shows a typical switched-capacitor CM&fBnparator as commonly
used in pipelined analog-to-digital converters. isThomparator is composed of a
capacitive input sampling/subtraction network, @&-amplifier, and an output latch.
These circuits compare an input voltage to a refexevoltage and latch a logic ‘1’ or ‘0’
at the output depending on whether the input geltés higher or lower than the
reference voltage. It is essential that valid carafor operation be ensured even in the
presence of single-events. A comprehensive SEE analysis of the pre-amp and latch
circuits has been performed for an SOl CMOS contparf00], but errors in the
capacitive input network were not investigated hédtwork showed that an auto-zeroing
comparator design can limit upset duration to glsirclock cycle between reset phases
[68], but such designs again do not address thielgaroof errors in the capacitive input
circuit.

In general, switched-capacitor circuit topologgahibit much greater single-event
vulnerability than their continuous-time countetpadue to the presence of floating
nodes in the signal path [81], [101]. Floating e®dhave no charge dissipation path, so

charge deposited on a floating capacitor by a stegknt strike will persist until the next
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Fig. 50. (a) The switched-capacitor comparatorraes in two phases: (b) reset
phase and (c) evaluation phase.
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clock phase. As shown in Fig. 50(c), the inputwoek of a switched-capacitor
comparator is particularly vulnerable when its ogufation results in floating input
nodes. In at least one design the input capasites were made much larger to harden
these nodes [63], but this “brute force” approael Bignificant penalties in terms of
layout area and maximum operating frequency.

Given sufficient time and restoring currents, @ean a continuous-time circuit
can dissipate collected charge at the cost of higiwaver dissipation. However,
switched-capacitor circuits have many advantagesr aontinuous-time circuits in
precision high-speed CMOS designs, e.g. improvaspoment matching. Consequently,
it is not practical to harden modern mixed-signatwit designs against single-event
effects simply by migrating to continuous-time ttypes, or by making capacitors
larger.

This research presents a novel solution for handethe floating capacitive nodes
of the comparator input network, based on a maaifbe of the “dual path” design
technique recently described for sample-and-hadditback circuits [81]. This technique
can dramatically reduce the vulnerability of flo@tinodes in the switched-capacitor
input network with (at worst) a 2X capacitor aremalty. When combined with digital
error correction techniques, dual-path SEE mitggatan completely eliminate bit errors

in analog-to-digital converters due to strikes lo@ floating input circuits of comparators.

Circuit Operation

The switched-capacitor comparator shown in Figap@perates in two phases

controlled by non-overlapping clockg and . The switching network subtracts the
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differential reference voltage from the differehiigut voltage. During the reset phase,
wheng; is high andyp, is low, the capacitors are precharged to the rdiffee between the
differential reference voltage and common-modeagdf as shown in Fig. 50(b) and

(22).

Vc+ = Ve _VREF+
Ve- =Vem ~Vier- (22)

When ¢, is high andg, is low, the circuit switches to the evaluation gfaand the
capacitors are connected between the input voléagethe pre-amplifier inputs. It is
during this phase that nodes connected to the iaptite pre-amplifier are floating as
shown in Fig. 50(c). The differential voltage tlagpears at the input to the pre-amplifier

is the difference between the input signal anddfierence voltages as shown by (23).

VPA+ :VIN+ +Vc+ :VIN+ +VCM _VREF+
VPA— =VIN— +Vc— =VIN— +VCM _VREF—

(23)
UVea =Von = (VIN + ~Vin —) B (VREF+ _VREF—)

This differential input voltage is amplified ancethlatched as logic “1” or “0” depending
on whether the differential signal voltage or difietial reference voltage is greater in

value.

Mitigation Technique

Clearly, a voltage perturbation in the differehtlata path of the comparator may
cause erroneous data to be latched at the compamatijout. A dual signal path that

provides significant immunity to a voltage perturba on a single floating node of a
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Fig. 51. Simplified circuit schematic of the diéatial amplifier showing the split
input paths.

switched-capacitor feedback amplifier has recebtgn described [81]. A modified
version of this technique can be applied to theiimgtwork of the comparator to prevent
most errors from generating an erroneous latchéaevaHowever, this dual input path
must not significantly degrade the performance loé ttomparator under normal
operation.

Fig. 51 shows the comparator circuit with dual utsp implemented in the
differential input stage. Input transistors M1 aki@ have each been split into two
identical transistors connected in parallel, Y1z and M2 ||M2s, such that the width-
to-length ratio of each parallel device is half thlth-to-length ratio of the original
transistor. When the gates of Mand M% are shorted together, this configuration is

identical to a standard differential amplifier. Hewer, the mitigation technique requires
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Fig. 52. The switched-capacitor comparator withit gfifferential amplifier input
paths to harden the floating nodes against singdeteupsets.

the gates to maintain isolated signal paths. Toerethe switched-capacitor differential
input network must also be duplicated as showngn32.

The differential amplifier input transistors aralred in size to provide the same
effective input transconductance values of theiwmaigcircuit. However, unlike the
application of this technique to a feedback amglifB1], the capacitors are not halved in
size. The capacitors in this comparator designalieady sized to a minimum practical
value to prevent mismatches due to parasitic interect capacitances from affecting the
circuit's operation. Since each capacitor is alyeat minimum size, the dual path
topology doubles the total capacitance area.

A single-event strike on the floating nodeaVa+ will perturb the gate voltage of

M1, in Fig. 51. If the gate voltage decreases, tlandcurrent y14 through transistor
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M1, will also decrease. Given a large enough pertimbatransistor M4 will turn off
completely. In a standard differential amplifidig decrease in current would cause an
increase in the current through the M2 branch ardreesponding error voltage at the
output of the amplifier. However, because of thldnput transistors, transistor M1
provides an alternate signal path. The paralletruok floating node for input transistor
M1g preserves the correct voltage to be compared, thedcomparator therefore
functions properly.

The parallel input transistor does not providefgmr compensation, as some
amount of charge is coupled between the two hadtesch input transistor pair by the
parasitic capacitances of the devices, therebpduoing a small voltage error onto the
other floating input nodes. The amount of curieotease for each transistor will depend
on the total number on input transistors and tHeevaf the gate-source voltage (i.e. an
input transistor with a higher gate-source voltag# receive a larger increase in
current). An example of the change in currenshiswn in Fig. 53. The comparator in
this simulation has a differential voltage of 75 raW/the pre-amp input. A single-event
strike deposits 23 fC onto node-A/a+ during the evaluate phase at 163 ns. Before the
strike the total current through the M1 branch34 A (67 pA through M1y, and M%)
and through the M2 branch is 48 (23 pA through M2, and M3). The corresponding
current through MA is then forced to zero. By 750 ps after the sfrike total current
through the M1 branch is 87 pA, and the total qurterough the M2 branch is 84 pA. It
is important to note that the current lost throdh, does not exactly equal the total
increase in current of the remaining input tramsstecause the differential amplifier

current source is not ideal.
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Fig. 53. Currents through the differential inpanisistors during a single-event strike
during the evaluation phase. The differential inpaltage to the comparator pre-amp
was 75 mV and the single-event deposited 23 fChenflbating node ¥Wa a+. Even
though M1, is forced off, the dual path RHBD technique pressrthe correct
response, since the increase in current througp Mdains greater than the sum of
currents through MRand M2. The comparator will latch the correct logic stat

Unfortunately, this design technique cannot préugsets if the differential input
voltage is too small. Fig. 54 shows the dual-g@aHBD technique failing for a smaller
input voltage. The SEE and comparator operatinglitions were kept the same as in
Fig. 53 except the differential input voltage wascitased to 45 mV. In this case the
total current through the M1 branch after the stnigmained less than the total current
through the M2 branch causing an erroneous latch.

Finally, for this mitigation technique to functiaifectively, a single-event strike
must turn off an input transistor rather than fortceto ohmic operation. Therefore, if

the amplifier has n-type input transistors, theac#pr switches must also be n-type
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Fig. 54. Currents through the differential inpatnisistors during a single-event strike
during the evaluation phase. The differential inpaltage to the comparator pre-amp
was 45 mV and the single-event deposited 23 fCherfloating node Wa a+ In this
case the total current through the Mdnd M% remained less than the total current
through M2, and M2 post strike, resulting in the latching of an imeat logic state.
Clearly, the dual path RHBD technique cannot préewsrors if the pre-amp input
voltage is too small.

transistors, to ensure that a single-event trahsigéh decrease the corresponding gate

voltage and force the input transistor off.

Analysis

Comprehensive SPICE simulations were used to aealye circuit mitigation
technique across 100 evenly spaced times duringctook cycle, 101 evenly spaced
input voltages, and 17 different charge depositiolke switched-capacitor comparator

was operated at 100 Megasamples/second (MS/s)gdthren simulations. This sample
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rate was chosen as a typical value useful for nmagh-speed applications, with no
attempt made to optimize comparator speed. Thewrusource used to model the SET
was generated from a physical 3D TCAD model of ar® CMOS technology,
calibrated to the electrical SPICE model with aedéin energy transfer (LET) of
1 MeV-cnf/mg [50]. This current pulse deposits 5.8 fC ofircje. The other sixteen
current sources were generated by adjusting theiuigg of the 5.8 fC source by integer
multiples. Transistor size, node impendence, amcent drive can all affect the shape of
the SE-current [50], [102]. However, for this dgsithe most sensitive nodes of the
switched-capacitor network are the floating inpoti@s. Since no dissipation path exists
for the deposited charge, the cumulative chargerawhes the error voltage, rather than
the current profile of the strike. Additional sifations confirmed that the current pulse
shape had no significant effect on the resultse 3dme cumulative charge was modeled
using the current pulse described above, two squeree pulses of different peak
magnitudes, and two triangle wave pulses of diffepeeak magnitudes. The transition
region between no-upset and upset differed no ithare 5 mV between the five different
SE current pulse models. Also, since the sensiinges are floating nodes, the time
location in which a single-event effect occurs ependent only on the clock phase in
which the floating nodes occur, i.e. the evaluaphiase. The simulations showed that
the nodes were sensitive during the entire evalogihase, and insensitive for the entire
reset phase.

As previously discussed, one technique for hardgswitched-capacitor circuits
is to increase the capacitor sizes, thereby redubi@ error voltage for a given amount of

deposited charge. Since this mitigation schemeblgsuthe input network area by
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doubling the number of capacitors, an obvious golresb be answered is if the increased
hardness of the comparator is simply due to thgelacapacitor area, or if the dual input
path topology truly provides additional benefit.orGequently, as a “sanity check” the
dual-input comparator design was also comparedstaradard switched-capacitor design

with each capacitor doubled in size.

Discussion
Results of the Dual Path RHBD Topology

Splitting the differential inputs to the comparat@rovides a dramatic
improvement in single-event hardness as seen bydhéeur plots of Fig. 55. The
differential input voltage is shown on the x-axibil® the deposited charge is shown on
the y-axis. The dark region indicates an upsetitimm versus the light region indicating
no upset. For the standard circuit topologies igsF55(a) and 55(b), the susceptible
input voltage region increases with deposited ahamgcording to the fundamental
capacitor equation V = Q/C. This increase is ratty linear, as higher deposited
charges eventually create a dissipation path bgirfgrthe floating node to become so
negative that the switching transistor connecteti¢onode turns on.

The single-event-hardened dual-path topology dumsfollow this semi-linear
relationship. In fact, the upset-susceptible inpoltage region in Fig. 55(c) quickly
saturates. This saturation occurs because thekstade (e.g. nodep¥ a+) quickly turns
off the amplifier’s input transistor (M), and additional deposited charge cannot turn it

“more” off. The results in Fig. 55(c) show upse#s still occur when the magnitude of
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the input voltage of the pre-amplifier is less tfhmV. In addition, the sensitive area
of the comparator’s input network is effectivelyutdded since the number of switching
transistors is doubled. Nevertheless, the dualtigath design provides a dramatic
reduction in single-event errors despite these deaks.
Error Correction in Pipelined ADCs

High-performance pipelined analog-to-digital comees (ADCs) typically use
switched-capacitor comparators in every stage. ipgelimed stage resolving 1.5 bits
includes a 1 bit overlap for error correction. rislard digital error correction (DEC)
circuitry will correct errors within +/- 0.5 LSB dlative to \kep) in each pipelined stage.
For a differential voltage swing of 1 V, +/- 0.5 BSvill equal +/- 125 mV. This region
in which the DEC will correct errors is also shoimrig. 6. For the dual-path design of
Fig. 55(c), the upsets that occur in the capacitipit network are completely bounded
within the DEC region. Consequently, even though number of sensitive nodes is
doubled, the bit errors that do occur can be cotalyleorrected, resulting in no error at
the output of the ADC.
Open Loop Versus Closed Loop Response

There is an important distinction to be noted wtitendual-path RHBD technique
is used in an open loop versus closed loop circlnt.the sample-and-hold circuit the
switched capacitor network provided a closed loegpdback path around the amplifier
[81]. The negative feedback and virtual shortwitracross the amplifier inputs forced
the sister transistor to compensate for all thedagent, resulting in no change in current

for the other input branch of the differential arfet.
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Circuits with open loop amplifier topologies, suab the comparator, behave
somewhat differently. If an input transistor isrded off by a single-event strike,
capacitive coupling will force a voltage changeabnof the floating input nodes of the
comparator. Instead of the lost current being camspted for by only the sister
transistor, the current is distributed acrosshadlinput transistors. If the differential input
voltage is small enough, the dual input path togwlmay still fail, as the case in Fig. 54.
As shown in Fig. 55(c), errors can still occurhetdifferential input voltage to the pre-
amplifier is 50 mV or less.

The effectiveness of the technique for open laoguits can be further improved
by increasing the number of input paths. Theret@oereasons why adding more input
transistors will improve the single-event hardne$sthe switched-capacitor floating
nodes. First, the percentage of current lost frleentotal branch current will be reduced.
The maximum current loss in the dual-path desigmis half of the total branch current,
since at most one of the two dual input paths @atumed off. By switching to a quad-
path design the maximum current loss would decreasme quarter of the total branch
current. The second reason is due to the waydbedurrent is redistributed. The
redistribution of lost current will depend on tleeal number on input transistors and the
gate-source voltages. In the worst case of thémhth design, only three of the four
input transistors will be operational during a $&gvent strike. This means the branch
being affected by the single event will containyoohe of the total three transistors
receiving the lost current redistribution. For thead-path design this improves to three

of the total seven operational transistors. Stheelost current is distributed across all
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Fig. 56. Total currents through the differentiaput branches of using quad-path
RHBD during a single-event strike. The single-dvand operating conditions were
the same as Fig. 54. The differential input todbmparator pre-amp was 45 mV and
the single-event deposited 23 fC on the floatingen®pa a+. Unlike in Fig. 54 in
which the dual-path RHBD did not work, the currémtough the M1 branch of the
guad-path does return to being greater than themuthrough the M2 branch. The
comparator will latch the correct logic state.

the input transistors, adding more inputs transsstdll decrease the region in which an
error will still occur.

The total current through each branch during alstevent for the quad-path
design is shown in Fig. 56. The comparator opegétingle-event conditions are the
same as Fig. 54. The comparator in this simulatiaa a differential pre-amp input
voltage of 45 mV. A single-event deposits 23 fGoonode \sa A+ during the evaluate
phase at 163 ns. However, unlike in Fig. 54 inchtthe dual-path design fails to recover
the correct response, the quad-path does sucdgssfabver. The current through the

M1 branch returns to a higher value than the cuteough the M2 branch after 670 ps.
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Fig. 57. The result of the proposed RHBD technigpplied to four parallel paths per
input.

Results of the simulations of a design using thé8RHechnique for four paths per input
instead of two is shown in Fig. 57. For this cagegrs do not occur until the minimum
differential input voltage drops to 10 mV. Fronpractical design standpoint, the layout
penalty of increasing the number of input pathsobeythis point may not justify further
improvement in single-event hardness.
Tradeoffs

The layout of the baseline and RHBD comparaton®verformed in anticipation
of fabrication in the IBM CMOS 9SF process, as shaw Fig. 58. The areas of the
footprints are 871um® and 1688um® for the baseline and RHBD comparator
respectively. The main design penalty for the ¢haah RHBD comparator is the
doubling of capacitor area. The area tradeoff, hanes specific to the pipelined ADC
application, and assumes that the capacitors ofbidmeline design are already at
minimum size. Depending on the application, it rbaypossible to halve the sizes of the
capacitors when splitting the input paths, whill staintaining acceptable matching and
noise performance. In such a case, the dual-pEfBORtechnique would have minimal

area penalties when compared to the baseline design
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(b)

Fig. 58. The completed layout designs for (a) l@seand (b) RHBD comparator.
The process used is the IBM CMOS 9SF.
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Speed penalties are dependent on the applicatidhe capacitors can be halved
in size, then the total capacitance for the cirailit not change, and the dual-path design
will have no significant speed penalties. Howetag, capacitors were kept the same size
in the ADC comparator application, and by implenremthe dual-path design the total
capacitance of the system doubled. As long aswitkhes driving the capacitors are
replicated in each path, or their width-to-lengdhias are doubled, the RC time constants
will not increase. Speed penalties will also depen the circuits driving the \V, Vrer
and Lty inputs. If these circuits are slew-rate limitéern maximum sampling speed
will at worst be halved. However, if these cirsugtre not slew-rate limited then there is
no speed penalty.

The dual-path topology has negligible power peeslt There is effectively no
increase in power in the pre-amp and latch subcoems. Even though the dual-path
RHBD technique doubles the number of input traonssstthe width-to-length ratios are
halved, with no resulting changes in current. @itgh the number of capacitors is
doubled and the number of switches is increasedjremease in power in the switched-
capacitor subtraction network is negligible whempared to the power dissipation of
the pre-amp and latch. Simulation of a sinusoipuinto both baseline and RHBD
comparators shows an average power of dM¥Ifor both designs.

Transistor and capacitor mismatch are also of @wnen analog differential
topologies. Switched-capacitor topologies provgteater precision than continuous-
time circuits, since it is easier to match capasittan resistors. However, if an input
transistor is forced off in a dual-path circuitetihesult is an effective 1:2 mismatch

between the differential inputs, resulting in apun offset voltage. (For a quad-path
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design the mismatch ratio will be 3:4). While mawitched-capacitor circuit designs
can correct for offset errors caused by mismatdbé$ [68], [99], [103]-[105], the
digital error correction in a pipelined ADC sigwe#intly reduces the matching
requirements of the comparators by correcting dfgsebvoltage errors up to one-half of
an LSB. Conceptually it can be seen in Fig. 6 Rigd 8 that any input offset voltage
induced by an input transistor being shut off nfalitwithin the+ 50 mV andt 10 mV
upset ranges in the simulations, and therefore &lé within the+ 0.5 LSB correction

range of the DEC circuitry of the pipelined ADC.

Conclusions to Dual-Path Hardening on a Comparator

The dual-path RHBD technique provides a simple bffective means of
hardening the floating input nodes for a switchagacitor comparator. By splitting the
input nodes into separate parallel signal pathdraanatic improvement in single-event
hardness is observed. For a pipelined ADC, thetimoltage region over which the
comparator does upset can be completely boundeligiigl error correction, effectively
eliminating all bit errors due to the single-evestiikes on the input networks of the
comparators. These results indicate that the plail- RHBD technique should be
extremely effective at reducing single-event erréos a broad range of switched-
capacitor circuits, with or without feedback.

The tradeoff for using the dual-path techniquen@eased layout complexity, an
increase in the number of switching transistor, ardbubling of overall capacitor area,

assuming that the input capacitors were originaly minimum size. However,
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simulations show that the effectiveness of thisdbaing scheme easily justifies this

design penalty for high-performance mixed-signali@gations.

Introduction to Dual-Path Hardening Experimentali§&tion

In modern CMOS processes, high-performance mixgtak designs commonly
use differential topologies and switched-capacitgut/feedback networks to obtain
greater dynamic range, better noise rejection, avgal matching, and/or reduced power
dissipation relative to their single-ended, conbnsttime counterparts [99]. In general,
switched-capacitor circuit topologies exhibit mugrieater single-event vulnerability than
the continuous-time analogs due to the presenfleaiing nodes in the signal path [81].
Floating nodes have no charge dissipation pathchsrge deposited on a floating
capacitor by a single-event strike will persistiuthiie next clock phase.

Previous work in hardening switched-capacitor witsc involves increasing the
size of the inputs capacitors [63]. This “brutecitrapproach has significant penalties in
terms of layout area and maximum operating freque8anilarly, given sufficient time
and restoring currents, a node in a continuous-timaalit can dissipate collected charge
at the cost of higher power dissipation. The cirpairformance advantages of switched-
capacitor topologies outweigh the complicationshafdening these circuits for single-
event effects. The drawbacks of these techniqudse miampractical to harden modern
mixed-signal circuit designs against single-evefffects simply by migrating to
continuous-time topologies, or by making capacitarger.

This research presents experimental results fatelmeng the floating capacitive

nodes of switched-capacitor circuits, based ongu#ire dual-path hardening technique

100



I
f' c ?2 ¢
o7 = e
‘D:Hi (DHH‘ et
Vin V. OTA Vout
d)z-ﬁ Cbﬁq — -
- . - I o +
b, : ®d, ‘H?f
L
D,
()
V(‘,Id
Itoiald) d) Iicutal
Output
Stage
+Vin_ota” +
M1I:||‘° - °‘|EI M Vout
IIail I[1ul+ qul-

(b)

Fig. 59. The (a) switching network and (b) diffetial input for a basic sample-and-
hold amplifier.
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recently described for sample-and-hold feedbackuits and comparators [80], [81].
This technique can dramatically reduce the vulnerabof floating nodes in the
switched-capacitor input network with, depending application, at best negligible

impact to area, power, and speed and, at wors,ax€a penalty.

Hardening Switched-Capacitor Circuits

The differential sample-and-hold amplifier (SHAhosvn in Fig. 59 uses a
switched-capacitor sampling network with a fully ffeliential operational
transconductance amplifier (OTA) and operates am an-overlapping clocksp; and
®,. During the evaluate phasé; is off and®, is on, and the input nodes to the OTA
floats, with no current dissipation path to remewsy charges. If during evaluate phase,
additional charge is collected by these floatingdesy the sampling and feedback
capacitors, €and G, act as ideal current integrators for this chaggeilting in erroneous
data at the circuit output [80], [81].

To mitigate the effect of soft-error-related crepllection at the floating nodes
in switched-capacitor circuits, the dual-path hardg technique has been developed. For
this novel approach, the OTA differential inputhmtre doubled, as shown in Fig. 60a.
Similarly, the number of OTA input transistors isuthled (Fig. 60b), creating a local
feedback path. This increases the number of flgatindes in the circuit. However, if
charge is collected on one of the floating nodes,dorresponding OTA input transistor
will be forced into cutoff with the “sister” dataafh maintaining the correct sampled
value. Given a shared tail current, the OTA inpansistor on the “sister” data path will

compensate for current loss and maintain propeeafinregion operation, ideally
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correcting any error. This technique works best wkige amplifier input transistor is
forced into cutoff. To ensure this, the switchasstrbe of same type (NFET or PFET) as
the OTA input transistors. This design constraart lead to some difficulty in designing
a circuit with strict noise margins, but can beroeene if bootstrapped switches are used.
Area, power, and speed design penalties assoaiatedhe dual-path hardening
technique are minimal. If capacitor values arelsegain-bandwidth and thermal noise
requirements, then the sizes of capacitors, swatciued amplifier input transistors can be
divided between the branches, with negligible innpercfinal area, power and speed [81],
as is the case in the present SHA example. Imwtirst-case scenario, if the capacitor
values are small enough to be dominated by paraditcts, and cannot be halved [80],
the circuit area doubles, assuming the designnsimited by capacitor area. In this case,
the switching-network power requirements will albe doubled, but is negligible
compared to the amplifier power requirements. 8peenalties will depend on the

driving circuit; if the driver is slew-rate limitetthen speed may also be halved.

Test Chip
Multiplying Digital-to-Analog Converter
The dual path technique was implemented on a phylig digital-to-analog
converter circuit (MDAC) and a comparator circuitBaseline (conventional design
without the dual paths mentioned above) and hadiéwéh dual paths) versions were
fabricated in AMI 0.5um bulk CMOS process. Even though results preseintetis
paper are for 0.;um process, this technique is equally effective &y advanced

technology node.
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Fig. 61. Schematic of the baseline, 2X gain, mlying digital-to-analog converter
switched-capacitor network.

The baseline, 2X gain, MDAC switched-capacitommek, shown in Fig. 61, is
similar to the SHA. During sample phade, is off and®, is on, the input signal is

sampled across both equal-sized sampling and fekdlagacitors, Cand G:

Q = (VSIN+ _ch) [ 2C

samp-

Qaamp- = (Vg — V.. )02C 23).

During evaluate phas&; is on and®; is off, the sampling capacitors’ bottom plate is

connected to VREF and the feedback capacitors @maected into negative feedback.

105



The output signal holds the difference betweendwlee input signal and the reference

signal:

Qeval_s+ = (VRE|:+ _VCM ) LC
Qeval_s— = (VREF— _VCM ) [IC
—_ Qsamp- - Qeval_s—

VOUT+ - C +VCM
Qsampl- _Qeval s+
Vour- = C — + Ve (24).

U (VOUT+ _VOUT—) =
_1D[2 D(VS||\|+ _VSIN—) - (VREF+ ~Virer- )]

Fig. 62 is the micrograph of the baseline and hagdeversions of the MDAC.
Comparator
The switched-capacitor comparator is shown Fig.s@Btracts the differential

reference voltage from the differential input vgktaand latches high if the difference if
positive. During the reset phase, when is high and®, is low, the capacitors are
precharged to the difference between the diffeaénmeference voltage and common-
mode voltage:

Ver =Vom ~Veers

Veo =Vem ~ Viere (5).

When @, is high and®; is low, the circuit switches to the evaluation gdaand the
capacitors are connected between the input voléagethe pre-amplifier inputs. It is

during this phase that nodes connected to the ioipiite pre-amplifier are floating. The
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differential voltage that appears at the inputht® pre-amplifier is the difference between

the input signal and the reference voltages:

VPA+ :VIN+ +VC+ :VIN+ +VCM _VREF+
VPA— :VIN— +Vc— :VIN— +VCM _VREF—

(26).
UVpae =Vpa = (VIN+ _VIN—) B (VREF+ _VREF—)

This differential input voltage is amplified ancethlatched as logic “1” or “0” depending
on whether the differential signal voltage or difietial reference voltage is greater in

value. The micrograph of the baseline and hardeoetparators are shown in Fig. 64.

Fig. 64. Micrograph of the baseline and hardermedparators.
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Experimental Results

The effectiveness of the hardening technique dbritated designs is evaluated
using a through-wafer two-photon absorption (TPAper-induced charge-injection
technique performed at room temperature. TPA gdesrelectron-hole pairs in silicon,
mimicking a soft error incident by focusing optigallses through the substrate into the
active areas of the circuit, as described in [1[1d]3]. The laser is focused such that the
resulting Gaussian carrier-density distribution faspproximate diameter of Jufn.

The average and standard deviation laser-inducggub perturbation due to
strikes on the floating nodes in the baseline aadidned versions of the MDAC are
shown in Fig. 65, plotted as the square of therlpsése energy (PE). In the baseline

version the error magnitude increases with increasaser PE (which will result in
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Fig. 65. Test results for baseline and hardened\MD
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increased charge collection at the floating nodellowing the fundamental Q=CV
relationship. The error in the hardened MDAC saaga@uickly, independent of the laser
energy. This is due to the turning-off of theeated input transistor and the “sister” path
maintaining the correct output voltage.

Fig. 66 shows the laser results for strikes tamgethe floating nodes in both
comparator designs. Under nominal operation, timepawator output changes state when
the differential input and reference voltages ageak However, a single-event will
change the input voltage at which the output stdtanges. With the differential
reference voltage at 0 V, the consequences of énirpation are quantified by the

variation of the differential input voltage requdréo shift the output state. Increasing

o
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Fig. 66. Test results for baseline and harden@adpeoator. Comparator errors below
the plotted dashed lined will be corrected in sepied analog-to-digital converter.
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deposited charge forces the baseline comparatondnge state at a larger-than-normal
differential input voltage. This is analogoushe baseline MDAC response of Fig. 65:
the hardened comparator error response quicklyratasi with increasing charge

injection.

There are comparator applications that can cothectemaining error in the data
seen in Fig. 66 for the hardened design. To furthemify the effectiveness of the dual-
path hardening technique, consider a pipelined-B-ttonverter. Typically each pipeline
stage will overlap with the next stage, providirmgne digital error correction (DEC) for
voltage errors less than % LSB resulting in the garators. Assuming a 1.5-bit stage
and VREF of 3 V, the DEC will correct all errors$ethan 375 mV for these designs.
Thus, proposed single-event mitigation techniqui @arrect all single-events on the

hardened floating nodes.

Conclusions to Dual-Path Hardening Experimentaldétion

The dual-path RHBD technique provides a simple bffective means of
hardening the floating input nodes for switchedawaor circuits. By splitting the input
nodes into separate parallel signal paths, a dramiaprovement in single-event
hardness is observed. In non-hardened switcheakitap designs a single-event on the
floating nodes will cause an error at the outpueatly proportional to the amount of
charge collected. The dual-path RHBD techniquetsithe size of any remaining error
and decouples the error response from the amouwttasfje collected. In some switched-
capacitor circuit applications the hardening tegbei will make the floating nodes

immune to single-events. For example in a pipeliA®C, the input voltage region over
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which the comparator does upset can be completainded by digital error correction,
effectively eliminating all bit errors due to thigle-event strikes on the input networks

of the comparators.

Introduction to Layout Considerations

Reduced spacing requirements in sub-micron teolgresd have introduced
charge-sharing effects detrimental to single-evéardening techniques that are
traditionally effective in larger (250 nm or gregt@rocesses [46], [112], [113]. This
phenomenon can be exploited to mitigate single-egfacts (SEE) in fully-differential
analog circuits, which have been shown to be deadiv single-event transients (SET)
[17], [63], [81].

In previous work, TCAD simulations of a radiatibardened by design (RHBD)
layout approach were presented using common-centransistors in a fully-differential
data path to mitigate the effects of single-evenith promising results [114]. This
chapter presents experimental results of a radidtavdened by layout (RHBL)
technique designed in a 65 nm technology to expmibdrge-sharing phenomenon in
differential circuitry to mitigate SEEs. The layotéchnique minimizes the distance
between the drains of sister devices in the diffeaé signal path through matched and
common-centroid layouts to maximize the likelihamichn ion strike affecting both sides
of the differential pair, therefore cancelling sqme all, of the resulting transient. The
sensitive area is significantly reduced over thgecaf no charge sharing. Results from
this study indicate that a practice of layout watbse drain proximity for sister transistors

along the fully-differential signal path will grdyareduce the sensitive area of the circuit.
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Background

The advantages in dynamic output range and nejgetion over single-ended
circuits make differential topologies the accepséahdard for high-performance analog
design [113]. The sample and hold amplifier (SH8hown in Fig. 59, has several
examples of “sister” differential devices in theal@ath. These device pairs feature two
transistors connected such that any differentifbge applied to the inputs is amplified,
making single events (SE) particularly detrimenkédwever, assuming a large common
mode rejection ratio (CMRR), any common voltageliaopto both the inputs is rejected,
as illustrated in Fig. 67.

When device matching is a priority in analog lay@common-centroid approach
is used in which devices are arranged around eercénmtation so that the effects of

process variation, gradient effects, and randomenare cancelled [115]. This is typical

Single-Ended

Fig. 67. lllustration of single-ended and fullyffdrential operation. An injected
transient on a single-ended amplifier will be prggi®d with the signal while a
transient shared by the inputs of a fully-differah&amplifier will be cancelled.
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in differential pair inputs, but not necessarilyedsfor other sister devices along a
differential signal path such as switching tramsst

For advanced technologies, the density of tramssis sufficiently high that
charge generated by a single-event will be coltebtiethe struck transistor and adjacent
components. If a common-centroid layout is usegramote charge sharing in a fully

differential circuit, the effects of a single-everansient on the circuit can be minimized.

Test Design and Circuit Operation

Proposed RHBL examples for single-multiplicity (M&nd unit-cell double-
multiplicity (M2) transistor differential pairs areshown in Fig. 68. These pairs are
arranged with drains located as close as desigs rallow or, when applicable, in a
common-centroid configuration.

The circuit used in this study to test the effemtiess of the layout technique for
mitigating SEEs is shown in Fig. 69. The circuitdissigned in a 65 nm process and is
based on a charge-sharing measurement circuitibedqoreviously [116]. Separate test
circuits are available for M1 and M2 configured iasFig. 68. The bottom panel of
Fig. 69 shows the layout for M2.

During an SEE test of this circuit, there are ¢hpbases of operation: pre-charge,
hit, and evaluate. During pre-charge, the 516afigdt capacitors are charged to a test-
controlled voltage and the reference voltage is Betring the laser strike, all of the
switches are open and the target nodes are floadis@ result of the hit, some charge
stored on the target capacitors is removed. Findllying the evaluate phase, the sense

amps are enabled to compare each transistor tefd@nce voltage.
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Fig. 68. Proposed charge-sharing layout design8LRMI1 (top) and RHBL M2
(bottom).

The efficacy of this approach is evaluated usinthr@ugh-wafer two-photon
absorption (TPA) single event upset mapping teamil06]-[111], as previously
described in Chapter VIl. The pre-charge and atelelock cycles for the circuit are
synchronized with the laser pulse. The timing & thocks with the laser ensures each
laser pulse hits the target shortly after pre-cimargnd just before evaluation, ensuring
an event occurs at each evaluate phase and thatatesno strikes during the pre-charge
phase, which would potentially distort the results.

The M1 and M2 target devices were scanned by dkerlwith a step size of
0.3um. Data were taken at a low enough laser pulseggrn@.86 nJ) so no upsets are
observed above a 950 mV target voltage in the rsessitive region of the circuit,
ensuring that the upset voltage could be obsertedughout the circuit. For each
location in a scan, pre-charge voltage at the bdes is swept in 25 mV steps with

respect to the reference voltage. The voltage athwthhe sense amp switches states is
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Fig. 69. Schematic of test circuit and the RHBL Mygout.

recorded and converted to charge using the Q = d&Ationship. The 25 mV step size
allows a charge resolution of 12.9 fC. The resgltollected charge for each transistor,

A and B, is recorded independently for each locatithe scan for further data analysis.
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Results

Charge collection results with respect to position a single transistor are
superimposed onto a scale representation of thlyettaircuit in Fig. 70. These maps
represent the baseline case without charge-shaffflegts. Charge is normalized with
respect to the maximum collected charge in theviddal maps and represented from
low to high by shades from light to dark. The nolizsion removes die-to-die and
day-to-day variations in the data caused by expartal error. The images have been
processed to allow smooth contour lines as opptuspikilated data.

Figure 71 shows maps of M1 and M2 representing rfegnitude of the
difference in charge collected, or unique chargeansistors A and B at each point in the
scan. Qualitatively, this is the amount of chargemf an SE that will affect circuit
operation if the common charge is cancelled throdiffierential operation. To quantify,
Table Il shows an approximate 85% reduction indhea of the device that collects at
least half the maximum charge, designated as th&tse area for this example, in each
map of Figs. 70 and 71. When charge sharing is pted) the sensitive area is
dramatically reduced in both transistor configuas. There is not an appreciable

improvement in sensitive area of one RHBL optiorrawe other.

Conclusions to Layout Considerations

Experimental results of a RHBL technique desigtedexploit charge-sharing
phenomenon in differential circuitry to mitigate S&are presented. The layout technique

minimizes the distance between the drains of sg#gices in the differential signal path
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TABLE Il
SENSITIVE AREAS COLLECTING UNIQUE CHARGE GREATER THX HALF OF THE MAXIMUM
DEPOSITED CHARGE FOR BASELINE ANIRHBL M1 AND M2.

M1 (um?) M2 (um°)
Baseline 6.39 12.24
RHBL 0.94 1.85

through matched and common-centroid techniquesaxirmze the likelihood of an ion
strike affecting both sides of the differential painerefore cancelling some, or all, of the
resulting transient. The sensitive area for boyloud techniques is reduced by a factor of
at least 6.5 over the baseline case of no chargengh There is neither penalty nor
benefit for using a common-centroid layout in tl@se where the transistors need to be
separated into unit cells as long as the drainkeotievices are placed as close together as
design rules allow. These tests were conducted wrily n-channel devices. It is
expected that p-channel devices will only enhaheecharge sharing phenomena [116].
Analysis of the symmetry of the devices using adgamt of the experimental data
mirrored upon itself to reduce experimental vaoiatwill be fully described in the final
paper. The results from this study indicate thairactice of layout with close drain
proximity for sister transistors along the fullyHfdrential signal path will greatly reduce
the sensitive area of the circuit. The penaltyddi@onal wiring overhead and additional
capacitance in the cases where common-centroidutaywmuld not normally be
employed, but the overall charge sharing, and fberesingle-event mitigation, is

dramatically enhanced.
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CHAPTER VIII

CONCLUSIONS

Conclusion

This research uses circuit simulations, behavianabeling, and experimental
testing to characterize the effects of SEEs andigeonovel RHBD techniques for
generalized pipelined ADC circuits. First, a neetfor comparing SE-vulnerability
between multiple designs was developed. Signalise ratio provides an excellent
metric when comparing different single-event mitiga design choices in an ADC. The
most significant advantage of using SNR is not valgate the performance of one
particular circuit, but to compare the performarafetwo or more different RHBD
techniques on the same circuit or system, or topawenthe relative hardn.ess of two or
more different circuit topologies. In such sitoas, the simulated error rate can be set
sufficiently high enough to allow the designer t@ka a valid comparison between
designs. Because signal-to-noise ratio is so camynased to characterize analog and
mixed-signal systems, the SNR metric should proyealty useful in quantifying the
benefit of future RHBD techniques applied to a vergad range of designs such as
analog-to-digital converters, digital-to-analog eerters, RF circuits, and analog signal
processing circuits.

The single-event sensitivity of pipelined ADCs hvitulti-bit stages has been
analyzed and compared to 1.5-bit stage alternatiidti-bit stages are commonly used

in high-resolution pipelined ADC designs to provideluced thermal noise, area, and
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power. Multi-bit stages can also provide advargageth respect to single-event
vulnerability when compared to 1.5-bit stages. WB¥izing a more robust encoding
scheme with little area penalty, errors resultingnf comparator upsets in a multi-bit
stage can be limited to one LSB with a topologyriyeas effective as 1.5-bit stages using
comparator TMR in the first pipeline stage. Pipetl ADCs with multi-bit stages will
also have fewer MDACSs, leading to less sensitiwaaalthough it may be necessary to
increase capacitor values in order to decrease r&Eseresulting from strikes in the
MDACs. These results indicate that with propenglespipelined ADCs using multi-bit
stages can be as effective as, and much more rttarsttheir 1.5-bit stage counterparts
when mitigating single-event errors in radiatioviesnments.

Previous SE-hardening recommendations have beeitedi to hardening the
digital circuits or increasing the sizes of samploapacitors in the analog circuits. This
work has expanded and provides much more thoroegiguals for hardening pipelined
ADCs. 1.5-bit stages can benefit by applying TMRHe comparators. SE-sensitivity to
comparator upset in multi-bit stages can been nehskel/or corrected by using better
robust encoding logic schemes. Also, the analoguitiy has less sensitive area in
pipelined ADC designs using multi-bit stages thalit stages.

The comparators, sample-and-hold amplifier, andtiptying digital-to-analog
converter sub-circuits are likely to be fully-difémtial and use switched-capacitor
circuits in advanced high-performance designs. tilUecently switched-capacitor
circuits were highly vulnerable to SE because @dtihg nodes. Hardening options were
limited to resizing the sampling capacitors. A @owRHBD technique, dual path

hardening, has been developed that significantlgredeses the SE-vulnerability of
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switched-capacitor circuits and is applicable ithbdosed-loop and open-loop designs.
Results from simulations and laser testing havielatdd dual-path hardening.

Signal information in fully-differential analogrcuits is stored as the difference
of two data paths. This significantly improves theise margins since noise shared
across both data paths does not affect the sigf@mation. While charge sharing is a
major issue in highly-scaled digital circuits, &rcbe advantageous in analog circuits.
Results from recent laser testing have validatgduatechniques that share charge more

efficiently thus providing improved SE-hardeningfutly-differential analog circuits.

Design Techniques for SE-Hardened Pipelined ADCs

Unless SE radiation-hardened-by-design (RHBD) nagles are used, pipelined
ADCs will be sensitive to single-events. The midyoof previous work has focused on
hardening the digital circuitry through varioushaimjues: temporal-hardening, resistive
feedback, and TMR [61]-[66], [69]. However, thealog sub-circuits are vulnerable to
single-events as well and prior to this work hamdgroptions were limited to increasing
the size of the sampling capacitors, increasingahodpacitance, and using auto-zeroing
switched-capacitor architectures to restrain thatitan or error [63], [64], [68].

This work has led to many additional recommendtitor hardening pipelined
ADCs. Since each pipeline stage quantizes theabigith decreasing significance; the
effort of SE hardening should focus with the begignstages. Simple architecture
changes can limit output errors produced by conmpamgpsets. Comparator TMR is
very effective in 1.5-bit stages, but, in multi-Biages can have a high cost in terms of

area and power. While traditional encoder logitesges in multi-bit stages are effective
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for protecting against metastability issues, theystill vulnerable to SEs. Instead, robust
logic schemes can be implemented, such as equa®nthat will either correct or mask
many errors. In advanced designs the analog/msigethl sub-circuits (comparator,
sample-and-hold amplifier, and multiplying digitalanalog converter) are likely to use
switched-capacitor topologies. Unfortunately shétd-capacitor circuits contain floating
nodes which produce larger errors from charge cidie. Dual-path hardening has been
developed and experimentally verified for hardenthg vulnerable floating nodes in
switched-capacitor designs with minimal tradeoffsAdvanced analog/mixed-signal
designs are also fully-differential, therefore sewis area can be significantly decreased
through layout considerations. “Sister” devicesoas the differential data paths should
be placed as close as possible in layout and esencommon-centroid or interleaved
geometries. This will promote common-mode chakgeich is easily distinguishable
from the data signal and is rejected by amplifiers.

The pipelined ADC signal path can be hardeneddmtzning the analog/mixed-
signal RHBD techniques developed in this work with previous recommendations for
digital logic and latches. The reference voltagd elock circuits are also vulnerable to
single-events, but were not covered in this woBteps must be taken to harden these

control circuits as well.
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