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This thesis addresses the problem of managing computing systems us-

ing an integration of model-based control techniques and efficient AI search

strategies. The proposed control approach uses the system model to fore-

cast all future system behavior up to a certain horizon and then searches for

the best path for the system based on a given utility function. In practical

computing systems, however, the large number of control (tuning) options

directly affects the computational overhead of the control module which ex-

ecutes in the background at run-time, and ultimately slows down the overall

system. To handle this problem, several search algorithms are introduced to

improve the controller’s performance.

This thesis also presents a model integrated framework, referred to as

the Automatic Control Modeling Environment (ACME), to facilitate the use

of control-based technology for self-management in computation systems.

Control-theoretic concepts like above have been investigated and applied

successfully to automate the management of computation systems of the
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control technology. ACME is a domain-specific graphical modeling environ-

ment with automated synthesis tools. The framework allows domain en-

gineers to develop models for general computation systems and to capture

their performance requirements and operational constraints. The framework

can automatically generates executable codes for the controllers based on the

given system model and specifications.

A case study of an online processor power management is used to demon-

strate the effectiveness of the new search techniques for the model-based

control approach as well as the application of the ACME.
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CHAPTER I

INTRODUCTION

There has been an exponential increase in the complexity of computer

systems in recent times. These systems often host information technology

applications vital to transportation, online banking and shopping, military

command and control, among others. In addition to the increasing complex-

ity, such systems also need to satisfy stringent performance requirements,

such as service delay bounded by a relatively small constant. Moreover,

these systems operate in highly dynamic environments, where the workload

to be processed may be time varying and hardware or software components

may fail or degrade during system operations. In order to achieve the perfor-

mance requirements while operating in such dynamic environments, numer-

ous performance-related parameters must be continuously monitored, and if

needed, optimized to respond rapidly to time-varying operating conditions.

The advent of corporate computer systems, where a combination of dif-

ferent technologies like networks is used has made the conventional, manual

management of computing systems very difficult, time-consuming, and error-

prone. There is an increasing need for these systems to possess autonomic

or self managing execution environment, thus, requiring minimal human in-

tervention. In such an autonomic managing environment, the systems will

receive high-level objectives from human administrators [49] and maintain the

specified requirements by adaptively tuning key operating parameters [35].
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Control-theoretic strategies have been recently applied successfully to the

design and verification of various adaptive resource management schemes in

computation systems. This approach offers some important advantages over

rule-based policies for performance management in that a generic control

framework can address a variety of problems, such as power management,

resource allocation and provisioning, by using the same basic control con-

cepts. If system dynamics are precisely modeled and the changing environ-

mental parameters are accurately estimated, the appropriate run-time con-

trol algorithms can be effectively developed to realize system self-regulation

and achieve desired QoS objectives. Moreover, the feasibility or stability of

the proposed control scheme with respect to the performance metrics can be

verified prior to actual deployment. Examples of control-based resource man-

agement strategies include task scheduling [62, 86], QoS guarantees in web

servers [61], resource allocation control [38, 77], network flow control [48],

and power management [9].

A generic model-based control has also been designed [3, 43, 44] to address

self-managing problems in computing systems. A switching hybrid-system

model, previously introduced in [2], is adopted to capture the dynamics of

systems having a finite control-input set. Using this system model, a lim-

ited look-ahead control (LLC) technique is developed where control actions

are obtained by optimizing system behavior, as forecast by a mathemati-

cal model, for the specified performance criteria over a limited look-ahead

prediction horizon. Both the control objectives and operating constraints

are represented explicitly in the multi-objective optimization problem and

solved for each time instant. The optimization problem is to optimize a
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multi-variable objective function specifying the trade-offs between achiev-

ing the desired requirements and the corresponding cost incurred in terms

of resource usage. For example, a controller may be required to meet a

certain response time for a time-varying workload while minimizing system

power consumption. This method can be applied to a variety of performance

management problems, from systems with simple dynamics to more com-

plex systems exhibiting non-linear behavior or ones with long delay or dead

times. This method can also accommodate changes to the behavioral model

itself caused by resource failures and/or parameter changes in time-varying

systems.

The LLC approach to system control incurs a number of interesting chal-

lenges out of which we focus on two main challenges: the first challenge is

the computational complexity of executing the model-predictive task online.

At each time step, the controller needs to explore a limited lookahead region

of the system state-space to select the best control action. If the search space

is very large and the search algorithm is not time and space efficient, it will

take too much time to achieve the best control action. Apart from this, the

domain engineers who develop distributed real-time and embedded systems

may not have the background to apply and implement the LLC method, so

the seconde challenge is the complexity of the LLC approach itself.

To address the second challenge, in [70], a domain-specific modeling

framework, referred to as the Dynamic QoS Modeling Environment (DQME),

has been developed to achieve end-to-end Quality of Service (QoS) manage-

ment in computing systems using the LLC approach. They proposed the

use of model-based techniques to raise the abstraction of control theoretic
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techniques and make them available to domain engineers. Also a middleware

QoS-control architecture called ControlWare is proposed in [93] to facilitate

the use of linear feedback control theory. It is motivated by the needs of

performance-assured Internet services operating in highly uncertain environ-

ments or when accurate system load and resource models are not available.

While the DQME and the middleware QoS-control architecture are applica-

ble for certain systems, the limited lookahead control or the feedback control

may not be applicable for other computation systems.

In this thesis, we address the complexity of the LLC algorithm, by consid-

ering several efficient search methods that can significantly reduce the size of

the search space. The implemented search algorithms are shown to improve

the controller performance by reducing its overhead while maintaining the

system at or close to the optimal point.

We then present a generic model-based design framework that facilitates

the design of general control-based adaptation components for a general class

of computational systems. The framework is developed based on the LLC

approach, and extended to more general techniques. It includes a control

library from which a controller can be selected and parameterized for a given

system and operation settings. The framework allows the user to develop for-

mal models capturing relevant aspects of the system behavior as well as its

performance specifications. Further, we have developed a model interpreter

that auto-generates executable codes from the models for an appropriate

control module. This framework is referred to as the Automatic Control

Modeling Environment (ACME). The framework is based on the Generic

Modeling Environment (GME) [52], a meta-programmable toolkit, which
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allows for easy creation of domain specific modeling languages and environ-

ments. The ACME framework allows the design and specification of general

control-based QoS adaptation policies.

The new search algorithms and the ACME framework is demonstrated

on a case study of a processor capable of dynamic voltage scaling (DVS)

where operating frequencies can be chosen from a finite set. We use the

LLC approach in the ACME framework. The management problem is to

maximize the processor utilization, which is a trade-off between processing

speed and power consumption, under a time-varying workload.

Chapter 2 of the thesis presents a brief background of control applica-

tions. Chapter 3 reviews the LLC concepts. Chapter 4 describes in detail

the different search approaches. Chapter 5 introduces the key concepts of the

ACME language. Chapter 6 describes the implementation of a DVS-capable

processor case study and provides test results of performances. Finally con-

clusion and future research are discussed in the final chapter.

Throughout this thesis, certain typographical conventions are used to

distinguish technical terms. Table I.1 summarizes the conventions.
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Table I.1: Table of Notation

Symbol Explanation

k time step/index/instance

U control input set

|y| size of a set y

X system state space

ŷ estimation value of a variable y

y
¯
(k, m) the set of m previously observed vectors y(k), . . . , y(k −m)

φ training model for estimators

J() cost function

D(y, y∗) distance map defining how close y is to y∗

||.|| proper norm

Cost(y) accumulative distance cost from root to node y in tree structures

T sampling time

R robustness measure

σ(y) standard deviation of a variable y

O(.) asymptotic upper bound

g(n) cost of reaching the node n from the root in a tree structure

h(n) heuristic cost of node n in a tree structure

ȳ the mean of a variable y

λ arrival rate of environment inputs

ymax maximum value of a variable y
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CHAPTER II

BACKGROUND

This chapter provides background on control theory and relates its un-

derlying concepts to the performance management problem.

While performance measurement is the process of assessing progress to-

ward achieving predetermined goals, performance management is building

on that process by adding the relevant communication and action on the

progress achieved against these predetermined goals [18], to meet or exceed

end-users’ or business’ expectations.

Performance can be thought of as actual results vs desired results. Any

discrepancy, where actual is less than desired, corresponds to a performance

improvement zone. Performance management and improvement can be con-

sidered as a three-stage cycle:

1. Goals and objectives are established in performance planning

2. A manager intervenes to give feedback and adjust performance in per-

formance coaching

3. Individual performance is formally documented and feedback is deliv-

ered in performance appraisal

So the performance problem arises whenever there is a gap between desired

results and actual results; performance improvement is any effort targeted

at closing the gap. In this problem a controller is used as an analytic engine
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to provide robust performance guarantees by manipulating tunable inputs

to obtain the desired effect on the output of the system. From this point

of view, the performance management is similar to the control approach to

some extent. Control theory has well-established techniques which can be

used to verify the design itself a priori by analyzing key system properties,

such as its stability, convergence speed, safety, and liveness [72].

As control theory has been developing for several decades, various control

strategies have been investigated to adapt to different application scenarios

and specific requirements. Classical feedback control is one of the most basic

and widely applied control techniques, due to its simplicity and effectiveness.

More sophisticated control techniques such as adaptive control [85], fuzzy

control [68], stochastic control [37], and optimal control [23] have their own

features and applications to achieve performance management of physical

systems.

In the following the basic idea of the general control approaches are intro-

duced, several different control strategies are further discussed, and several

application examples regarding the performance management of computing

systems are presented.

General View of Control Approaches

Control theory was originally developed for physical process control. Al-

though there are a variety of control techniques, they share the essential

system elements introduced below:
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Figure II.1: Block diagram of a control system

• Set point is the desired value of the system response (or transforma-

tions of them) that a system aims to reach. Reaching a set point value

in the system’s response may have temporal requirements attached to

it, such as a system response time less than 3 seconds. Sometimes, the

set point is referred to as reference input or desired output.

• Control error is the difference between the set point and the measured

output.

• Control input is a set of accessible parameters that affect the behavior

of the target system and can be adjusted dynamically. For instance,

the operating frequencies of the CPU affect the power consumption

and operation speed; or the number of data transfer threads in a server

affects the response time and server utilization.
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• Controller determines the setting of the control input needed to achieve

the reference input. The controller computes values of the control input

based on the information it receives.

• Disturbance input is any externally caused change that affects the

way in which the control input influences the measured output (e.g.,

work load of a web server).

• Measured output is a measurable characteristic of the target system

such as CPU utilization and response time.

• Target system is the computing system to be controlled.

• Monitor transforms the measured output to state variables so that it

can be used by the controller or the learning module.

• Estimator is a function of the observable sample data used to estimate

unknown parameters.

• System state is the intermediate variable that is necessary to de-

fine the relationship between control inputs, measurements, and perfor-

mance variables. The temperature of a processor and available memory

space of a buffer are examples.

• Learning Module extracts information from data automatically by

computational and statistical methods.

• System model is a dynamic model in the model-based control describ-

ing the mathematical relationship between the input and the output of

a system, usually with differential or difference equations.
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The foregoing is best understood in the context of a specific system [29].

Consider a cluster of three Apache Web Servers. The Administrator may

want these systems to run at no greater than 66% utilization so that if any

one of them fails, the other two can immediately absorb the entire load. Here,

the measured output is CPU utilization. The control input is the maximum

number of connections that the server permits as specified by the MaxClients

parameter. This parameter can be manipulated to adjust CPU utilization.

Examples of disturbances are changes in arrival rates and shifts in the type

of requests (e.g., from static to dynamic pages).

Control Categories

This section provides a brief review of different control approaches applied

to performance management problems.

PID Feedback Control

A proportional-integral-derivative control (PID controller) is a generic

control loop feedback mechanism widely used in control systems. A PID

controller attempts to correct the error between the measured output and

the desired set point by calculating and then outputting a corrective action,

or a control input that can adjust the process accordingly. The Proportional

value determines the reaction to the current error, the Integral determines the

reaction based on the sum of recent errors and the Derivative determines the

reaction to the rate at which the error has been changing. The weighted sum

of these three actions is used to adjust the control input. A PID controller
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can be changed to a PI, PD, P or I controller in the absence of the respective

control actions.

The feedback mechanism causes system performance to exhibit a self-

correcting, self-stabilizing behavior, and since it is also robust, system con-

vergence is observed even in the presence of modeling inaccuracies, inherent

system nonlinearities, and variations of system parameters over time. How-

ever, it essentially is a reactive approach. The feedback loop operates by

responding to measured deviations from the desired performance, i.e., exert-

ing corrective action that attempts to reduce the deviation to zero. Unfortu-

nately, a feedback controller, which measures the current delay, will remain

oblivious to the impending overload until it occurs. This delay in response

is particularly significant since the server response time is a moving average

that is slow in response to changes.

In the server application, [5] uses a digital approximation of a linear con-

tinuous PI controller to measure server utilization. Paper [6] provides QoS

guarantees in web server resource management also by applying a PI con-

troller. For real time scheduling problems, [57] presents a feedback con-

trol real-time scheduling (FCS) framework with arriving-time QoS control,

and [58, 59] propose a feedback control to guarantee low deadline miss-ratio

in unpredictable environments, but the latter integrates PID control with an

EDF scheduler and was applied to a practical case study in [80]. In service

management, [32, 60] provide relative delay guarantees for different services

classes on web servers, and [73] applies a saturated integral controller to the

evaluation of controllers used for service level management of software sys-

tem. Moreover, [81] designs a feedback-based controller to allocate CPU to
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threads based on proportion and period, [66] casts cache resource allocation

as a feedback-based controller design problem, [17] describes a mechanism for

scalable feedback control of multi-cast continuous media streams to establish

and maintain video conferences of reasonable quality even across congested

connections in the Internet, and [40] applies feedback control theory to ana-

lyze a congestion control algorithm on IP routers.

Feed-Forward Control

Feed-forward control [13] sets the actuator directly based on the predicted

behavior so that the system can react to disturbance before it takes effect.

Further, it can be used to keep the system in the neighborhood of an oper-

ating point around which it can be linearized. Feedforward control requires

a model that predicts the effect of system inputs on its performance. Several

theoretic foundations can be used for such prediction, including real-time

scheduling theory and queueing theory. Since the feedforward controller

keeps the system around the operating point, a linearized small-deviation

model becomes sufficient for the purposes of feedback control. Moreover,

the feedback controller eliminates the need for accuracy and corrects the

steady-state error from the estimation in feedforward models.

In [76], queuing theory is applied to predict the future queuing delay

based on observation of request arrival rate and estimation of service rate,

for which the queuing delay in the steady state can be computed with a

simple formula [51]. In [39], this predictor is improved to respond to sudden

and transient workload changes. The impact on the latency of future requests
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is estimated through heuristic flow-level approximation. Similar techniques

and control structures are also applied in [64] for relative delay guarantees

in web servers. In [24], resource allocations required to meet certain service

level objectives are computed based on the predicted workloads using on-line

measurements of the request arrival process, service demand distribution

and queue length. The approach in [4] uses feedforward control to keep the

system in the neighborhood of an operating point around which it can be

linearized, in order to accommodate software non-linearities. [89] directly sets

the actuation level for the next control interval based on the target value

for the output metric and the predicted value for a related variable. The

possibility of predicting future resource demands through resource utilization

metrics such as CPU consumption is studied.

Adaptive Control

Adaptive control involves modifying the control law used by a controller

to cope with the fact that the parameters of the system being controlled are

slowly time-varying or uncertain. For example, as a network server works,

the workload will vary from time to time according to changing demands; we

therefore need a control law that adapts itself to such changing conditions.

The adaptive control is precisely concerned with control law changes.

An adaptive pole placement control applies to QoS-aware web caching,

providing proportional differentiation on average hit rate of different con-

tent classes [65]. The controller parameters which are updated online, are

based on a linear approximation, and the controller is dynamically fed a
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model to fine-tune its function. In [55], a Queueing-Model-Based Adap-

tive Control, formed by an online parameter estimator and a control law

from the known parameter case, is proposed to handle modeling inaccuracies

and load disturbances. System model parameters are estimated by a Recur-

sive Least-Squares estimator. An adaptive control of resource containers on

shared servers is presented by [54]. The indirect self-tuning adaptive con-

troller estimates the dynamic model from online input-output measurements

and computes controller parameters from the current estimated model, using

recursive least-squares method and pole placement. In another paper, [46],

performance for storage access is ensured using an a direct self-tuning adap-

tive controller. The controller considers the system as a ”black box”, and the

system model is inferred from a monitor. The adaptive control methodology

is also applied for a class of nonlinear systems [31] and used to develop an

intelligent fault-tolerant control system [30], where spatially localized models

are used as online approximators to learn the unknown dynamics of the sys-

tem, and the applied adaptive laws are localized. A MIMO adaptive optimal

controller coupled with a nonlinear optimizer is described in [45] to maximize

the utility of a computer service shared by multiple customers, and in [47]

to provide non-intrusive performance differentiation in computing systems.

A greedy ranking heuristic is used to get an approximate solution to the

optimizer. The adaptive control is also applied to adjust the timer values

of temporal event correlation rules based on propagation delays to reduce

missed and false alarms [36]. The algorithm is based on a technique from

statistical hypothesis testing using non-parametric statistics.
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Fuzzy Control

A fuzzy control system is a control system based on fuzzy logic [90], with

qualitative decision-making specification. In fuzzy logic, the membership of

y in a set A has a degree value in a continuous interval between 0 and 1.

Fuzzy sets are defined by membership functions that map set elements into

the interval [0, 1]. One of the most important applications of fuzzy logic is

the design of fuzzy rule-based systems. These systems use IF-THEN rules

(fuzzy rules) whose antecedents and consequents use fuzzy-logic statements

to represent the knowledge or control strategies of the system. A fuzzy model

is a qualitative model constructed from a set of fuzzy rules to describe the

relationship between system input and output [82].

A fuzzy system model is used in [88] to characterize the relationship be-

tween application workload and resource demand from its input-output data

without requiring a-priori knowledge about the system. The main objective

is to reduce resource consumption while achieving application performance

targets. Paper [56] explores approaches to online optimization of configura-

tion parameters of the Apache web server by employing hill climbing based

on fuzzy control.

Model Predictive Control

Model predictive control [22] is a widely applied methodology, which uses

a model to predict the system’s behavior over a finite future horizon and
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chooses the control action that optimizes a cost function subject to con-

straints. This approach was used in [63] to control CPU utilization in dis-

tributed real-time systems. It requires an online solution to a constrained

optimization problem, and thus requires a significant overhead in real-time

systems. The proposed approach is also limited to time invariant linear

system models that are known a priori. An event-driven model predictive

controller using detected events and remaining resource information as state

variables was discussed in [83] to optimally control the system (sensors, trans-

mission, storage) in real-time.

Stochastic Control

Stochastic control is a branch of control theory that aims at predicting and

minimizing the effect of the random deviations of a dynamic system. Such

deviations occur when random noise and disturbance processes are present

in the system, and force it to deviate from its prescribed course. Difference

mechanisms have been established to reduce uncertainty and to optimize

control performances.

A number of applications of stochastic control to computing systems

are studied in literature. [14] applies the stochastic control theory to re-

source allocation under uncertainty. [91] and [92] use an approach based on

a continuous-time formulation and stochastic control theory to obtain opti-

mal solutions for transmitting deadline-constrained data over time-varying

channels with the objective of minimizing the total transmission energy ex-

penditure. Standard suboptimal stochastic control methods were also used
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online in conjunction with an approximation of the cost-to-go in a task as-

signment problem for a fleet of UAVs in a surveillance/search mission [71].

Optimal Control

Optimal control theory, a generalization of the calculus of variations, is

a mathematical optimization method for deriving control policies. Optimal

control deals with the problem of finding a control law for a given system to

achieve a certain optimality criterion. An optimal control is a set of differ-

ential equations describing the paths of the control variables that minimize

the functional cost.

An optimal control policy is implemented in a command and control cen-

ter for military air operations [84]. The policy is threshold-based to minimize

the average reconfiguration time when the center experiences failures. It is

also applied to plan recommended maneuvers in advanced driver assistance

systems by properly formulating the risk functional [15]. The suggestions

given are related to the overall risk level as well as the whole vehicle dynam-

ics and represented the most effective control input for the case. Paper [26]

then proposes a dynamic optimal control-model-based queueing theory, to

guarantee the schedulability of soft real-time systems and the quality of ser-

vice of incoming tasks and to improve the system throughput. To compensate

for delays in communication networks, optimal controllers with the perfor-

mance cost criteria are designed [53, 87]. [87] presents an optimal stochastic

control methodology for networked control systems. It derives the optimal

time-stamp linear quadratic gaussian controller with quadratic cost by using
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dynamic programming. [7, 25, 74] use H∞ control for IP routers manage-

ment. [74] uses a frequency domain solution to synthesize the controller, [25]

adopts a simple approximation for the time delay and uses the state-space

solution, while [7] obtains the linear matrix inequality constraint.
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CHAPTER III

LLC APPROACH DESIGN

This chapter describes the switching hybrid system model and introduces

key online control concepts.

Hybrid System Model

The control approach discussed here targets a special class of hybrid sys-

tems having a finite control-input set. The following discrete-time state-space

equation describes the continuous dynamics of such a system.

x(k + 1) = f(x(k), u(k), w(k)) (III.1)

where with k as the time index, u(k) ⊂ U ⊂ Rm denotes the control

inputs, and x(k) ⊂ X ⊂ Rn and w(k) ⊂ Ω ⊂ Rr are sampled forms of

the continuous system state and environment parameters at time k, respec-

tively. The system state space, the input set and an know compact set are

denoted by X, U, Ω, respectively. The input set U is assumed to be finite,

and the state space X is considered compact and continuous, and referred to

as the operating domain of the system. While the system model f captures

the relationship between the observed system parameters, particularly those

relevant to the QoS specifications, and the control inputs that adjust these

parameters. Many computing systems have a limited finite (quantized) set
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of control inputs and, therefore, their dynamics can be adequately captured

using the above model.

In computing systems operating in open and dynamic environments, the

corresponding inputs to the controller are generated by external sources

whose behavior typically cannot be controlled; for example, web-page re-

quests made to a server by Internet clients. It has also been observed that

most web and e-commerce workloads of interest show strong and pronounced

time-of-day variations [33, 12, 11], and the key workloads characteristics such

as request arrival rates can change quite significantly and quickly - usually in

the order of a few minutes. In most situations, however, such workload vari-

ations can be estimated effectively using well-known forecasting techniques

such as the Box-Jenkins ARIMA modeling approach [28] and Kalman fil-

ters [20]. A forecasting model is typically obtained via analysis or simulation

of relevant parameters of the underlying system environment, and has the

following form for a system input w.

ŵ(k) = φ(w
¯
(k − 1,m), p(k)) (III.2)

where ŵ(k) denotes the estimated value, w
¯
(k−1,m) is the set of m previ-

ously observed environment vectors w(k−1), . . . , w(k−m−1), and p(k) ∈ Rp

denotes the relevant estimation parameters, for instance, the covariance ma-

trix in the Kalman filter. These parameters are typically obtained by training

the model φ using test data representative of actual values observed in the

field. We assume φ to be differentiable over every argument. For simplicity

and without loss of generality, we also assume the estimation parameters in
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the forecasting model to be constant or time invariant, i.e., φ is not peri-

odically re-tuned, and assume m = 1. Therefore, ŵ(k) = φ(w(k − 1), e(k))

where e(k) ∈ E is a bounded random variable reflecting the effect of the

estimation error.

Since the current value of w(k) cannot be measured until the next sam-

pling instant, the system dynamics can only captured using a model with

uncertain parameters, as follows.

x(k + 1) = f(x(k), u(k), w(k)) = f(x(k), u(k), φ(w(k − 1), e(k))) (III.3)

In the above equation, e(k) is the (only) uncertain parameter of the model.

QoS Specifications

In general, computing systems are required to achieve specific QoS objec-

tives while satisfying certain operating constraints. In most real-life systems,

QoS specifications may be classified in two categories.

- set-point specification requires that the key operating parameters must

be maintained at some specified level or follow a given pattern (or

trajectory); examples include system utilization levels, response times,

etc. The controller, therefore, aims to drive the system to within a

close neighborhood of the desired operating state x∗ ∈ X in finite time

and maintain the system there.
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- performance specification is involved where relevant measures such as

power consumption and mode switching, etc., must be optimized.

It is also possible to consider transient costs as part of the operating

requirements, expressing the fact that certain trajectories towards the desired

state are preferred over others in terms of their cost or utility to the system.

Such performance measures may also take into account the cost of the control

inputs themselves and their change.

To summarize, the primary objective of the controller is to drive the com-

puting system to the desired state x∗ in “reasonable” time using an admissible

trajectory. The controller may also be required to achieve a secondary objec-

tive of minimizing the transient-cost function J
′
(x, u) as the system moves

towards x∗. Then, the overall performance measure can be represented by

an overall function J(x, u) where the control objective is to minimize J at

every time instance k, and typically uses a norm in which these variables

are added together with different weights reflecting their contribution to the

overall system utility.

Controller Design

Fig. III.1 shows the overall framework of a generic online controller. Rel-

evant parameters of the operating environment, such as workload arrival

patterns, etc., are estimated and used by the system model to forecast future

behavior over a look-ahead horizon. The controller optimizes the forecast

behavior as per the specified QoS requirements by selecting the best control

inputs to apply to the system[3]. The lookahead controller can be simply
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Figure III.1: Conceptual Structure of the Online Controller

considered as an agent that applies a sequence of actions to achieve a certain

QoS objective. In particular, it constructs a set of future states from the

current state up to a specified prediction horizon N . The controller then

selects the trajectory within this horizon minimizing the cost function while

satisfying both the state and input constraints. The input leading to this

trajectory is chosen as the next control action. The process is repeated at

each time step. The key ideas behind the controller are as follows:

• Future system states, in terms of x̂(k + j), for a predetermined predic-

tion horizon of j = 1 . . . N steps are estimated during each sampling

instant k using the corresponding behavioral model. These predictions

depend on know values (past inputs and outputs) up to the sampling

instant k, and on the future control signals u(k + j), j = 0 . . . N − 1,

which are inputs to the system that must be calculated.
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• A sequence of control signals u(k + j) resulting in the desired system

behavior is obtained for each step of the prediction horizon by optimiz-

ing the QoS-related specification.

• The control signal u∗(k) corresponding to the first control input in the

above sequence is applied as input to the system during time k while

the other inputs are rejected. During the next sampling instant, the

system state x(k +1) is known and the above steps are repeated again.

Note that the observed state x(k + 1) may be different from those

predicted by the controller at time k.

A basic control specification in such system is set-point regulation where

key operating parameters must be maintained at a specified level or follow

a certain trajectory. The controller, therefore, aims to drive the system

to within a close neighborhood of the desired operating state x∗ ∈ X in

finite time and maintain the system there. As shown in Fig. III.2, in the

LLC approach, the next control action is selected based on a distance map

defining how close the current state is to the desired set point. This map may

be defined for each state x ∈ Rn as D(x) = ||x− x∗||, where ||.|| is a proper

norm for n. For a performance specification, the control input optimizing a

given utility function J(x) is selected. This function assigns to each system

state, a cost associated with reaching and maintaining that state.

Control Algorithm

Table III.1 shows the online control algorithm that aims to satisfy a given

performance specification for the underlying system. At each time instant k,
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Figure III.2: The limited lookahead control approach

it accepts the current operating state x(k) and returns the best control input

u∗(k) to apply. Starting from this state, the controller constructs in breadth-

first fashion, a tree of all possible future states up to the specified prediction

depth. Given an x(k), we first estimate the relevant parameters of the oper-

ating environment, and generate the next set of reachable system states by

applying all control inputs from the set U . The cost function corresponding

to each estimated state is then computed. Once the prediction horizon is

fully explored, a unique sequence of reachable states x̂(k + 1), . . . , x̂(k + N)

is applied to input u∗(k) along the path to x̂(k + N) is applied to the sys-

tem while the rest are discarded. The above control action is repeated each

sampling step.

In a computation system where control inputs are chosen from discrete

values, the LLC algorithm exhaustively evaluates all possible operating states

within the prediction horizon to determine the best control input. Therefore,

the size of the search tree grows exponentially with the number of inputs; if

|U | denotes the size of the input set, and N the prediction depth, the number

of explored states is given by
∑N

j=1 |U |j. This is not a major concern for
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Table III.1: The LLC Algorithm

1 OLC(x(k)) /* x(k) := current state measurement */
2 sk := x(k); Cost(x(k)) = 0
3 for all k within prediction horizon of depth N do
4 Forecast environment parameters for time k + 1
5 sk+1 := φ
6 for all x ∈ sk do
7 for all u ∈ U do
8 x̂ = Φ(x, u) /* Estimate state at time k + 1 */
9 Cost(x̂) = Cost(x) + J(x̂)
10 sk+1 := sk+1 ∪ x̂
11 end for
12 end for
13 k := k + 1
14 end for
15 Find xmin ∈ sN having minimum Cost(x)
16 u∗(k) := initial input leading from x(k) to xmin

17 return u∗(k)

systems with few control options. However, with a large control-input set, the

corresponding control overhead may be excessive for real-time performance.

Characterizing LLC Performance

The goal of the LLC scheme is to optimize the system utility function

with respect to time-varying environment inputs. However, since the control

set is finite and only a limited search is conducted, the controller can only

achieve suboptimal performance. In general, system performance depends

on several controller-related factors and the operating environment. One of

these factors, the environment input, is not controllable, and therefore, must

be neutralized with respect to the relevant performance measures. On the

other hand, there are several controllable factors parameters, including
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• Prediction Horizon: When future environment inputs are known in

advance, or can be predicted perfectly, increasing the lookahead hori-

zon will typically improve system performance. However, due to the

stochastic nature of the environment inputs, the positive effects of in-

creasing the prediction horizon on system utility will be countered by

the gradual accumulation of prediction errors as the controller explores

deeper into the horizon.

• Control Set: Increasing the number of control inputs improves con-

troller accuracy and robustness with respect to environment inputs. In

the case of a set-point specification, increasing the control set leads to

a smaller containable region. The distribution of values within the con-

trol set can also have a major effect on control performance. In most

cases, regularly quantized values for each control input leads to better

performance than an irregular set.

• Sampling Time: In general, reducing the sampling time increases the

accuracy and robustness of the controller.

The prediction horizon N can be tuned by the designer, and is only

limited by the computational overhead. However, the size of the control set

|U | and the sampling time T are typically adjustable only within a limited

range as they depend on the physical characteristics the underlying system.

The above factors directly influence controller performance, characterized via

the following quantitative measures.

• Utility: This characterizes the average cost incurred by the controlled

system. The system utility is normalized with respect to the average
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values of the environment inputs to reduce the effect of this (uncontrol-

lable) factor. This performance measure can be improved by increasing

the prediction horizon (up to a certain extent) and the number of con-

trol inputs, or by reducing the controller sampling time.

• Robustness: This characterizes the runtime variability in system utility,

in response to the corresponding variability in the environment inputs.

Here, we define control robustness as the standard deviation observed

in the system utility against the standard deviation observed in the

environment inputs, or R = σ(J)/σ(w).

• Computational Overhead: This factor quantifies the execution-time re-

quirement of the controller, which depends directly on prediction hori-

zon, size of the control set, and the sampling time.

Increasing controller utility and robustness conflicts directly with reduc-

ing its computational overhead. Therefore, trade offs are necessary to achieve

the desired controller performance; for example, by appropriately tuning the

controller using values from (N, U, T ) and synthetic environment inputs.
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CHAPTER IV

ENHANCED SEARCH TECHNIQUES

As shown in the previous chapter, the search process is responsible for

the exponential growth of the control algorithm. To enhance the efficiency

of the control algorithm, we investigate several efficient search algorithms in

the following sections that can be directly applied to the LLC approach.

Uniform-cost Search

Uniform-cost search [75] is a tree search algorithm used for traversing or

searching a weighted tree, tree structure, or graph. As shown in Table IV.1,

it begins at the root node, but instead of always expanding the shallowest

node like breadth-first search, the uniform-cost search continues by visiting

the next node with the least Cost - the accumulative path cost from the root

to the current node. Nodes are visited in this manner until the goal state

is reached. The uniform-cost search is complete and optimal if the cost of

each step is greater than or equal to some small positive constant ε [75]. But

when all path costs of the uniform-cost search are positive and identical, it

changes back to breadth-first search.

The space complexity of the uniform-cost search is the number of nodes

with Costs smaller than or equal to the cost of the optimal solution, plus

the ones extended by those nodes. The time complexity is the time needed

to process the nodes. Formally, if C∗ is the cost of the optimal solution and
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Table IV.1: Uniform-cost search algorithm

1 Initialize Let Q = S /*S := start node*/
2 while Q is not empty
3 pull Q1, /*Q1 := first element in Q*/
4 if Q1 is a goal
5 report success and quit
6 else
7 childnodes = expand(Q1)
8 <eliminate childnodes which represent loops>
9 put remaining childnodes in Q
10 delete Q1
11 sort Q according to Cost /*Cost := pathcost(S to node)*/
12 end if
13 continue while

it is assumed that every path cost is at least ε, the algorithm’s complexity is

O(b1+bC∗/εc), instead of O(bd) in breadth-first search.

We implement the uniform-cost search for the LLC approach following the

pseudo code in Table IV.1. Typically, the search algorithm involves expand-

ing nodes by adding all unexpanded neighboring nodes that are connected

by directed paths to a priority queue. In the queue, each node is associated

with its Cost, and the least-Cost node is given highest priority, so that the

queue is sorted in an ascending order. The node at the head of the queue

is subsequently popped and expanded, appending the next set of connected

nodes with their Costs to the queue.

The completeness and optimality of the uniform-cost search can be guar-

anteed by setting even-exponent terms in the utility function of the Cost

to make all the path costs positive. The utility function at time k can be
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designed by the following form:

J(k) = β1y
2
1(k) + β2y

2
2(k) + · · ·+ βmy2

m(k)

when there are m components the utility function tries to optimize, yi(k), i ∈
m represents a component at time k, and βi is the user-specified weight

denoting the relative importance of yi(k). We can also use even exponents

instead of squared ones as shown in the equation according to application

specifications. Moreover, in the control framework, usually different values

are assigned to the components of the utility function, so the path costs will

rarely be identical. The two conditions above provide promising supports for

applying uniform-cost search in the control algorithm. But as uniform-cost

search is guided by path costs rather than depths, sometimes its complexities

cannot easily be characterized and its worst-case time and space complexities

can be much greater than those of a breadth-first search.

A* Search

We have only considered the path costs from the starting node to the

current node, but not the possible costs from the current node to the goal

node in the tree structure. A* search, one of the most widely-known form

of best-first search, evaluates nodes by combining g(n), the cost to reach the

node from the root, and h(n), the cost to get from the node to the goal:

f(n) = g(n) + h(n)
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Then the algorithm complexity is determined by both g(n) and h(n).

Note that uniform-cost search is a special case of the A* search when

the heuristic h(n) is constant, so the A* search algorithm is similar to the

uniform-cost search in Table IV.1 except that the Cost is given by pathcost(S

to node) + h(node) instead. A* is complete in the sense that it will always

find a solution if there is one. However, its optimality depends on if h(n)

is an admissible heuristic, or never overestimates the cost to reach the goal.

Formally, for all paths y, z where z is a successor of y,

g(y) + h(y) ≤ g(z) + h(z)

A* is also optimally efficient for any heuristic h; no algorithm employing

the same heuristic will expand fewer nodes than A*, except when there are

several partial solutions where h exactly predicts the cost of the optimal

path. Therefore, the performance of the heuristic search depends on the

quality of the heuristic function. If the heuristic is accurate, we will quickly

reach the goal node. Good heuristics may be constructed by relaxing the

problem definition, by pre-computing solution costs for sub-problems in a

pattern database, or by learning from experience with the problem class.

To apply the A* search to the control algorithm, we can compose the

uniform-cost search with a heuristic function. Since computing the heuris-

tics is always time consuming, a heuristic-cost table computed before run

time is used for the control implementation. In the previous control frame-

work, a system is always subject to environment inputs, has its own system

states, and manipulates a finite number of control inputs to the system, all
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of which are key characteristic behaviors of the control system. Based on

the underlying utility function, we can define a 3-dimensional heuristic ta-

ble heuristic(w, x, k). In this table, w ⊂ Ω denotes the environment input,

x ⊂ X represents the system state, and k is the step distance from current

node to the goal node. Note that w and x refer to their respective groups

of elements. If there are several environment inputs and they are related to

each other, we can use just one to represent all the others; but if some of

them are independent, we can either increase the dimension of the heuristic

table, or only choose the more significant ones. More system states can be

treated in the same way as the environment inputs. Then a cell c at position

heuristic(w, x, k) stores the estimated smallest accumulated cost value of a

node with a system state of x, environment input of w, and step distance of

k. The accumulated cost is the total cost from the node c to the goal node

in the search tree.

Before computing the final heuristic table, several issues need to be spec-

ified.

1. w and x may not be integers. But according to the requirement of the

heuristic table, w and k are matrix indexes, so we must ensure that

they are integers before accessing the table, by rounding them down or

up, or by mapping them to integral indices.

2. The ranges of w and x may be large. For example, when w is from

0 to 10000, it is not practical to generate a table of 10001 cells con-

sidering space limitation. Instead, we can select certain data points

0, 50, 100, · · · , and map them to the table indices 0, 1, 2, · · · .
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3. Admissible heuristic should be satisfied to guarantee the optimality of

the A* search. Thus data should always be underestimated by using

a value equal to, or smaller than the real value whenever necessary.

For instance, for a workload w = 346, if we only have data points at

multiples of 50, w will be rounded down to 300.

4. An assumption of w is made. We need to iterate k steps to calculate

the heuristic cost, but we do not know what the next value of w will

be. To solve this problem, we define the difference of the environment

inputs between two adjacent simulation steps as ∆w. Assume that

∆w is bounded, and is relatively small compared with the maximum

value of w. Then a new w can be estimated by decreasing the last

environment input by ∆w if smaller environment input causes less cost;

or increasing it by ∆w if larger one causes less cost. This will help

prevent overestimating the path costs.

Figure IV.1: Generation of the heuristic table
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Fig. IV.1 shows the steps to compute the heuristic table. For each combi-

nation of w, x and k, w and x are initially sent to the system model to calcu-

late x̂i, the next system state corresponding to the control input ui ∈ U . The

j is initialized as 1, and will be increased by 1 after each loop. Assume the

control set has |U | control inputs, all the |U | 2-tuples (x̂i, ui) are sent to the

utility function to obtain a cost J(x̂i, ui). The smallest cost is then added to

the accumulator(initialized to 0), while the system state x̂i is trimmed, e.g.

rounded to an integer. x̂ and w−∆w are further used as inputs for the next

iteration. The computation will iterate k times, and the final value of the

accumulator is filled to the cell heuristic(w, x, k). Each cell of the heuristic

table is calculated this way.

The calculated heuristic table will be used once a node is extended. Af-

ter mapping environment input, system state and step distance of the cur-

rent node to corresponding indices w, x and k in the table, we can get

heuristic(w, x, k) as the heuristic h(n).

Assume that there are nx, nw, and nu elements of system state, environ-

ment input and control input respectively in the heuristic table. According

to the calculation of the heuristic table, for each element of x and each ele-

ment of w, all the control inputs ui will be tried for k iterations. Therefore

the time complexity of calculating the heuristic table is O(nx ∗ nw ∗ nu ∗ k).

But as the heuristic table is calculated offline before system execution, the

time cost is not a significant problem. The space complexity of the heuristic

table is O(nx ∗ nw ∗ k).

The complexity of the A* search is also O(b1+bC∗/εc), as it is based on

the uniform-cost search and adds heuristics by just looking them up in the
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heuristic table. In addition, since ε becomes the smallest underestimated cost

from the root to the goal here, it should be larger than that of the uniform-

cost search, and therefore the A* search will be faster than the uniform-cost

search.

Pruning Algorithm

A search space is a structure built with all available information for finding

the most suitable areas. However, sometimes the given set of data may be

irrelevant, erroneous or unnecessary. Therefore pruning the search space

is necessary. Pruning is a process of making the search space smaller by

removing selected subspaces. Ignored portions of the space are no longer

considered because the algorithm knows based on already collected data (e.g.

through sampling) that these subspaces do not contain the searched object,

and the pruning will therefore not affect the final choice [75].

In the search tree of the control algorithm, the system states of some

nodes turn out to be the same. Moreover, from the definition of the control

algorithm, nodes at the same depth will receive identical environment input.

So if the nodes with same system states are at the same depth, their future

evolutions will be the same. In this case, only the one with the smallest cost

needs to be kept for further extension, while all the others having the same

system states can be pruned together with their subtrees. If the successors

of the kept node in the pruning process are invalid, then the successors of the

deleted nodes will be invalid as well as they share the same future. Thus the
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above pruning approach is complete. In addition, the pruning can be com-

bined with other search methods by adding a step of checking and deleting

the “equal” nodes in each level of a tree.

In the implementation of the pruning, because we only compare each

node with the one right before it within the same level, just one extra node

needs to be stored for the comparison. Since the pruning is always combined

with some other search algorithms, the complexity of the combined search

depends on the complexity of the other search algorithms. However, as the

pruning will largely reduce search space, especially when nodes with similar

system states have close costs, pruning will decrease the search complexity.

Greedy Algorithm

A greedy algorithm is any algorithm that follows the problem solving

metaheuristic of making the locally optimal choice at each stage with the

hope that this choice will lead to a global optimum [27]. The algorithm

will generally not find all the solution or the best solution, but a feasible

one, because it usually does not operate exhaustively on all the data. It

may make commitments to certain choices too early which prevent it from

finding the best overall solution. Nevertheless, it is useful for a wide range

of problems, particularly when overhead reduction is essential. In many

practical situations, this approach can lead to good approximations of the

optimum.

Beam search [16] can be viewed as a greedy algorithm. For a beam search

of width k, the search only keeps track of the k best candidates at each step,
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Figure IV.2: Visualization of the beam search

and generates descendants for each of them. The resulting set is then reduced

again to the k best candidates. This process thus keeps track of the most

promising alternatives to the current top rated hypothesis and considers all

of their successors at each step. Beam search uses breadth-first search to

build its search tree but splits each level of the search tree into slices of at

most B states, where B is called the beam width [34]. The number of slices

stored in memory is limited to one at each level. When beam search expands

a level, it generates all successors of the states at the current level, sorts

them in order of increasing values (from left to right in the figure), splits

them into slides of at most B states each, and then extends the beam by

storing the first slides only. Beam search terminates when it generates a goal

state or runs out of memory. Therefore the beam search reduces the memory
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consumption of breadth-first search from exponential to linear, as illustrated

by the shaded areas in Fig. IV.2.

In our application of the beam search, we further define a vector by

assigning the number of the best candidates for each level. Then we can

change the beam width as well as the shape of the beam search according

to system specifications. As one of the greedy algorithms, beam search has

a serious drawback – it is incomplete, so it does not guarantee an optimal

solution. However, the speed of the search and the possibility that the search

obtains a solution close to the optimal one can be enhanced by changing the

beam width. The search complexity will also depend on the values of the

beam width. When a system has a relatively loose performance requirement

but requires short and strict timing, the beam search may be a good choice.
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CHAPTER V

ACME DEVELOPMENT

ACME Overview

Effective self management requires the ability to monitor and tune system

variables that affect various QoS related parameters. Those parameters are

often inter-dependent, i.e. modifications made on one may affect others.

Also, operational constraints such as resource limitations and safety margins

impose additional requirements on the system. The inter-dependencies and

constraints need to be effectively captured for a self-management design. In

addition, future variations in the system components and structure need to

be considered as well to guarantee the system performance. Control-based

techniques have proven to be effective in addressing the above requirements

for self-management design and in addition they can provide performance

guarantees under given operating conditions. However, the adoption of such

techniques remains limited due to lack of tools and libraries that facilitate

the control-based design for design engineers.

To address this problem, we propose in this thesis the ACME framework.

The ACME is control-theory oriented framework aimed at providing effective

self management for computation systems. Fig. V.1 shows the development

process of the ACME. Structurally, the ACME is composed of three main

aspects. One is the architecture structure, in which high level components
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Figure V.1: ACME design process

and their interconnections are defined. Another is the data collection struc-

ture, which is responsible for collecting system measurements corresponding

to the model variables. The third one is the system dynamics structure used

for capturing the system model, specifications and operation constraints, as

well as providing modules for estimating system future variations and tuning

system variables with respect to operational variations and constraints.

Although LabView and MatLab have control toolkits with similar inter-

face to ACME, the ACME can generate various executable codes, like C++,

XML, Python, or even MatLab codes upon requests based on the graphical

models. More importantly, control engineers can easily modify the modeling

structure and specifications when necessary by updating meta-models.

The following subsections describe the semantic intent of the key model-

ing components in ACME. In this thesis, to enhance readability, the following

font-based notations are adopted: “components” used for the main compo-

nents of the meta-model, “connections” used for the connections between

the components, “visible” used for the visibility aspects of models, and “at-

tribute” used for the component attributes.
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Architecture

The architecture in the ACME captures the main structure of the whole

system. It contains any of the components in the self-management design, as

well as the connections between the underlying ports of these components.

From the architecture level of view, the designer can construct the high-level

components of the system and define the connections betweens them. The

details of these components are encapsulated in the underlying substructures,

which have their own internal descriptions.

Data Collection

The data collection entity contains all the system variables. In practical

systems, some of the system variables can be measured directly while others

cannot. In some situations, system variables that cannot be measured can

still be calculated based on the measured variables using observers. In other

applications, future values of certain system variables need to be estimated.

ACME distributes the data collection tasks to three different entity models

as follows.

First, a Sensor model reads in all the measurable data, which include en-

vironment inputs, observable system states, and system outputs. Latency,

bandwidth, and CPU utilization are examples of observable system states

for some class of systems. Second, to calculate the system states that cannot

be observed directly, an Observer model collects all the related variables and

computes the system states by association equations. Third, an Estimator

model uses the latest and historical sample data to estimate future system
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variables. An example of implemented estimators in ACME is the autore-

gressive moving average (ARMA) estimator. In general, the user can choose

estimators that best fit the system configuration from an estimator library

in ACME.

System Dynamics and Adaptation

In the ACME framework, the system dynamics is a schematic description

that captures the known or inferred behavioral properties of a computational

system. The system dynamics is used for the design and verification of the

self-managing structures.

The system adaptation specification represents the configuration of a con-

troller module chosen from the control library available in the ACME. For

example, the LLC controller can be selected as the system adaptation mod-

ule, and can be configured by identifying the look ahead horizon, the possible

control input set, and a utility function that characterizes each point in the

QoS space with a utility value (or cost). The LLC utilizes these specifica-

tions to manage the system at run-time by optimizing the underlying system

utility within the constraints posed by certain operational requirements.

ACME Meta-Models

This section introduces the ACME meta-models corresponding to the ba-

sic aspects of a self-management design specification. The aim of this model-

ing approach is to capture the system design in a modular component-based

form that can be easily accessible to the system designer. For example, the
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Figure V.2: meta-model of the architecture modeling

Estimator model discussed in the previous section can be added to the ar-

chitecture as a high-level component, parameterized, and connected to other

model blocks in the architecture through their available ports. In the fol-

lowing subsection we presents the ACME meta-model, which is expressed

with a stereotyped UML class-diagram notation. The stereotypes including

<<Model>> , <<Atom>>, <<Connection>>, etc., express the binding of

the abstract syntax to the concrete syntax implemented by the GME envi-

ronment. Details of the concrete syntactic constructs supported by the GME

environment are presented in [1, 52]. The sub-languages that constitute the

ACME language are addressed below.

Architecture Models

The architecture stereotyped as a folder, contains a System model that

collects all necessary parts of a system, each of which encapsulates its local
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components. In a distributed system, such as a web-server, a system in-

volves multiple subsystems, each of which has independent local controllers

with different performance requirements; also, a global controller addressing

system-wide performance requirements will be constructed for the system,

managing the interaction between the local controllers.

This model expresses the general structure of the overall system. Fig. V.2

shows the meta-model of the architecture modeling sub-language. Note that

the meta-model figures only show the main models, while other models are

diminished in gray for simplification. The UML notation for containment is

a line connecting an object to its container, with a small black diamond on

the ”container” end of the line. So PhysicalSystem, SystemModel, Environ-

ment, Observer, Controller, and Estimator are all key components which can

be contained in the System.

The connections in the architecture define data transportation between

models. As shown in Fig. V.2, the System also contains a connection Controllable.

The small black dot associates the connection with two endpoints ControlIn-

put and Actuators, which act as ports of the high-level components, while

the connection is directed from “src” to “dst”. Similarly, signals in the

Environment models can be sent to the Estimator models by SensorToEst

connection, to the Observer models by Measurement connection, or to Sys-

temModel by SensorConn connection; estimated variables can be sent from

the Estimator models to the SystemModel through EstSignalOut connection;

ports of system states in different blocks can be connected to each other by

SystemStateConn connection, as can of control inputs with ControlInputConn

connection.
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Data Collection Models

All basic data types used in the meta-model like the ControlInput are first

defined in a component paradigm. SystemState, SystemOutput, and Con-

trolInput are basic types of variables for control systems. ControlInput and

SystemState represent the control inputs and system states respectively. Sys-

temState and ControlInput can be used in the Observer, SystemModel and

Controller models, while SystemOutput is used in the Observer only. Compos-

ite data types can be defined and modified only in the component paradigm,

since data used in all the other places are proxies of the data in the compo-

nent. The following models are used to get the values of the data proxies.

The data types are often defined with their attributes, some examples of the

attributes are name, type, IP address, and speed in a configured network sys-

tem. In Fig. V.2, ControlInput has two attributes DefaultValue and DataType

in the lower half of the class rectangle.

Environment Model

The operation plants involved in certain environment always interact with

the environment. The Environment model then represents the operation en-

vironment. In real time applications, the Environment only contains Sensor

models to measure relevant environment variables from the real environment;

in the simulation application, environment is simulated and environment vari-

ables are generated by the methods defined in a data generation library. For
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Figure V.3: meta-model of the ARMA estimator

example, in the library, model Reader reads in data from local files, and Gen-

erator model can generate uniform distributed numbers. The generated data

are then sent to other components via Sensor models.

Estimator Model

The Estimator model can be selected from an estimator library, where

different estimators like ARMA filters and Kalman filters are included. For

example, we use an ARMA filter to estimate the environment parameter such

as future data arrival rate λ̂(k + 1). Given the arrival rate λ(k) at time k

and the mean λ̄ of past observations over a specified window size of m, the

estimate rate for k + 1 is:

λ̂(k + 1) = (1−
m−1∑
i=0

βi)λ̄ +
m−1∑
i=0

βiλ(k − i), i ∈ [0,m]
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where the gain β determines how the estimator tracks variations in the ob-

served arrival rate. The ACME uses two kinds of models to represent the

ARMA filter. The HistAve model specifies λ̄, and its attribute HistWin-

dowSize defines m. The OrderedIndiv model specifies the λ(k − i), and its

attribute HistIndex defines i (e.g. a HistIndex of 1 represents the (k − 1)th

observed data). Both models have Parameter attributes defining the gains

(1−∑m−1
i=0 βi) and βi respectively.

Observer Model

The Observer model calculates unobservable system states using mea-

surable variables and parameters if the underlying functions are available.

All the needed variables like SystemOutput, Variable, ControlInput, and Sys-

temState are read in the Observer to the Function models to calculate the

unknown values. Finally, SystemStates hold the computed data and assign

them to other models.

Controller Model

The Controller model specifies the parameters of the controller design,

and Fig. V.4 shows the meta-model of the LLC controller, which has an

attribute Horizon specifying the prediction horizon of the LLC. It contains

Utility, ControlInputSet, and SetPoint models. The Utility has three impor-

tant attributes: Constraints includes the constraints the system need to fol-

low, UtilityFunction is to write the utility function, and Operation decides
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Figure V.4: LLC meta-model

whether to “minimize” or “maximize” the utility function. The ControlInput-

Set contains all the available control inputs for the system. SetPoint is the

target value that the automatic control system aims to reach. ControlInput,

SystemState and SetPoint can be sent to the Utility by UtilityConn. Users

can then use the LLC by setting the above values of the models without

knowing the implementation details.

System Dynamics Model

The system dynamics specifies the behavioral characteristics of a com-

putation system. The ACME has three types of models for the system dy-

namics: SystemModel, PhysicalSystem sim and PhysicalSystem. In System-

Model and PhysicalSystem sim, the behavioral characteristics are expressed

by hybrid automata or mathematical functions, through which system states
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Figure V.5: meta-model of the System Dynamics

are updated. The general forms of HybridAutomata notation and Function

notation are defined in the meta-model. In PhysicalSystem, the behavioral

characteristics are the physical system states measured by the Sensor models.

The key models of the SystemModel as shown in Fig. V.5 are HybridAu-

tomata, Function, and ValidCtrlInputs. The HybridAutomata has State models,

including one InitialState in each HybridAutomata, and StateTransition con-

nections between them. State has attributes EntryAction, ExitAction, and

FunctionExpression; Transition has attributes Action, Trigger, and Guard.

The transitions can be addressed in the attribute HA scripts of the Hy-

bridAutomata, or modeled inside the HybridAutomata by choosing from the

HA expression attribute, ”Using scripts” or ”Embed HA inside”. The Hybri-

dAutomata model also has two aspects: FSMAspect and DataFlowAspect.

In the FSMAspect state transitions are visible, while the DataFlowAspect

demonstrates how data flow into States. The Function model has an Ex-

pression attribute that captures mathematical relations. The ValidCtrlInputs
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checks the validity of the control inputs sent by the controller correspond-

ing to current system states. For example, if there are two States: Idle and

Active, the ValidCtrlInputs should also have two ValidSets like IdleSet and Ac-

tiveSet correspondingly. Assume that the system is in the Idle State, then if

a control input is not in the IdleSet, it is considered invalid; otherwise it is

valid.

PhysicalSystem sim model is used to simulate the behaviors of physical

systems. Similar to the SystemModel, PhysicalSystem sim has HybridAu-

tomata and Function. It also has Actuator and Sensor models corresponding

to the same elements as in the real physical system.

The PhysicalSystem, working in a real-time application mode, contains

Actuator and Sensor models. Sensor receives system states from, and Actuator

sends control inputs selected by Controller to physical plants. Both models

have two main attributes: sampling rate and accuracy. System dynamics can

also be included if the system can be analytically modeled.

ACME Interpreter

Interpreters are model translators designed to work with all models cre-

ated using the domain-specific GME. The translated models then can be used

as sources for analyzing programs [1]. We use a framework named Builder

Object Network version 2.0 (BON2) to access the ACME components and

the relationships between them. The BON2 generates the basic files of the

interpreter, and our work consists of writing the crucial portion of the inter-

preter code. First, the interpreter navigates the object network and traverses
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Figure V.6: Navigating the object network

all the models. If a System exists, the traversal will start using TraversalAll()

in the Component::invokeEx() function, and the TraverseAll() function will

generate necessary files successively as in Fig. V.6, when each individual com-

ponent is queried by accessing its properties, attributes, meta-information, or

associations. For instance, the LLC controller code identifies the Controller by

the model property, reads the Horizon attribute from the Controller, and ob-

tains the associated system states and control inputs. The generated scripts

are ready to run for execution.

Following are the descriptions for the sub functions of the TraverseAll()

function.

• generateTreeCode(): In generateTreeCode(), two functions generate-

TreeHeader() and generateTreeSource() are included, which generate a
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Tree.h and a Tree.cpp separately as a library providing tree structures.

The tree structure is to help do some computing.

• generateEstimator(): Same as generateTreeCode(), function genera-

teEstimator() is also to generate a library of an estimator to help work

on prediction. This function will generate an ”Estimator.h” file. Li-

braries are mostly independent of user’s applications, so they do not

require much information from GME models.

• PrintStructures(): Next function PrintStructures() is to print a structs.h

file with a structure containing the current simulation time, system

states and control inputs. Figure 3 shows the main body of the PrintStruc-

tures(). It traverses the PhysicalSystem sim model in the System

model, and collects data it needs. Note that we use several 2-dimension

arrays here. Actually three arrays are defined in the Traversal class:

systemstate[ ][ ], ctrlinputs[ ][ ], and Env var[ ][ ]. Currently, system-

state[i][0], ctrlinputs[i][0], or Env var[i][0] stores the date type, while

systemstate[i][1], ctrlinputs[i][1], or Env var[i][1] keeps the name.

• generateHACode(): The fourth function generateHACode() is respon-

sible for generating HA PSi.h and HA PSi.cpp files or HA SMi.h and

HA SMi.cpp, where i=0, 1, 2, . . . . As there may be several hybrid

automatons in the physical system model or system state model, i is

to distinguish them from one another. Now the transition functions

are simply embedded as scripts in the GME model. We just need to

read the scripts are put them into the transition function. A library
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class of hybrid automaton can be added, thus the GME model can be

interpreted directly instead of asking for scripts from users.

• generateMainCode(): The last one, also the most important one, the

generateMainCode() function also interprets using two sub functions:

generateMainHeader() and generateMainSource(), one to write .h file

and the other for .cpp file.

The generateMainHeader() function has two sub functions as well.

First, it calls PrintInitialParam() to output all the important definitions

of variables, constants, and global functions. It needs to traverse all

the models in the main System model to get all the useful values. The

generateMainHeader() calls the PrintClassHead() next to write defini-

tions of PhysicalSystem class, SystemModel class, and Controller class

into the .h file. Figure 4 shows the skeleton of the PrintClassHead().

Note that in the full code, there is a maincpp variable appears quite

often in this function, which is to collect data for the .cpp file. To work

out those classes, the function traverses the PhysicalSystem model, the

SystemModel model, and the Controller model separately.

Second, a function GetUtilityPrecedence() in PrintClassHead() is to

get all the utility functions. In the Controller block, there can be sev-

eral Utility models with their own functions on each of them. Each

Utility model has one output or no output, but it can have several in-

puts. All the Utility models have one output except the last one. So

the GetUtilityPrecedence() will find the last Utility model first, then

backtrack all its inputs. If the root of an input is also a Utility model,
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GetUtilityPrecedence() is called again inside the function itself. Af-

ter calling another GetUtilityPrecedence() function, the first GetUtili-

tyPrecedence() outputs its utility function to the .cpp file. Otherwise,

the input is a variable used by the Utility model. We just need to read

the variable into the .cpp file, followed by the utility function. Figure

5 shows how this function works. There is another function named

GetFunctionPrecedence(), very similar to the GetUtilityPrecedence().

The difference is that Function block always has one output to the Sys-

temState. Thus, we start from one of those atoms to backtrack all the

functions. The GetFunctionPrecedence() is called whenever Function

model appears.

The generateMainSource() function is simple. We just output the col-

lected data maincpp to the .cpp file.
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CHAPTER VI

CASE STUDY

To demonstrate the efficiency of the search algorithms and the applica-

bility of the ACME modeling, we did a case study concerning power man-

agement(PM) of a DVS-capable processor operating under a time-varying

workload [3].

Problem Formulation

Power consumption has become an important design constraint for densely

packed processor clusters due to electricity costs and heat dissipation is-

sues [69]. To tackle this problem, many modern processors allow their oper-

ating frequency and supply voltage to be dynamically scaled. For example,

processors such as the AMD-K-2 [8] and Pentium M processors [41] offer a

limited number of discrete frequency settings, eight and six, respectively. We

first apply the LLC approach to manage the power consumed by such a pro-

cessor under a time-varying workload comprised of HTTP requests. Assum-

ing a processor with multiple operating frequencies, the controller is required

to achieve a specified response time for these requests while minimizing the

corresponding power consumption.
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Figure VI.1: (a) A queueing model of the processor and (b) a hybrid au-
tomaton representation of processor operating modes

Processor Model

Fig. VI.1(a) shows a simple queueing model for processor P where λ(k) ∈
Λ ⊂ R and µ(k) ∈ Υ ⊂ R denote the arrival and processing rates, respec-

tively, of the incoming data stream di, where Λ and Υ are bounded, and q(k)

is the queue size at time k [42]. We do not assume a prior arrival-rate dis-

tribution for di and P does not idle if the queue contains data items; queue

utilization is given by ρ(k) = q(k)/qmax where qmax is the maximum queue

size.

Processor P may be treated as a switching hybrid system and its oper-

ation is represented using the hybrid automaton model in Fig. VI.1(b) [10].

Transitions between operating modes may be triggered by events or the pas-

sage of time. For example, when the queue is empty, P is idled to save power;
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when new events arrive, P is switched back to the active state with little time

overhead. If the processor stays idle beyond some threshold duration, it is

placed in the sleep state for a specified time period. In this state, however, P

does not register external events, and consequently, they are simply dropped.

The processor transitions back to the active state at the end of the sleep pe-

riod. We assume P can be operated at multiple frequencies. Therefore, its

active state is a bounded collection of discrete sub-states, each with a specific

frequency setting fi. In this state, power consumption can be minimized by

scaling fi appropriately. Power consumption relates quadratically to supply

voltage which can be reduced at lower frequencies [21]. Consequently, en-

ergy savings can be quite significant. We denote the time required to process

di while operating at the maximum operating frequency fmax by ci. Then

the corresponding processing time while operating at some instantaneous

frequency f(k) ∈ fi is ci/α(k) where α(k) = f(k)/fmax is the appropriate

scaling factor. The energy consumed by P while operating at f(k) is given

by α2(k) [78] and this simple energy model has been shown to provide rea-

sonably accurate estimates [67].

This section develops a controller to address P ’ s power consumption

in the active state. It can, however, be readily integrated with techniques

such as predictive shutdown [79] to affect the other mode transitions in

Fig. VI.1(b).
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Model Dynamics

The following equations describe the dynamics of the processor in the

active state:

q̂(k + 1) = max{q(k) + (λ̂(k + 1)− α(k + 1)/c(k + 1))× T, 0} (VI.1)

D̂(k + 1) = max{q̂(k + 1)− qmax, 0} (VI.2)

q̂(k + 1) = q̂(k + 1)− D̂(k + 1) (VI.3)

r̂(k + 1) = (1 + q̂(k + 1))× ĉ(k + 1)/α(k + 1) (VI.4)

ρ̂(k + 1) = q̂(k + 1)/qmax (VI.5)

Ê(k + 1) = α(k + 1)2 (VI.6)

Given the observed queue length dynamic q(k) at time instant k, Equa-

tion VI.1 estimates its length at time k+1 where λ̂(k+1) and ĉ(k+1) denote

the estimated data arrival rate and execution time, respectively. When the

queue is full, the estimated dropped requests are represented by q̂d(k + 1).

The average response time of requests arriving during the time interval

[k, k+1] is estimated as r̂(k+1) in Equation VI.4, and α(k+1) = f(k+1)/fmax

is the scaling factor; the execution time is obtained with respect to the max-

imum processor frequency fmax. The sampling time of the controller is de-

noted by T . Equation VI.5 estimates the corresponding queue utilization

while Equation VI.6 gives the energy consumed by the processor.
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Returning to Equation VI.1, good estimators of future system inputs

and outputs are crucial to model accuracy. Here, we use an ARMA filter to

estimate the environment parameter: the future data arrival rate λ̂(k+1) [19].

Given the arrival rate λ(k) at time k and the mean λ̄ of past observations

over a specified history window, the estimated rate for k + 1 is:

λ̂(k + 1) = βλ̄ + (1− β)λ(k) (VI.7)

where the gain β determines how the estimator tracks variations in the

observed arrival rate; a low β biases the estimator towards the current obser-

vation while larger values favor past history. Rather than statically fix β, an

adaptive estimator described in [50] can be used. It tracks large arrival-rate

(execution time) changes quickly while remaining robust against small vari-

ations. When the estimated values match the observed ones, those estimates

are given more weight with a higher β. If, however, the estimator does not

accurately match the observed values, β is decreased to improve convergence.

Control Problem

During any time interval k, the controller on processor P must select the

proper frequency settings to operate P as close as possible to the desired

performance criterion. Let J be the cost function to be optimized at time

k. Therefore, J is determined by the queue utilization ρ(k), the dropped

requests Dk, the achieved response time r(k) and the corresponding energy

consumption E(k). Lower ρ(k) values are desirable since the processing delay

incurred by a newly arrived data item is inversely proportional to 1 − ρ(k),
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and we do not expect any requests to be dropped. The OLC algorithm

is suitably modified to minimize the following cost function to obtain the

required operating frequency f(k):

Ĵ(k+1) = β1ρ̂(k+1)2+β2D̂(k+1)2+β3(r̂(k+1)−r∗)2+β4Ê(k+1)2 (VI.8)

where βi, i = 1, 2, 3, 4 are user-specified weights denoting the relative

importance of ρ̂(k), D̂(k), r̂(k) and Ê(k) respectively, and r∗ denotes the

desired average response time.

Performance Evaluation

We evaluated the performances of the search algorithms and the ACME

using above models under a time-varying workload.

Advanced Search

We assume the scaled possible operating frequencies of the processor are

0.2564, 0.3479, 0.4349, 0.5219, 0.650, 0.7829 and 1.0000. The execution time

of the workload is 0.0367ms, and the sampling period of the controller is 30ms.

The weights in the utility function are all set to 1. A series of experiments

are carried out to evaluate the effect of different search strategies on the

controller’s performance in Matlab, SIMULINK.

The uniform-cost search follows the pseudo code and employs a priority

queue. All the extended nodes are added to the queue, while each queue
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component is composed of information of the extended node, including its

accumulative cost, its depth in the tree, its system states and the first control

input along the path to the node. The queue is sorted according to the

component costs in an ascending order.

The A* search extends the uniform-cost search with the heuristic table

heuristic(w, x, k). In the PM case, workload to the system λ is the environ-

ment input, which ranges in [0, 1000]. Assume that ∆λ is no larger than 50,

to simplify the table, the indexes w = 0, 1, 2, · · · , 20 are mapped to workload

0, 50, 100, · · · , 1000. Moreover, the PM has three system states: queue level,

dropped signal and response time, but as the last two are dependent on the

first one, only queue size q is represented for x. In addition, the queue level

can be decimal, but the table can not use non-integer index, so only integers

between 0 and the maximum queue level have values in the table. Finally,

a 21 × 51 × (N − 1) heuristic table heuristic(λ, q,N − 1) is built, where N

is the prediction horizon. We use N − 1 instead of N because leaf nodes do

not extend anymore and no heuristic is needed for the Nth level of the tree.

The pruning is currently combined with the uniform-cost search. Among

all the systems states in the case study, only the queue level is used to

calculate next system states, so we only compare the queue levels. As the

queue level is bounded, it cannot be smaller than zero or larger than the

maximum size, so it is likely to result in the same queue level. The pruning

search then decides which subtree should be removed from the current tree

structure.

Fig. VI.2, VI.3 summarize results for four prediction horizons N using a

synthetic workload. They demonstrate the number of nodes extended and

63



Figure VI.2: Comparing the node extended for different search strategies

Figure VI.3: Comparing the time spent for different search strategies
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Figure VI.4: An ACME system implementation

time spent by the controller per sampling time step (workload arrivals span

9000 simulation time) for the first three methods. The larger N is, the better

the new searches perform. In addition, all the control inputs obtained by the

first three search methods are identical. In this special case, the pruning

almost reaches the optimal solution, that is, only extending nodes on the

path to the goal.

ACME Model

The generic control framework is fully developed using the ACME tool.

We build the PM application using the models generated by the ACME meta-

models. Fig. VI.4 is a screen shot of the implemented application, which is the

architecture of the system. As the case study is in the simulation mode, we

use Environment Sim and PhysicalSystem sim models instead of Environment

and PhysicalSystem. In each simulation step, two environment variables are

generated in Environment Sim. One is the request arrival rate obtained from
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a local file using the Reader model; the other is the execution time of the

requests, set to 6.0ms in the Generator model. The future values of the

variables are estimated by the ARMA filters and sent to the SystemModel

to forecast two system states, queue level and dropped requests, over the

Horizon of the Controller Optimizer. The queue is a buffer to store incoming

requests with a limited size, so the dropped requests represent the signals

dropped when the queue is full. By selecting the control input, the best

CPU processing frequency, the Optimizer balances the forecast queue level,

dropped requests, and the frequency. Finally, PhysicalSystem sim updates the

system states using the selected control input and new environment variables.

In each simulation step, the Optimizer reads the current queue level,

and sends it together with all the frequencies in the ControlInputSet to the

SystemModel. The SystemModel will calculate all the next possible queue

sizes qi and dropped requests Di corresponding to the ith frequency fi. The

set qi, Di, fi are compared with their SetPoint and computed in the Utility

model.

Each time the SystemModel receives new data, including current queue

size and all the possible frequencies, it will check the validity of the pro-

cessing frequencies for the queue size in the ValidCtrlInputs model as shown

in Fig. VI.5. If the frequency is valid, it will be sent to the Functions of

the SystemModel together with the queue size to compute the next possible

queue size, which is then sent back to the Optimizer for further operation.

Otherwise, it will be discarded.
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Figure VI.5: Valid control input set modeling

Performance Analysis. We tested code generated by the interpreter.

The performance of the power management system is evaluated using a syn-

thetic workload file and Fig. VI.6 shows the results of one simulation run.

The processor can operate between [200, 600] Mhz with 25 Mhz increments,

and the Horizon of the Optimizer was set to 2. For simplicity, we use the

utility function of

J(k+1) = 0.45∗(0.01∗q(k))2+0.65∗(0.01∗f(k))2+1.0∗(0.1∗D(k))2 (VI.9)

The request arrival rates exhibit cyclical variations characteristic of most

HTTP and e-commerce workloads [12]. From the frequency responses, we

can see that the controller tracks the arrival rates well. The increase in the

dropped requests is due to a sustained high request arrival rate, when the

controller already operates with its maximum frequency.
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Figure VI.6: Performance of power management system

We compare the simulation results above with a similar system using a

constant frequency 400Mhz for 10000 simulation steps, where the first 200

data are discarded considering the system adaptation. As shown in Ta-

ble VI.1, the LLC drops only 1.5% of the requests dropped by the constant

control, while spending 73.3% of the power spent by the constant control.

Table VI.1: Comparison with systems without control

With Control No Control With Control/No Control
max average max average average

Queue level 50 3.6 50 14.2 25.4 %
Dropped request 107 0.4 310 27.2 1.5 %
Frequency(Mhz) 600 342.5 400 400 85.6 %
Power cost(MJ) 360000 117306 160000 160000 73.3 %

Robustness 0.05 0.71 7.0 %
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Moreover, if the frequency in the uncontrolled model is decreased, more re-

quests will be dropped as the processing speed of the server is slower; while

an increase of the constant frequency will make the system consume more

power, because the frequency of 400Mhz is already greater than the average

frequency 342.5Mhz of the LLC system. In addition, the robustness of the

constant control is much worse than that of the LLC.

In summary, the new search strategies have shown great potential for im-

proving the performance of the LLC approach. They try to decrease the time

and space complexity by reducing the search space. The first three strategies

bound the search space to a smaller region, with the primary consideration

of guaranteeing the optimality and completeness of the search, while the last

strategy always cuts down a fixed amount from the search regions, provid-

ing a sub-optimal solution through a faster search. Still, the new strategies

need extra time and space to process additional steps but these expenses are

smaller than the time and space needed to explore the reduced search space.

Overall, the new search strategies can be successfully applied to different

situations, providing flexibility and useful advantages for the LLC approach.

The ACME framework abstracts the control theories and their related

components into graphical and simple models. It can provide great con-

venience for end users. The users can not only put the models together,

they can also select the models and values of variables they consider most

appropriate for their systems. On the other hand, it may be not easy for

developers to maintain the framework, because every time an adjustment

is made to their meta-models, they need to change the interpreter code to-

gether with the models. Further, by allowing the users to select their own

69



model, it should better provide guidance for the selection of the models and

variable values. Although the ACME is not a complete toolkit, it can be a

direction of embedding control theories to computational systems, providing

easy access for engineers who are not familiar with control techniques.
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CHAPTER VII

CONCLUSION AND FUTURE RESEARCH

We have presented a limited lookahead control framework to design self-

optimizing computing systems. In the approach, control actions governing

system operation were obtained by optimizing its behavior, as forecast by

a mathematical model, over a finite time horizon. We investigated the ap-

plication of efficient AI search algorithms to improve the performance of

the LLC framework. Furthermore, we presented a model integrated frame-

work ACME to facilitate the design of self-managed computation systems.

The proposed framework can accommodate a variety of model-based control

strategies. Modules supporting the control structure such as estimators can

be added and parameterized based on the user-defined system model and

its specification. The framework provides supports of automatic synthesis of

the managing controller modules based on a given system model, constraints

and specification.

To demonstrate the performance of the proposed search algorithms, we

implemented the limited lookahead controller in a case study of efficiently

managing power consumption in a DVS-capable processor under a time-

varying workload. Our results indicated that the search algorithms can

largely decrease the memory usage and greatly speed up the system execu-

tion. The case study is also successfully developed in the ACME framework.

Although the simulation results of the case study are satisfying, the case

study may be too simple to address hidden problems. In future work, we will
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test more complex applications in order to correct and improve the current

approaches.
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