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CHAPTER I 

 

INTRODUCTION 

 

1.1. Overview 

One of the great scientific achievements of the 20th century is the development of 

quantum mechanics. Quantum mechanics governs the behavior and interaction of matter 

and energy at atomic length scales. Although certain properties of macroscopic systems 

can be treated classically (e.g. fluid dynamics), other properties of even macroscopic sys-

tems may be dependent on the quantum mechanical behavior of the constituent atoms 

(e.g. the photoabsorption spectrum).  

In general, a system of atoms (nuclei and electrons) can be described by wave-

functions that are solutions of the Dirac equation. When relativistic effects are negligible, 

it is sufficient to describe such systems by solving the many-body time-dependent 

Schrödinger equation (TDSE) 

 ˆi H
t

∂ Ψ = Ψ
∂
� . (1.1) 

Ĥ  is the many-body Schrödinger Hamiltonian and Ψ  is the corresponding wavefunction 

describing both the electrons and the nuclei. Time-independent systems are described by 

the time independent Schrödinger equation (SE) 

 Ĥ εΨ = Ψ , (1.2) 

where theε  are energy eigenvalues. The SE (1.2) has only been solved analytically for 

single-electron systems (e.g. the hydrogen atom or He+). In order to study systems with 
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many electrons, it is necessary to make further approximations and to solve either the SE 

or the TDSE numerically.  

The Hamiltonian in (1.1) and (1.2) for a system of n electrons and N nuclei is 

 
222 2 2

2 2

,

ˆ
2 2

I JI
I i

I i i j I i I JI e i I I Ji j

e Z Ze Ze
H

M m < <
= − ∇ − ∇ + − +

− −−� � � � �r R R Rr r
� �

, (1.3) 

where me is the mass of the electron MI is the mass of the Ith nucleus, 

{ } 1 2, , ,I N=R R R R�  are the nuclear coordinates, { } 1 2, , ,i n=r r r r�  are the electron co-

ordinates, I∇  is the gradient with respect to RI, and i∇  is the gradient with respect to ri.  

The slow motion of massive nuclei relative to light-mass electrons allows one to 

separate the electron and nuclear degrees of freedom by the Born-Oppenheimer approxi-

mation [1]. For the time-independent case, eq. (1.2), density functional theory (DFT), in-

troduced by Walter Kohn and coworkers in the 1960’s, is a powerful recasting of the re-

sulting many-electron problem in terms of the electron density n(r), eliminating the need 

to construct explicit many-electron wavefunctions. The original theory was developed for 

the electronic ground state when the nuclei are at specified positions. It has been applied 

widely to materials systems for several decades. An extension of the theory introduces 

time dependence by time stepping the nuclei classically while the electrons remain in 

their instantaneous ground state. The forces on the nuclei include contributions from the 

instantaneous electronic Hamiltonian. This semi-classical treatment of the system is 

generally known as Born-Oppenheimer Molecular Dynamics except when the electrons 

are treated using DFT where it is commonly referred to as Car-Parrinello Molecular 

Dynamics [2].  
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Time-dependent DFT (TDDFT) was formulated in the 1980’s as a way to treat the 

time-dependent many-body problem, eq. (1.1), i.e., allowing time-stepping of both the 

nuclei and the electron density beyond the ground state. Few implementations of the the-

ory have been reported so far. The focus of this thesis is on the implementation and ap-

plication of TDDFT to investigate the dynamical response of systems comprised of nuclei 

and electrons. We consider phenomena that cannot be properly described without the dy-

namical response of the electrons (i.e. ground-state methods are not able to capture the 

phenomenon of interest). For example, we apply TDDFT to study the slowing down of 

energetic ions moving through matter, the nonlinear optical response of noble gases to 

intense laser light and dynamics of an optical electron-hole pair.  

In the remainder of Chapter I, we outline the Born-Oppenheimer as it applies to 

both the time-independent and the time-dependent SE. We briefly mention alternatives to 

DFT for the many-electron problem. We then introduce DFT and TDDFT, which are the 

formalisms we employ to capture the ground-state behavior and dynamics of electrons, 

respectively. In Chapter II, several algorithms for implementing the time evolution opera-

tor are described. We also describe how to implement free-space boundary conditions in 

a plane-wave basis. Chapter III focuses on the application of TDDFT on low-energy ions 

traveling through materials. Specifically, we calculate and discuss the stopping power of 

silicon for low-energy ions. In Chapter IV, the electronic response to light is investigated 

with TDDFT.  
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1.2. The Many-Body Problem 

In this section, we examine the many-body formalism in more detail and describe 

some of the approximations that are assumed throughout this work. First, we derive a 

ground-state theory for the electrons from the SE, with the nuclei either at equilibrium or 

in motion as classical particles. Then, we derive a coupled set of dynamical equations for 

the electrons and the nuclei (where the nuclei are treated as classical particles) from the 

TDSE. The formalism follows the derivations given in several excellent reviews [3-5].  

 

1.2.1. The time-independent many-electron problem 

We start with the time-independent many-body problem, eq. (1.2), where the total 

wavefunction is a function of the electronic and nuclear coordinates, 

 { } { }( ),tot tot i IΨ = Ψ r R . (1.4) 

We invoke the usual Born-Oppenheimer Ansatz, 

 { } { }( ) { }( )
I

el
tot i IΨ = Ψ ΦR r R , (1.5) 

where the electronic wavefunction { } { }( )
I

el
iΨ R r  is a function of the electronic degrees of 

freedom but depends parametrically on the nuclear coordinates (no derivatives with re-

spect to R are to be taken). Similarly, the nuclear wavefunction { }( )IΦ R  is a function of 

only the nuclear degrees of freedom.  

Using eq. (1.5) in eq. (1.2) gives 

 
{ } { }

2

ˆ

1 ˆ ,
2

I I

el el
e el

I e tot
I I

H

H
M

ε

ε

Ψ = Ψ

� �
− ∇ + Φ = Φ� �
� �
�

R R

 (1.6) 

where elε  are the electronic eigenvalues, totε  are the eigenvalues of the entire sysem and 



 5  

 
222 2

2

, ,

ˆ
2

I JI
e i

i i j I i I Je i I I Ji j

e Z Ze Ze
H

m <
≡ − ∇ + − +

− −−� � � �r R R Rr r
�

. (1.7) 

Note that the last term in this Hamiltonian affects the electrons by shifting the eigenval-

ues by a constant energy.  

When the nuclei are in an equilibrium configuration, e.g., a perfect crystal lattice, 

the equation for the nuclear wave function can be used to derive harmonic vibrations 

(e.g., phonons in crystals) by expanding the “potential energy” to second order in R. Al-

ternatively, the nuclei can be treated as classical particles described by the corresponding 

classical Hamiltonian. The net result is the pair of equations  

 
( ) ( ) ( )ˆ

ˆ .

e el el

I I I el e el

H t t t

M H

εΨ = Ψ

= −∇ Ψ ΨR��
 (1.8) 

The force term in the classical equation of motion for the nuclei in (1.8) is derived using 

the Hellman-Feynmann theorem [6].  

The set of equations given by (1.8) provides a method to evolve a system of elec-

trons and nuclei assuming the electrons are always in their instantaneous ground state. It 

is known by a number of different names including Born-Oppenheimer Molecular Dy-

namics (BOMD) and adiabatic molecular dynamics. When the ground state of the elec-

trons is calculated using DFT, the approach is known as Car-Parinello Molecular Dynam-

ics [2]  
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1.2.2. The time-dependent many-electron problem 

Applying the Born-Oppenheimer approximation to the time-dependent many-

body problem, eq. 1.1., one obtains the following set of coupled dynamical equations [7, 

8]: 

 

2
2

2
2

ˆ
2

ˆ ,
2

el i el
ie

I el e el
I I

i V
t m

i H
t M

� �∂ Ψ = − ∇ + Φ Φ Ψ� �∂ � �

� �∂ Φ = − ∇ + Ψ Ψ Φ� �∂ � �

�

�

�
�

�
�

 (1.9) 

where V̂  is defined as the sum of the coulomb interaction terms in the Hamiltonian, 

 
, ,

1ˆ I JI

i j I i I Ji I I Ji j

Z ZZ
V

<
≡ − +

− −−� � �r R R Rr r
. (1.10) 

Following the spirit of the previous section, the nuclei are treated as classical point 

charges,  

 
( ) ( ) ( )ˆ

ˆ .

el e el

I I I el e el

i t H t t
t

M H

∂ Ψ = Ψ
∂

= −∇ Ψ ΨR

�

��

 (1.11) 

Here the electrons propagate by integrating the TDSE where the Hamiltonian depends 

parametrically on the positions of the nuclei while at the same time the nuclei propagate 

by integrating the classical equation of motions with the forces depending on the Hamil-

tonian. This method is sometimes referred to as “Ehrenfest Molecular Dynamics” since it 

was Ehrenfest who first suggested this coupling of a classical description of the nuclei 

with a quantum mechanical treatment of the electrons [9].  

In the next remainder of this section, we describe briefly the major methods that 

have been employed for the many-electron problem: the Hartree-Fock (HF) approxima-

tion, Post-Hartree-Fock methods, and DFT (including TDDFT). 
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1.3. Formulations of the many-electron problem 

 

1.3.1. Hartree-Fock 

The Hartree-Fock (HF) method can be used to find approximate solutions to the 

SE (see e.g. [10,11] for reviews of the HF method). One assumes that the electronic 

wavefunction is a Slater determinant of one-electron orbitals 

 { }( )
( ) ( ) ( )
( ) ( )

( ) ( )

1 1 1 2 1

2 1 2 2

1

1
!

N

el i

N N N

N

ψ ψ ψ
ψ ψ

ψ ψ

Ψ ≅

r r r
r r

r

r r

�

� �
. (1.12) 

This form of the wavefunction automatically satisfies the anti-symmetry property of fer-

mions. The one-electron orbitals are assumed to be orthonormal, i j ijψ ψ δ= . 

The next step is to construct an expression for the total energy in terms of the one-

electron orbitals (see [10] for a detailed derivation).   

 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

1 1 2 2
1 2

, 1 2

1 1 2 2
1 2

, 1 2

1ˆ
2

1
.

2

i i j j
HF i i i

i i j

i j j i
nn

i j

E h d d

d d E

ψ ψ ψ ψ
ψ ψ

ψ ψ ψ ψ

∗ ∗

∗ ∗

≡ +
−

− +
−

� ��

��

r r r r
r r

r r

r r r r
r r

r r

 (1.13) 

Note that we have adopted atomic units 1e= =� , which we will assume unless otherwise 

stated throughout the rest of this thesis. In the first term of eq. (1.13),  

 21ˆ
2

I
i i

I i I

Z
h ≡ − ∇ +

−� r R
. (1.14) 

The second and third terms in (1.13) are the Hartree and exchange energies. The last term 

is the Coulomb repulsion energy of the nuclei. 
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Since the energy is minimized when the system is in the ground state, 0HF

i

Eδ
δψ

= , 

we can apply the variational theorem to obtain a set of coupled eigenvalue equations to 

solve for the one-electron orbitals  

 ˆ
i i iFψ ε ψ= . (1.15) 

The Fock operator, F̂ , is defined as  

 ˆˆ ˆ ˆ
j j

j

F h J K≡ + −� . (1.16) 

The Hartree and exchange operators are given by 

 

( ) ( )

( ) ( )

ˆ

ˆ .

j j
j

j i
j i j

J d

K d

ψ ψ

ψ ψ
ψ ψ

∗

∗

′ ′
′≡

′ −

′ ′� �
′≡ � �� �′ −� �

�

�

r r
r

r r

r r
r

r r

 (1.17) 

The HF approximation does not account for contributions to the total energy due 

to correlation effects beyond exchange. The absence of such correlation effects is often 

the largest source of error for many systems of interest [10]. 

 

1.3.2. Post-Hartree-Fock 

Once it was recognized that the lack of correlation was responsible for much of 

the error in HF calculations, formulations for incorporating correlation effects were de-

veloped. These methods are collectively referred to as “Post-Hartree-Fock” and include 

Configuration Interaction (CI), Coupled Cluster (CC), and Møller-Plesset perturbation 

theory (MP2, MP3, etc. . .) to name a few [12]. They incorporate correlation effects by 

expanding the wavefunction to include more terms than just those from a single Slater 
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determinant. Many of the Post-Hartree-Fock methods provide excellent agreement with 

experiment but are more computationally demanding due to the larger basis. These meth-

ods have been applied mostly to atoms and molecules. 

 

1.3.3. Density-Functional Theory 

Ground-state Theory 

Ground-state DFT was formulated in the 1960’s in two papers by Hohenberg and 

Kohn [13] and by Kohn and Sham [14]. A precursor to this theory is the Thomas-Fermi 

model of the atom that goes back to the 1920’s. Because of its historical significance, we 

first summarize the Thomas-Fermi model.  

Thomas-Fermi Model 

Thomas [15] and Fermi [16] wrote the total energy of the many-electron system 

of an atom as the sum of four terms  

 nn ne eeE T E E E= + + + . (1.18) 

For the kinetic energy of the electrons, T, they adopted the expression for the homogene-

ous electron gas, allowing the density to be a function of position: 

 ( ) ( )
2 52 3 33

3
10

T d nπ= � r r . (1.19) 

Ene is the electron-nucleus Coulomb energy given by 

 
( )

ne I
I I

n
E Z d= −

−� �
r

r
R r

 (1.20) 

and Enn is the corresponding nucleus-nucleus Coulomb energy. Finally, Eee is the elec-

tron-electron Coulomb energy 
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( ) ( )1

2ee

n n
E d d

′
′=

′−��
r r

r r
r r

. (1.21) 

This term later became known as the Hartree energy, HE . According to the variational 

principle, the ground-state density minimizes the energy functional given in (1.18). One 

then sets 

 ( ) ( )2
2 31

2 3 0i

i i

nZE
n d

n
δ π
δ

′
′= − + =

′− −� �
r

r
R r r r

, (1.22) 

which, constrained by  

 ( )N d n= � r r , (1.23) 

is solved for the ground-state density. Thomas and Fermi used this method to calculate 

the binding energy of atoms. The original formulation of the TF method does not account 

for the anti-symmetric behavior of the electrons (i.e. the exchange energy). Dirac ex-

tended TF theory to include an approximation to the exchange energy of an electron gas 

with uniform density [17]  

 ( )
1

3 4
34 3

3
unif
xE d n

π
� �= � �
� �

� r r . (1.24) 

The exchange term raised the binding energy bringing it closer to the observed values. In 

1943, Gombas introduced an additional term to include correlation effects which also 

raised the binding energy [18].  

Hohenberg-Kohn Theorems 

In 1964, Hohenberg and Kohn [13] proved two seemingly simple but powerful 

theorems that formed the foundation of ground-stae DFT. By proving that the density 

alone can determine the ground-state properties of a system, Hohenberg and Kohn pro-
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vided an exact formalism without the need for Schrödinger many-body wavefunction. 

The Hohenberg-Kohn theorems along with the proofs are given below: 

Theorem 1:  The external potential ( )υ r  is a unique functional of the density, 

( )n r  apart from a trivial additive constant.  

Proof: The proof relies on the minimum energy principle. Consider two external poten-

tials that differ by more than additive constant, υ and υ′ . The Hamiltonians correspond-

ing to υ and υ′  are Ĥ  and Ĥ ′  respectively. Let the ground-state wavefunctions, Ψ  and 

′Ψ  correspond to Ĥ  and Ĥ ′  respectively. According to the minimum energy principle 

(i.e. variational method), for any Hamiltonian the energy is minimized by the ground-

state wavefunction, 

 0
ˆ ˆE H H′ ′= Ψ Ψ < Ψ Ψ , (1.25) 

 0
ˆ ˆE H H′ ′ ′ ′ ′= Ψ Ψ < Ψ Ψ . (1.26) 

If we let ˆ ˆ ˆ ˆ( )H H H H′ ′= + −  and ˆ ˆ ˆ ˆ( )H H H H′ ′= − −  then (1.25) and (1.26) become 

 0 0
ˆ ˆ ˆE H H E H′ ′ ′ ′ ′ ′ ′ ′< Ψ Ψ + Ψ ∆ Ψ = + Ψ ∆ Ψ , (1.27) 

 0 0
ˆ ˆ ˆE H H E H′ < Ψ Ψ − Ψ ∆ Ψ = − Ψ ∆ Ψ , (1.28) 

where ˆ ˆ ˆH H H ′∆ ≡ − . If υ and υ′  were to return the same density, ( )n r , then the expec-

tation values of Ĥ υ υ′∆ = −  for both Ψ  and ′Ψ  are  

 ( ) ( ) ( )ˆ ˆH H n dυ υ′ ′ ′Ψ ∆ Ψ = Ψ ∆ Ψ = −	 
� �� r r r r . (1.29) 

Substituting (1.29) into (1.27) and  (1.28) and adding the two inequalities yields 

 0 0 0 0E E E E′ ′+ < + . (1.30) 
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Since (1.30) is not possible, it follows that two external potentials differing by more than 

an additive constant cannot map to the same density. In other words, there is a unique 

one-to-one mapping between the density and the external potential. Since the external 

potential determines the Hamiltonian, the density uniquely determines the Hamiltonian as 

well. Moreover, according to Hohenberg and Kohn, 

Thus ( )υ r  is (to within a constant) a unique functional of ( )n r ; since, 

in turn, ( )υ r  fixes Ĥ  we see that the full many-particle ground state is 

a unique functional of ( )n r . [13] 

Thus the ground-state wavefunction, Ψ , is a functional of the density, n. 

Theorem 2: There exists some functional of density, [ ]E nυ , that assumes its 

minimum value for the correct ( )n r . 

Proof: The Hamiltonian for a system of electrons subject to an external potential ( )υ r  is 

 ˆ ˆ ˆ ˆ
ee extH T V V= + + . (1.31) 

T̂  is the kinetic energy operator, êeV  is the electron-electron interaction operator, and êxtV  

is the external potential operator, which is related to the external potential function by the 

following equation 

 ( ) ( )êxtV n dυΨ Ψ = � r r r . (1.32) 

The total energy is the expectation value of this Hamiltonian 

 ˆ ˆ ˆ
ee extE T V V= Ψ + + Ψ . (1.33) 

Substituting (1.32) into (1.33) gives 

 ( ) ( )ˆ
êeE T V n dυ= Ψ + Ψ + � r r r . (1.34) 

One can then define a universal energy functional,  
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 [ ] ˆ
êeF n T V= Ψ + Ψ . (1.35) 

Note that F is independent of the external potential, υ , and is a functional of the density 

because Ψ  is a functional of the density (as shown in Theorem 1). The total energy of a 

system of electrons subject to an external potential, ( )υ r , can, therefore, be written as  

 [ ] ( ) ( ) [ ]E n n d F nυ υ= +� r r r . (1.36) 

The variational principle is once again employed to prove the second Hohenberg-

Kohn theorem. Consider two different densities: n is the density of the ground state for a 

potential υ  and n� is the density for the potential υ′ . Since Ψ is a functional of n and ′Ψ  

is a functional of n�, the following inequality holds  

 [ ] [ ]' ' ' ' 'ee eeE T V T V Eυ υυ υΨ = Ψ Ψ + Ψ + Ψ < Ψ Ψ + Ψ + Ψ = Ψ . (1.37) 

If [ ] [ ]E Eυ υ ′Ψ < Ψ , then since Ψ  is a functional of n, then [ ] [ ]E n E nυ υ ′<   Thus it has 

been shown that the density corresponding to the exact many-body ground-state wave-

function of the system minimizes the total energy.  

Despite the simplicity of the derivations, the implication of these two theorems is 

impressive. According to Hohenberg and Kohn, 

If [ ]F n  were a known and relatively simple functional of n, the problem 
of determining the ground-state energy and density in a given external 
potential would be rather easy since it requires merely the minimization 
of a functional of  the three-dimensional density function. The major 
part of the complexities of the many-electron problems are associated 
with the determination of the universal functional [ ]F n . [13]   
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Kohn-Sham Method 

In 1965, Kohn and Sham [14] developed a method to make DFT calculations to a 

high degree of accuracy. First, they defined a non-interacting one-electron wavefunction 

(Kohn-Sham wavefunction) from which the kinetic energy could be calculated. Then they 

defined the total energy of the system as a functional of the density (parameterized by the 

nuclear positions and charges). Finally, they applied the variational theorem to derive a 

set of equations to solve for the ground-state density and energy. 

The Kohn-Sham method provides the ability to calculate the kinetic energy with 

greater accuracy. Kohn and Sham recognized that it is not possible to obtain an explicit 

expression for [ ]T n  as a functional of n because the Schrödinger many-electron wave-

function, Ψ , does not commute with the kinetic energy operator 

 ( )2 21 1
1 2 1 22 2

1 1

, ,... ...
N N

i N N
i i

T n d d d
= =

= Ψ − ∇ Ψ ≠ − ∇� �� r r r r r r . (1.38) 

Kohn and Sham invented a very clever (yet rigorous) technique to avoid this problem. 

They introduced a fictitious wavefunction that corresponds to non-interacting electrons. 

Following the Hartree-Fock convention, the Kohn-Sham total wavefunction KSΨ  is de-

fined to be a Slater determinant of orthonormal non-interacting one-electron orbitals, 

 { }( )
( ) ( ) ( )
( ) ( )

( ) ( )

1 1 1 2 1

2 1 2 2

1

1
!

N

KS i

N N N

N

ψ ψ ψ
ψ ψ

ψ ψ

Ψ ≅

r r r
r r

r

r r

�

� �
, (1.39) 

where iψ  are one-electron wavefunctions. Assuming no spin dependence, the total den-

sity ( )n r  is a function of the three spatial degrees of freedom. Note that KSΨ  as given in 



 15  

(1.39) is a function of 3N degrees of freedom. The density operator in the Kohn-Sham 

approach is the same as for the Schödinger approach: 

 ( )ˆ i
i

n δ= −� r r . (1.40) 

Applying the density operator to the Kohn-Sham wavefunction yields a familiar expres-

sion for the electron density 

 ( ) ( ) ( ) 2

1 1

N N

KS i KS i
i i

n δ ψ
= =

= Ψ − Ψ =� �r r r r . (1.41) 

Similarly, taking the expectation value of the kinetic energy operator yields the total 

Kohn-Sham kinetic energy KST  

 2 21 1
2 2

1 1

N N

KS ks i ks i i
i i

T ψ ψ
= =

= Ψ − ∇ Ψ = − ∇� � . (1.42) 

Note that this expression for the kinetic energy is a functional of the density because the 

iψ  are functionals of the density as shown below. 

One can then define an exact form of the universal functional and write the total 

energy as follows: 

 KS KS H ext xcTE T E E E= + + + . (1.43) 

TKS is the kinetic energy (1.42), EH is the Hartree energy (1.21), and ExcT is whatever is 

left over, namely exchange, correlations beyond exchange, and the difference between 

the kinetic energy of the real electrons and the KS expression TKS.. Usually the error in 

the kinetic energy is ignored and only the exchange and correlation effects are included, 

i.e., ExcT � Exc. 
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Next, we apply the variational principle to (1.43) subject to the normalizarion 

constraint (1.23) to obtain an eigenvalue equation for the quasi-particles (see e.g. [19] for 

a more detailed description). The result is a Schrödinger-like equation  

 ( )21
2 eff i i iυ ψ ε ψ− ∇ + = , (1.44) 

where effυ  is an effective potential through which the quasi-particles interact. It is a 

mean-field approximation, with the effective potential defined by    

 ( ) ( ) ( ) ( )'
'

'eff ext xc

n
dυ υ υ≡ + +

−�
r

r r r r
r r

, (1.45) 

where each of the terms corresponds to a term in the expression for the total energy 

(1.43). The last term, xcυ , is the functional derivative of the exchange-correlation energy 

Exc , i.e.,  

 xc
xc

E
n

δυ
δ

= . (1.46) 

Given effυ , the wavefunctions are found by solving (1.44). Equations (1.41), (1.44), 

(1.45) and (1.46) are collectively referred to as the Kohn-Sham Equations.  

Note that (1.43) is the total energy of the electronic system. For a system of nuclei 

and electrons, the total energy would also include the kinetic and Coulomb interaction 

energy of the nuclei. However, since the electronic wavefunction does not depend explic-

itly on the nuclear coordinates, neither the eigenstates nor the eigenvalues depend on ei-

ther the kinetic or Coulomb interaction energy of the nuclei (aside from a constant shift in 

the eigenvalues). 
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To solve for the ground-state density corresponding to a given external potential 

extυ , an initial guess for the density ninit is made and then one iterates around the Kohn-

Sham self-consistent loop until convergence. The process is illustrated in Figure 1.1.  

The Kohn-Sham wavefunctions and energy eigenvalues correspond to a system of non-

interacting particles and are not guaranteed to have any physical significance. Neverthe-

less, it is not surprising that using the 2∇  operator to find the kinetic energy yields a 

much better approximation than the 
5

3n  form in the Thomas-Fermi Model.   

 

 
Figure 1.1: Kohn-Sham Loop 

 
 
 

Car-Parinello Dynamics 

In 1985, Car and Parrinello [2] introduced a method to efficiently include molecu-

lar dynamics (i.e. the motion of the nuclei) in a density-functional calculation. In a Car-

Parrinello Molecular Dynamics calculation, one starts with a self-consistent ground state 

for the electrons. A Lagrangian formalism is then employed to derive equations of motion 
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to propagate the electrons using a fictitious mass instead of finding the ground-state 

wavefunctions at each time step. Car and Parrinello described their method as a “dynami-

cal simulated annealing” for the electrons [2]. The method as they introduced it is not 

currently in wide use because the cost of performing ground-state calculations was sig-

nificantly reduced with the introduction of several numerical methods such as nonlocal 

pseudopotentials, iterative eigensolvers, and pre-conditioning techniques [20,21]. Never-

theless, CPMD is the first practical DFT-based implementation of BOMD. 

Time-Dependent Density Functional Theory 

DFT as described above is a time-independent theory. The HK theorems are for-

mally valid only for static external potentials. Since the Kohn-Sham eigenvalue equation 

looks very much like the one-electron SE in an effective potential, several groups ex-

tended DFT to treat time-dependent systems by introducing a Time-Dependent Kohn-

Sham (TDKS) equation analogous to the one-electron TDSE. The first attempts were 

successful only for specific types of time-dependent potentials. Deb and Ghosh [22] and 

Bartolotti [23] proved that TDDFT is valid for external perturbations that vary periodi-

cally in time. Peuckert [24] and Chakravarty et al [25] were able to show that TDDFT is a 

valid quantum mechanical method for small time-dependent adiabatic perturbations. 

Zangwill and Soven described a method that extends Kohn-Sham DFT to calculate 

photoabsorption spectra of rare gases [26]. 

In 1984, 20 years after the HK theorems were published for static DFT, Runge 

and Gross [27] reported a set of four theorems proving that TDDFT is formally valid for 

any time-dependent potential that can be expanded in a Taylor series.  
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According to Runge and Gross, it took two decades to extend the static DFT theorems to 

the time-dependent case because 

The difficulty for td (time-dependent) systems arises from the fact that 
no minimum principle is available; the action integral  

 ( ) ( ) ( )
1

0

ˆ
t

t

A dt t i H t t
t

∂= Ψ − Ψ
∂�  (1.47) 

provides only a stationary point (but, in general, no minimum) at the so-
lution of the td SE. [27]   

Hohenberg and Kohn, on the other hand, were able to take advantage of the fact that the 

action is minimized (not just stationary) at the ground state.  

The proofs for the Runge-Gross theorems are based on the Schrödinger formalism 

which is outlined below. The time-dependent Schrödinger equation is given by 

 ( ) ( ) ( )ˆi t H t t
t

∂ Ψ = Ψ
∂

. (1.48) 

The time-dependent Hamiltonian is the sum of three terms 

 ( ) ( )ˆ ˆ ˆ ˆ
ee extH t T V V t= + + , (1.49) 

where T̂  is the kinetic energy operator, êeV  is the electron-electron interaction operator, 

and ( )êxtV t  is operator corresponding to the external time-dependent potential ( )tυ r . Note 

that the external potential is the only term that depends explicitly on time. The density 

operator has already been defined in (1.40). To find the time-dependent density, apply the 

density operator to the time-dependent wavefunctions 

 ( ) ( ) ( )ˆn t t n t= Ψ Ψr . (1.50) 

The current density operator is given by 
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 ( ) ( )1ˆ
2 k k k k

ki
δ δ	 
= ∇ − + − ∇� ��j r r r r
� �

. (1.51) 

Runge-Gross Theorems 

The Runge and Gross theorems are organized in two parts. The first part (consisting of 

the first theorem) proves the validity of using the particle and current densities as funda-

mental quantities in an exact quantum mechanical treatment of time-dependent systems. 

The second part (the last three theorems) consists of a collection of auxiliary equations 

that can be used in implementations of TD-DFT. The theorems are given below. Only the 

proof for the first theorem is shown. 

Theorem 1:  For every single-particle potential ( )tυ r  which can be expanded 
into a Taylor series with respect to the time coordinate around t = 
t0, a map ( ) ( ):G t n tυ →r r  is defined by solving the time-
dependent Schrödinger equation with a fixed initial state 

( )0 0tΨ = Ψ  and calculating the corresponding densities ( )n tr . 
This map can be inverted up to an additive merely time-dependent 
function in the potential. 

Proof: The unique mapping between the density and the potential is proven by showing 

that two different time-dependent potentials, ( )tυ r  and ( )tυ′ r , will result in different 

time-dependent densities, ( )n tr  and ( )n t′ r . The only restrictions are that the potentials 

must differ by more than a time-dependent function, ( ) ( ) ( )t t c tυ υ′− ≠r r , and that the 

potentials must be expandable in Taylor series. The first restriction is necessary because 

it can be shown that if two potentials do differ by only a time-dependent function, the 

corresponding time-dependent densities will be identical if the initial states are identical. 

The two restrictions combine to form the following necessary condition: 

 ( ) ( )
0

k

k
t t

d
t t constant

dt
υ υ

=

′− ≠	 
� �r r , (1.52) 
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where k is some nonnegative integer.  

There are two parts to the proof. First it is shown that the current densities must 

be different at some infinitesimal time after the start. Second, it is shown that different 

current densities lead to different particle densities. 

First, it will be shown that the time-dependent current densities, ( )tj r  and ( )t′j r , 

corresponding to ( )tυ r  and ( )tυ′ r  differ at some infinitesimal time after t0. To prove this, 

apply the Ehrenfest theorem [28], which can be used to find the time dependence of the 

expectation value of any quantum mechanical operator. Applied to the current density, 

the theorem gives    

 ( ) ( ) ( ) ( )
ˆ

ˆ ˆ,
d

i t i t t H t
dt t

∂ 	 
= Ψ Ψ + Ψ Ψ� �∂
jj j . (1.53) 

The time derivative of the current density operator (1.51) is zero, whereby the above 

equation reduces to 

 ( ) ( )ˆ ˆ,
d

i t H t
dt

	 
= Ψ Ψ� �j j . (1.54) 

Both ( )tΨ  and ( )t′Ψ  start from the same initial state 

 ( ) ( ) 00 0′Ψ = Ψ = Ψ . (1.55) 

The difference of the time derivatives of the current densities is 

 

( ) ( )

0
0 0

0 0

0 0

ˆ ˆ ˆ,

ˆ ,

ˆ ˆ .

t t

d
i H H

dt

υ υ

υ υ υ υ

=
	 
′ ′	 − 
 = Ψ − Ψ� � � �

	 
′= Ψ − Ψ� �

′ ′= Ψ − − − Ψ

j j j

j

j j

 (1.56) 

Substituting u υ υ′≡ −  into the above equation and evaluating,   
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[ ] ( ) ( )

( ) ( )
0

0 0 0 0

0 0 0 0

1
2

.

k k k kt t
k

k k k k

d
i u u

dt i

u u

δ δ

δ δ

=
′− = Ψ ∇ − Ψ + Ψ − ∇ Ψ

− Ψ ∇ − Ψ − Ψ − ∇ Ψ

�j j r r r r

r r r r
 (1.57) 

Applying the derivatives in the above equation yields 

 
[ ] ( ) ( )

( ) ( )
0

0 0 0 0

0 0 0 0

1
2

2

2 .

k k k kt t
k

k k k k

d
i u u

dt i

u u

δ δ

δ δ

=
′− = Ψ ∇ − Ψ + Ψ − ∇ Ψ	 
� �

− Ψ ∇ − Ψ − Ψ − ∇ Ψ	 
� �

�j j r r r r

r r r r
 (1.58) 

The first and third terms cancel. Expanding the derivative in the second term 

 
[ ] ( ) ( )

( ) ( )
0

0 0

0 0 0 0 .

k kt t
k

k k k k

d
i i u

dt

u u

δ

δ δ

=
′− = Ψ − ∇ Ψ

+ Ψ − ∇ Ψ − Ψ − ∇ Ψ

�j j r r

r r r r
 (1.59) 

The second and third terms cancel leaving 

 [ ] ( ) ( )
0

0 0k kt t
k

d
i i u

dt
δ

=
′− = − Ψ − ∇ Ψ�j j r r . (1.60) 

Finally, the delta functions collapse the integrals leaving  

 [ ] ( ) ( ) ( )
0

0 0 0t t

d
n t t t

dt
υ υ

=
′ ′− = ∇ −	 
� �j j r r r . (1.61) 

According to the restriction given in (1.52), there must be a nonnegative integer k such 

that the kth time derivative of ( ) ( )0 0t tυ υ′−r r  is not constant and therefore the gradient of 

this quantity is not zero. If k is the smallest integer for which (1.52) holds, then the fol-

lowing quantity must vanish for any m<k  

 ( ) 0
m

m

d
for m k

dt
υ υ	 
′∇ − = <
 �

� �
. (1.62) 

Therefore, the kth time derivative of (1.61) has the following form and must not vanish 
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 [ ] ( ) ( ) ( )
0

1

0 0 01 0
k k

k kt t

d d
n t t t

dt dt
υ υ

+

+ =

� �′ ′− = ∇ − ≠	 
� �� �
� �

j j r r r . (1.63) 

Thus, the current densities will be different at some infinitesimal time after t0. 

The second part of the proof is to show that the particle densities, ( )n r  and 

( )n′ r , will be different at some infinitesimal time after t0. The continuity equation relates 

the particle density to the current density: 

 0
n
t

∂∇ ⋅ + =
∂

j . (1.64) 

Taking the divergence of both sides of (1.63) and substituting in the continuity equation 

yields an expression for the difference between the particle densities 

 ( ) ( ) ( ) ( ) ( )
00

2

02

k k

k k t tt t

d d
n t n t n t t t

dt dt
υ υ

+

+ ==

� �� �� �′ ′− = −∇ ⋅ ∇ −	 
 	 
� �� �� � � �
� �� �� �

r r r r r . (1.65) 

It was shown in the first part of the proof that the quantity in curly braces in the above 

equation will not vanish for some nonnegative k. For any nontrivial density, it can be as-

sumed that the spatial derivative of the quantity in curly braces will not be zero. There-

fore the densities, ( )n tr  and ( )n t′ r  will differ at some infinitesimal time after t0.      

The remaining three theorems provide a continuity equation (with a definition of a 

current density), a formal definition of the exchange-correlation potential and an expres-

sion for the time-dependent density. These three theorems are listed for completeness.   

Theorem 2:  There exists a three-component density functional [ ]( )n tP r  which 

depends parametrically on ( )tr  such that the exact particle and 

current densities can be determined from a set of “hydrodynami-
cal” equations 

 ( ) ( ) 0tn t t∂ + ∇ ⋅ =r j r  (1.66) 
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 ( ) [ ]( )t t n t∂ =j r P r  (1.67) 

with initial conditions 

 ( ) ( )0 0 0ˆn t n= Ψ Ψr r  (1.68) 

 and 

 ( ) ( )0 0 0
ˆt = Ψ Ψj r j r . (1.69)  

Theorem 3:  The action integral (1.47) can be represented as a functional of the 
density [ ]A n . If the potential ( )tυ r  is chosen such that no additive 

time-dependent function can be split, the total action can be writ-
ten as 

 [ ] [ ] ( ) ( )
1

0

t

t

A n B n dt d n t tυ= − � � r r r , (1.70) 

where [ ]B n  is a universal functional of the density in the sense 

that the same dependence on ( )n tr  holds for all external poten-

tials ( )tυ r . [ ]A n  has a stationary point at the exact density of the 

system, i.e., the exact density can be computed from the Euler 
equation  

 0
A
n

δ
δ

= . (1.71) 

Theorem 4:  The exact time-dependent density of the system can be computed 
from 

 ( ) ( ) ( )*
j j

j

n t t tφ φ=�r r r , (1.72) 

where the single-particle orbitals ( )j tφ r  fulfill the time-dependent 

Schrödinger equation 

 ( ) ( ) ( ) ( )21
2 ;t j eff ji t t n t tφ υ φ∂ + ∇ = 	 
� �r r r r  (1.73) 

with an effective one-particle potential given by 
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 ( ) ( ) ( )
( )

; xc
eff

n t A
t n t t d

n t
δυ υ

δ
′

′= + +	 
� � ′−�
r

r r r r
r r r

 (1.74) 

Where xcA  is the exchange-correlation part of the action integral (1.47). 

Linear Response 

In 1980, before the Runge-Gross paper was published, Zangwill and Soven published a 

density-functional method to calculate the photoabsorption spectra in rare gases. This ap-

proach has become known as “Linear Response” because it involves the linearization of 

the TDDFT equations. In this formalism, it is assumed that the Hamiltonian consists of a 

static part and a relatively small time-dependent part   

 ( ) ( )0 1
ˆ ˆ ˆH t H H t= + . (1.75) 

The density then evolves in time and can then be split into a static and dynamic part 

 ( ) ( ) ( )0 1n t n n t= +r r r , (1.76) 

where the static part of the density n0 corresponds to v0. The density may be calculated 

directly from the Kohn-Sham wavefunctions using the density operator 

 ( ) ( ) ( ) ( )m m m
m

n t f t tψ δ ψ′ ′= −�r r r r r , (1.77) 

where fm is the occupation number for the mth time-dependent Kohn-Sham wavefunction, 

( )m tψ r . The time-dependent Kohn-Sham wavefunctions can be represented as 

 ( )
( )

( )
( )

( )
( )

( )
( ) ( )

0 1 1
ˆ ˆ ˆ ˆ

0 0 0

0 ,

t t t t

m

i H t dt iH dt i H t dt i H t dt
iE t

m m m m

m

t e e e e e

t

ψ ψ ψ ψ

ψ

−∞ −∞ −∞ −∞

′ ′ ′ ′ ′ ′ ′− − − −
−� � � �

= = =

=

r r r r

U r
 (1.78) 
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where ( )0
mψ r , Em and 0Ĥ , and  are the ground-state wavefunctions, energy eigenvalues 

and static Hamiltonian that satisfy the eigenvalue equation: 0 0
0

ˆ
m m mH Eψ ψ= . ( )tU  is the 

time evolution operator 

 ( )
( )1

ˆ
t

m

i H t dt
iE tt e e −∞

′ ′−
− �

≡U . (1.79) 

Substituting (1.78) into (1.77) yields the following expression for the time-dependent 

density: 

 

( ) ( )

( )
( )

( )

( )
( )

( )

1 1

1 1

0 1 0

ˆ ˆ
0 0

ˆ ˆ
0 0 .

t t

m m

t t

m m m
m

i H t dt i H t dt
iE t iE t

m m m
m

i H t dt i H t dt

m m m
m

n t f

f e e e e

f e e

ψ δ ψ

ψ δ ψ

ψ δ ψ

−∞ −∞

−∞ −∞

−

′ ′ ′ ′−
−

′ ′ ′ ′−

′= −

� �
′= −

� �
′= −

�

�

�

r U r r U

r r

r r

 (1.80) 

Taylor expanding the time propagation operators in the above equation keeping only the 

first two terms in the expansion 

 ( ) ( ) ( ) ( )0 0
1 1

ˆ ˆ1 1
t t

m m m
m

n t f i H t dt i H t dtψ δ ψ
−∞ −∞

� � � �
′ ′ ′ ′ ′≈ + + − − +� � � �

� � � �
� � �r r r� � . (1.81) 

Multiply through and keep only the zeroth and first order terms in 1Ĥ  

 

( ) ( )

( ) ( ) ( ) ( )

0 0

0 0 0 0
1 1

ˆ ˆ .

m m m
m

t t

m m m m

n t f

i dt H t i dt H t

ψ δ ψ

ψ δ ψ ψ δ ψ
−∞ −∞

	 ′= −�



′ ′ ′ ′ ′ ′+ − − − �

�

�

� �

r r r

r r r r
 (1.82) 

The first term is just the ground-state density and the second and third term combine to 

form the commutator of the Hamiltonian and the density operator. 



 27  

 ( ) ( ) ( ) ( )0 0
0 1

ˆ ,
t

m m m
m

n t n i f dt H tψ δ ψ
−∞

	 
′ ′ ′= + −� �� �r r r r . (1.83) 

Note that the time ordering condition t t′>  (and thus causality) is explicitly enforced in 

the above equation (i.e. the perturbation at time t′  can only affect an observable at some 

later time t). Finally, substituting (1.76) into (1.83) yields an approximate expression for 

the dynamic part of the density that is accurate to linear order  

 ( ) ( ) ( )0 0
1 1

ˆ ,
t

m m m
m

n t i f dt H tψ δ ψ
−∞

	 
′ ′ ′= −� �� �r r r . (1.84) 

If the explicitly time-dependent part of the Hamiltonian can be represented as a local po-

tential then one may write the Hamiltonian in the following form: 

 ( ) ( ) ( )1 1
ˆ ,H t d tδ υ′ ′ ′′ ′ ′′ ′′ ′= −�r r r r r , (1.85) 

where  

 ( ) ( ) ( ) ( )1 ext H xct t t tυ υ υ υ= + +r r r r . (1.86) 

( )ext tυ r  is a small time-varying external potential. Substituting (1.85) into (1.84) leaves 

the following expression for the time-dependent part of the density 

 
( ) ( ) ( ) ( )

( ) ( ) ( )

0 0
1 1

0 0
1

, ,

, , .

t

m m m
m

t

m m m
m

n t i f dt d t

i f dt d t

ψ δ υ δ ψ

ψ δ δ ψ υ

−∞

−∞

′ ′′ ′ ′′ ′′ ′ ′= − −	 
� �

′ ′′ ′ ′′ ′ ′′ ′= − −	 
� �

� � �

� � �

r r r r r r r

r r r r r r
 (1.87) 

Note that the time-dependent density is a linear functional of the time-dependent poten-

tial, which is the reason this method is known as “linear response”. The equation above is 

in a form that is comparable to the density-density correlation equation: 

 ( ) ( ) ( )1 1, ,n t dt d t t tχ υ
∞

−∞

′ ′ ′ ′ ′ ′= −� �r r r r r . (1.88) 



 28  

From (1.87) and (1.88), an expression for the susceptibility can be found 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

0 0

0 0 0 0

, , ,

,

m m m
m

m m m m m
m

t t i t t f

i t t f

χ θ ψ δ δ ψ

θ ψ δ δ ψ ψ δ δ ψ

′ ′ ′ ′ ′′ ′′− ≡ − − −	 
� �

	 
′ ′ ′′ ′′ ′′ ′ ′′= − − − − − −� �

�

�

r r r r r r

r r r r r r r r
(1.89) 

where the Heaviside function is defined by  

 ( ) 1 , 0
0 , 0 .

t t
t t

t t
θ

′− >�′− ≡ � ′− <�
 (1.90) 

Including the Heaviside function in (1.89) ensures that causality will be enforced. Assum-

ing that the basis is complete, then the following relation holds 

 0 0
n n

n

ψ ψ =� 1 . (1.91) 

Insert the above equation into (1.89) 

 
( ) ( ) ( ) ( )

( ) ( )

0 0 0 0

0 0 0 0

, ,

.

m m n n m
mn

m n n m

t t i t t fχ θ ψ δ ψ ψ δ ψ

ψ δ ψ ψ δ ψ

	′ ′ ′ ′ ′′ ′′− = − − −
�


′′ ′ ′′− − −
�

�r r r r r r

r r r r
 (1.92) 

The Dirac functions collapse the integrals in the above expression leaving 

 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )

0* 0 0* 0

0* 0 0* 0

0* 0 0* 0

, ,

.

m m n n m
mn

m n n m

m n m n n m
mn

t t i t t f

i t t f f

χ θ ψ ψ ψ ψ

ψ ψ ψ ψ

θ ψ ψ ψ ψ

′ ′ ′ ′ ′	− = − �

′ ′ 
− �

′ ′ ′= − −

�

�

r r r r r r

r r r r

r r r r

 (1.93) 

Transforming to the frequency domain and writing the above expression in the Lehman 

level representation [29] leaves 

 ( ) ( ) ( ) ( ) ( ) ( )
( )

0 0 0 0

,

, , m n n m
m n

m n m n

f f
i

ψ ψ ψ ψ
χ ω

ω ω ω δ

∗ ∗ ′ ′
′ = −

− − +�
r r r r

r r , (1.94) 

where iδ is a broadening term that can be attributed to finite temperature. There are poles 

in the density-density correlation response function at the Kohn-Sham transition energies, 
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m nω ω− . It is known that the Kohn-Sham transition energies deviate significantly from 

the true transition energies when exchange and correlation effects are approximated with 

the local density approximation. Petersilka et al. [30] derived the following technique to 

find the transition true transition energies using a Kohn-Sham formalism. Substitute 

(1.86) into (1.88), transform to the frequency domain and express the Hartree and ex-

change-correlation potentials in integral form: 

 ( ) ( ) ( ) ( ) ( )1 0 1

1
, , , ,ext xcn d d f n nω χ ω υ ω ω ω

	 
� �
′ ′ ′ ′′ ′ ′′ ′′= + + 	 

 �� �� �� �′′ ′−
 �� �� �

� �r r r r r r r r r
r r

. (1.95) 

Move the Hartree and exchange-correlation terms to the left side of the equation and re-

write the time-dependent density in integral form, ( ) ( ) ( )1 1n d nω δ ω′′ ′′ ′′= −�r r r r r : 

 
( ) ( ) ( ) ( )

( ) ( )

0 1

1
, , , ,

, , .

xc

ext

d d f n n

d

δ χ ω ω ω

χ ω υ ω

	 
� �
′′ ′′ ′ ′ ′ ′′ ′′− − + 	 

 �� �� �� �′′ ′−
 �� �� �

′ ′ ′=

� �

�

r r r r r r r r r
r r

r r r r

 (1.96) 

Note that the poles in the exact density response, 1n , correspond to the true transition en-

ergies and therefore. Because the poles in the Kohn-Sham density-density response func-

tions do not correspond to the true transition energy, the integral operator on the left side 

of (1.96) must vanish at the transition energies in order to satisfy the equation. Therefore 

the eigenvalues of this integral operator must vanish for the true transition energies satis-

fying the following equation 

 ( ) ( ) ( ) ( )0

1
, , , , 0xcd d f nδ χ ω ω ξ ω

	 
� �
′′ ′′ ′ ′ ′ ′′ ′′− − + =	 

 �� �� �� �′′ ′−
 �� �� �

� �r r r r r r r r r
r r

. (1.97) 

Applying the delta operator to collapse the integral, one may rewrite (1.97) as an eigen-

value equation, 
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 ( ) ( ) ( ) ( ) ( )0

1
, , , ,xcd d f nχ ω ω ξ ω λ ω ξ ω

� �
′′ ′ ′ ′ ′′ ′′+ =	 
� �� �� �′′ ′−� �

� �r r r r r r r r
r r

, (1.98) 

where the eigenvalues satisfy ( ) 1nλ ω = Ω =  at the true transition energies, nΩ . Note that 

this method for finding the transition energies is exact to within the linear response ap-

proximation (1.84). In practice, deviations from the exact transition energy may also be 

due to the approximation to the time-dependent exchange-correlation kernel, 

( )0 , ,xcf n ω′ ′′	 
� �r r . Instead of solving for the transition energies directly from (1.98), Pe-

tersilka et al [30] suggested several additional approximations to calculate them more 

easily. However, Vasiliev et al [31] demonstrated that these approximations led to an ap-

preciable deviation from the true excitation spectrum when compared to experiment and 

therefore one should solve for the transition energies directly from (1.98) when making 

quantitative predictions. 

Linear response has been a successful application of TD-DFT. Several authors 

have applied linear response to calculate dynamic polarizabilities, hyperpolarizabilities 

and optical absorption spectra [32]. 

TDDFT+MD 

Theilhaber [33] first implemented TDDFT-based molecular dynamics to study the 

bulk properties of sodium at finite temperature. In the TDDFT+MD approach, the system 

evolves by self-consistently propagating the coupled set of equations given by (1.11) 

where the electronic equation is cast into the TDDFT formulation. Thus, the electrons are 

described by Kohn-Sham wavefunctions and propagate by integrating the time-dependent 

Kohn-Sham equation. The details of the implementation of (1.11), as carried out in the 

present work, are given in the next Chapter. 



 31  

Excluding external interactions, there are three quantities that are conserved in the 

TDDFT+MD approach [33]. First, the total number of electrons Ne is conserved:  

 ( ) ( ) eN t d n N= =� r r . (1.99) 

This feature is due to the orthonormality of the time propagation operator and will be dis-

cussed in more detail in the next Chapter. The total momentum of the system, namely 

 ( ) ( )I I
I

M t d i
∗

≡ + Ψ − ∇ Ψ� �P R r� , (1.100) 

is also conserved. One can prove conservation of momentum by taking the time deriva-

tive of (1.100) and showing that it vanishes so long as (1.11) is satisfied. Finally, the total 

energy of the system, defined by  

 tot instant nucE E E≡ +  (1.101) 

is conserved. Here Enuc is the sum of the classical kinetic energy of the nuclei and Einstant 

is the energy of the system as defined by the time-independent density functional theory. 

 instant e Hxc ne nnE T E E E≡ + + +  (1.102) 

Where Te is the kinetic energy of the electrons, EHxc is the sum of the Hartree, exchange 

and correlation energies, Ene is the electrostatic nuclear-electronic energy, and Enn is the 

electrostatic nuclear-nuclear energy (i.e. the Ewald Energy for periodic systems). Einstant 

is a functional of n(t). The conservation of energy can be shown using a Lagrangian for-

malism [33] 

The TDDFT approach has the advantage of not being restricted to the adiabatic 

surface in that the electrons are not restricted to be in the instantaneous ground state at 

each time step. Note that this approach assumes the mean field approximation for the 

time-dependent Hamiltonian. As a result, the electrons can interact only with classical 
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fields. The practical implication of this restriction is that the electrons can only interact 

with classical electromagnetic fields – i.e. there is no prescription for quantizing light in 

this formulation. The electrons couple to electromagnetic fields via the scalar and vector 

potentials in the Hamiltonian. Moreover, there is no mechanism for treating transitions 

between states. The occupations of the bands at the beginning of a TDDFT run remain 

fixed throughout the calculation – the bands themselves are evolving in time. For exam-

ple, as the occupied orbitals evolve out of their instantantaneous ground-state analogs, 

there is no prescription to emit a photon and transition into a lower state. Conversely, 

there is no mechanism to absorb a quantized photon and transition into a higher energy 

state. From a practical standpoint, TDDFT+MD is limited to those systems where optical 

transitions are negligible.  

TDDFT+MD has been successfully used to study charge transfer between clusters 

of atoms [34,35], low-energy ion induced damage in graphene [36] and, despite the limi-

tation discussed above, photo-assisted self-healing in carbon nanotubes [37]. In Chapter 

III, we apply TDDFT+MD to stopping power calculations of ions moving through vari-

ous target materials. 
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CHAPTER II 

 

ALGORITHMS 

 

2.1. Introduction 

In this chapter the various algorithms that were implemented will be described.  

First, several techniques for expanding the time-evolution operator will be presented.  

After that, the technique for including freespace boundary conditions in a code with a 

plane-wave basis will be presented.  

 

2.2. The Time Evolution Operator 

In this section we describe and discuss several methods for expanding the formal 

time propagation operator. It can be shown that the solution to the TDSE (1.1) is given by 

 ( ) ( ) ( )
0

0
ˆexp

t

t

t i H t dt t
� �

′ ′Ψ = − Ψ� �
� �
� �
�T  (2.1) 

where T   indicates that the integral is time-ordered, i.e., the solution at some time t 

requires that Ψ(t) is known for all prior times..  The time evolution operator from time t0 

to t1 can be defined from (2.1) 

 ( ) ( )
1

0

0 1
ˆ ˆ, exp

t

t

U t t i H t dt
� �

≡ −� �
� �
� �
� T  (2.2) 

The time evolution operator has several important properties. First, since the Hamiltonian 

is Hermitian, the time evolution operator is unitary, i.e.,  

 † †ˆ ˆ ˆ ˆU U UU= = 1  (2.3) 
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or, equivalently, 

 † 1ˆ ˆU U −= . (2.4) 

Second, the time evolution operator is symmetric in time, satisfying  

 ( ) ( )1
1 0 0 1

ˆ ˆ, ,U t t U t t− =  (2.5) 

Third, it satisfies  

 ( ) ( ) ( )0 2 1 2 0 1
ˆ ˆ ˆ, , ,U t t U t t U t t= , (2.6) 

where 0 1 2t t t< < . This last property suggests an alternative description of the formal time 

evolution operator. It is possible to write the time-ordered integral as an infinite product 

of exponentials.  

 
( ) ( ) ( ) ( ) ( )

( )( )
0 1 1 1 1 1 0 0 0 0

0 00
0

ˆ ˆ ˆ ˆ ˆ, , 2 , , 2 ,

ˆlim , 1
N

nN

U t t U t t U t t U t t U t t

U t n t n
∆→

=→∞

= − ∆ − ∆ − ∆ + ∆ + ∆ + ∆

= + ∆ + + ∆∏

�

. (2.7) 

Note that in the limit as the size of the time step goes to zero, the integral in the 

exponential becomes a simple product 

 ( )
( )

( )

0

00

ˆ
ˆ

0 00
ˆlim ,

t

t

i H t dt
i H tU t t e e

+∆

−
− ∆

∆→

� �
�� �+ ∆ = ≅� �

� �
� �

T . (2.8) 

In order to apply the time evolution operator numerically, two approximations are 

made. First, the infinite product in the exact expression above is approximated as a finite 

product. That is, let N be some large but finite number and let ∆  be some small positive 

number such that  

 1 0t t N− = ∆ . (2.9) 
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where 1 0t t−  is the total time of propagation. In order for this approximation to be valid, 

the time step, ∆ , must be small enough that the Hamiltonian does not change appreciably 

during the time step 

 ( ) ( )ˆ ˆH t H t≈ + ∆ . (2.10) 

The second approximation is how the exponential Hamiltonian operator given in (2.8) is 

applied. The seven subsections below describe different algorithms for implementing this 

second approximation. 

The basic time propagation scheme starts with a system described by a set of 

wavefunctions in some initial state that is often (but not necessarily) the ground state,  

 ( ) ( ) 20
0 i i

i

n f ψ=�r r , (2.11) 

where n0 is the initial density, fi are the occupation coefficients and 0
iψ  are the initial 

wavefunctions. The basic time propagation scheme is then as follows: 

 

( )
( )

( ) ( ) ( )
( ) ( ) ( )

( ) ( )

0
0

0

0

0

1

ˆ

2

: , ,

ˆ ˆ ,

i i

i i

ext

i H t
i i

i i
i

Given n f

t t

t

n t n

while t t

H t H n t t

t e t

n t f t

t t
end

α

ψ

ψ ψ

φ

ψ ψ

ψ

− ∆

=

=

=
<

	 
= � �

+ ∆ =

+ ∆ = + ∆

= + ∆

�

 (2.12) 

where ( ) ( ) ( ),ext
ext extt t tαφ υ= 	 
� �A  is an external time dependent 4-vector potential (e.g. the 

time-dependent electromagnetic field due to light or the motion of nuclei – there is no 
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DFT theorem for an external vector potential, but the option has been included in the 

algorithms; the issue is dicussed further in Chapter 4). Note that the Hamiltonian is 

updated using the density and the external time potential. Although not shown here, in 

general the Hamiltonian must be updated using not only the external 4-vector potential 

and the scalar density but also the current density j. However, if the Adiabatic Local 

Density Approximation (ALDA) is used, then the Hamiltonian is not necessarily a 

functional of the current density. In this scheme the Hamiltonian, the density and the 

wavefunctions are all updated simultaneously at each time step while the occupations 

remain fixed throughout the calculation.   

Each subsection below describes a different algorithm that can be used to apply 

the exponential operator, ˆi He− ∆ . The methods described below are compared with respect 

to unitarity, time symmetry, stability, accuracy, and efficiency. The accuracy of a single 

time propagation step is given by the order of the Taylor series expansion (e.g. 

( )ˆ n
HO 	 
∆


 �� �
 is accurate to order n in Ĥ∆ ). The application of the Hamiltonian to the 

wavefunctions ( ˆ
iHψ ) and the calculation of the overlap matrix i jψ ψ  are the most 

time consuming operations of a typical calculation. Therefore, the efficiency is typically 

reported as the number of ˆ
iHψ  and or i jψ ψ  operations per time step. The stability of 

a method is a measure of the unitary-ness of that method (i.e. how many times the 

method can be applied before the wavefunctions lose orthonormality).   

There are seven algorithms described in the following seven subsections. The first 

three algorithms, the Diagonalization method, the Crude Euler, and the Crank-Nicholson 

[1, 2] propagation scheme are described but have not been implemented. The remaining 
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four methods for applying the time evolution operator – the Chebychev [3] expansion, the 

Multi-Step Differencing Scheme [4], the Short Iterative Lanczos [5] method and the split 

operator [6] method – are not only described in detail but have been implemented by the 

author. 

 

2.2.1. Diagonal (Exact) Time Propagator 

In the limit as the time step size is small enough that the Hamiltonian does not 

change appreciably, the time propagation operator (2.8) may be applied trivially. The 

wavefunctions must be eigenstates of the Hamiltonian at every time step. Therefore, the 

eigenvalue equation below must be satisfied 

 ( ) ( ) ( ) ( )ˆ
i i iH t t t tψ ε ψ= . (2.13) 

The time propagation equation is  

 ( ) ( ) ( )ˆi H t
i it e tψ ψ− ∆+ ∆ = . (2.14) 

Performing a Taylor series expansion on the above equation yields 

 ( ) ( ) ( ) ( ) ( ) ( )ˆ

0

ˆ
!

n
i H t n

i i i
n

i
t e t H t t

n
ψ ψ ψ

∞
− ∆

=

	 
− ∆
+ ∆ = = 
 �


 �� �
� . (2.15) 

If (2.13) holds, then the Hamiltonian can be applied any number of times and the energy 

eigenvalue can be substituted for the Hamiltonian ˆ n n
i i iH ψ ε ψ= .  Substituting (2.13) into 

(2.15) and contracting the infinite sum yields  

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0 0

ˆ
! !

i

n n
i tn n

i i i i i
n n

i i
t H t t t t e t

n n
εψ ψ ε ψ ψ

∞ ∞
− ∆

= =

	 
 	 
− ∆ − ∆
+ ∆ = = =
 � 
 �


 � 
 �� � � �
� � . (2.16) 

A method for applying the full time-propagation operator based on this technique 

requires that the Hamiltonian be diagonalized and the wavefunctions be projected onto 
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the new basis at every time step. The state of the system is projected onto a basis of 

eigenstates of the Hamiltonian, ( )i tψ .  In principle, it is sufficient to keep only one 

basis function per electron if one includes spin (or one basis function per two electrons if 

one ignores spin).  However, for this method it is necessary to include enough eigenstates 

so that the basis spans the space of the state as it evolves in time. In the scheme outlined 

below, the state of the system at time t is described by the coefficients ( )ic t     

 ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( )

0

1

ˆ

ˆ

i

i i i

i j j i
j

i t
i i

t t

while t t

t t

update H

Calculate new basis at time t H t t t t

Project state onto new basis c t c t t t

Propagate basis t e t

end

ε

ψ ε ψ

ψ ψ

ψ ψ− ∆

=
<

= + ∆

=

= − ∆ − ∆

= − ∆

�

 (2.17) 

As long as the new basis at each time step continues to span the space of the state as it 

evolves in time, the method is very accurate, unitary and stable. Assuming that the basis 

spans the space of the state, then one can prove that the method is unitary explicitly: 

 †ˆ ˆ i ii iUU e eε ε− ∆ ∆= = 1  (2.18) 

It can also be shown that it is symmetric in time 

 
( ) ( )

( )

1ˆ ˆ, ,

ii iii i

U t t U t t

e e eεε ε

−

− − −∆	 
− ∆ − ∆� �

+ ∆ = + ∆

= =
 (2.19) 

It is difficult to determine how many basis functions are needed before the run 

starts. If there are not enough basis functions to span the space of the state as it evolves, 

then during the projection part of the scheme, electrons are effectively lost (e.g. the 
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method is unstable).  The accuracy of the propagator also depends on how well the 

eigenvalue equation is satisfied. When iterative self-consistent eigensolvers are 

implemented, the eigenvalue equation can be solved with controllable error. One can 

measure the error in the eigenvalue equation for each eigenstate and eigenvalue.  

 ( ) ( ) ( )ˆ
i i ierror t H t tψ ε ψ= −  (2.20) 

As long as the error is negligible and there are enough basis functions to span the space 

of the state as it evolves, this method is very accurate and stable. 

This method is very inefficient (relative to other methods) because not only must 

the Hamiltonian be diagonalized but the full overlap must also be calculated for the 

projection operation at every time step. Moreover, as mentioned earlier, many more basis 

functions are required in order to span the space of the state than the minimum that would 

otherwise be necessary just to represent the electrons (i.e. one basis state per electron if 

including spin or one basis state per two electrons if not including spin).     

 

2.2.2. Crude Euler 

Perhaps the most obvious method for applying the exponential operator is a 

simple Taylor series expansion.  One truncates the infinite sum given in (2.15) to N terms 

in order to yield an expression that can be implemented numerically  

 ( ) ( ) ( ) ( )
1

0

ˆ
!

nN
n

i i
n

i
t H t t

n
ψ ψ

−

=

	 
− ∆
+ ∆ = 
 �


 �� �
� . (2.21) 

This method is often referred to as the Euler or Crude Euler scheme [4]. In this method, 

the number of ˆ
iHψ  operations per time step (and thus the accuracy) is determined by the 

N, which is chosen by the user. This method is unconditionally unstable for any finite 
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number of terms, N, in the sum in (2.21). To show this, consider an expansion with N=1, 

i.e., 

 ( )ˆ ˆ, 1EUU t t i H+ ∆ = − ∆ . (2.22) 

Substitute this expansion into (2.3) to test whether it is unitary 

 ( )( )† 2 2ˆ ˆ ˆ ˆ ˆ1 1 1 1EU EUU U i H i H H= − ∆ + ∆ = + ∆ ≠ . (2.23) 

The error in the unitarity of ˆ
EUU  is ( )2

ĤO 	 
∆

 �� �

.   This expansion is not symmetric in 

time as can be shown by substituting it into (2.5) 

 ( ) ( ) ( )
1

1
0 0 0 0

ˆ ˆ ˆ ˆ, 1 1 ,EU EUU t t i H i H U t t
− −+ ∆ = − ∆ ≠ + ∆ = + ∆ . (2.24) 

It can be shown by multiplying both sides by ( )ˆ1 i H+ ∆  that this relation has an error of 

( )2
ĤO 	 
∆


 �� �
.    

To study the stability of the method, assume that the wavefunctions are 

eigenstates of the Hamiltonian [7] so that the wavefunctions at the next time step are 

given by 

 ( ) ( )mi
m mt e tεψ ψ− ∆+ ∆ = . (2.25) 

One can define a growth factor, g, that can be used to the measure of the ability of the 

method to conserve normalization of the wavefunctions. It is a complex number that 

relates the wavefunctions from one time step to the next 

 ( ) ( )m mt g tψ ψ+ ∆ = . (2.26) 
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For the exact evolution, the growth factor is mig e ε− ∆= . When approximating the 

exponential time propagator, the form of the growth factor must be modified to include 

the error. 

 m phasei ieg g e ε− ∆ +≡ , (2.27) 

where ephase is the error in the phase. It is also assumed for the sake of the analysis that g 

does not vary in time. In this way, the error in the magnitude can be analyzed separately 

from the error in the phase. Note that if the magnitude of the growth factor is not unity, 

1g ≠ , then the magnitude of the wavefunctions will either grow or decay exponentially 

with the number of time steps. On the other hand, the error in the phase accumulates 

linearly with the number of time steps: 

 ( )phase phasee N Ne= . (2.28) 

The stability of the Crude Euler propagator is then found by substituting it into (2.26)  

(again it is assumed that it the wavefunctions are eigenstates of the Hamiltonian) 

 ( ) ( ) ( )1m m mt i tψ ε ψ+ ∆ = − ∆ . (2.29) 

Following the convention of Iitaka [7], define a dimensionless quantity mα ε≡ ∆  so that 

the growth factor is then 

 1EUg iα= − . (2.30) 

As can be seen immediately, the magnitude of the growth factor for the Crude Euler 

method is greater than unity for any nonzero time step size (i.e. 1EUg > ). Therefore the 

Crude Euler method is unconditionally unstable for any nonzero time step size. 
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Finally, it can be shown that the error in the accuracy is ( )2
ĤO 	 
∆


 �� �
 by simply 

summing the remaining terms in the expansion: 

 
( ) ( )

2

ˆ
!

n
n

EU
n

i
error H t

n

∞

=

− ∆
=� . (2.31) 

It is assumed that the time step is chosen small enough that ˆ 1H∆ <  and therefore the 

total error is ( )2
ĤO 	 
∆


 �� �
.    

The efficiency of the method is simply the number of ˆ
iHψ  operations per time 

step as there is no need for re-orthogonalization. So the efficiency is proportional to the 

order of the expansion in the Taylor series. For example, if one chooses N=1 then there is 

only one ˆ
iHψ  operation per time step. 

Note that although the above analysis is for an expansion of N=1, it holds that the 

method is not unitary, unconditionally unstable and inaccurate for any finite N to 

( ) 1ˆ N
HO

+	 
∆

 �� �

.  Therefore one could simply choose N to be large enough that ˆ
EUU  is 

stable and accurate to machine precision. The reason why this method was not 

implemented by the author is that there are more optimal polynomial expansions (e.g. the 

Chebychev and Short Iterative Lanzcos methods).    

 

2.2.3. Crank-Nicholson 

Goldberg, Schey and Schwartz [8] first applied the Crank-Nicholson 

approximation to solve the 1-D TDSE. Consider time evolving the system forward and 

backward with a simple two-term Taylor expansion of the time evolution operator 
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 ( ) ( ) ( )ˆ 0i Hψ ψ∆ = − ∆1 , (2.32) 

 ( ) ( ) ( )ˆ 0i Hψ ψ−∆ = + ∆1 . (2.33) 

Multiplying both sides of (2.33) on the left by ( ) 1ˆi H
−

+ ∆1  yields an expression for the 

state at t=0: 

 ( ) ( ) ( )
1ˆ0 i Hψ ψ

−
= + ∆ −∆1 . (2.34) 

By halving the time step, shifting the time, and substituting (2.34) into (2.32), one may 

obtain the following expression  

 ( ) ( )
1

ˆ ˆ 0
2 2

i H i Hψ ψ
−∆ ∆� �� �∆ = − +� �� �

� �� �
1 1 . (2.35) 

Note that this is often referred to as the Caley approximation to the exponential time 

evolution operator [9].  Nevertheless, this expression will be referred to as the Crank-

Nicholson scheme,  

 ( )
1

ˆ ˆ ˆ0,
2 2CNU i H i H

−∆ ∆� � � �∆ ≡ − +� �� �
� �� �
1 1 . (2.36) 

Perhaps the most striking feature of this scheme is that it is an implicit method. i.e, it is 

necessary to invert the Hamiltonian in order to apply this method. One can show that the 

Crank-Nicholson scheme is unitary by substituting (2.36) into (2.3): 

 

†1 1
†

1 1

ˆ ˆ ˆ ˆ ˆ ˆ
2 2 2 2

ˆ ˆ ˆ ˆ .
2 2 2 2

CN CNU U i H i H i H i H

i H i H i H i H

− −

− −

	 
∆ ∆ ∆ ∆� �� � � �� �= − + − +
 �� �� � � �� �
� �� � � �� �
 �� �

∆ ∆ ∆ ∆� � � � � �� �= − + − +� � � �� �� �
� � � �� �� �

1 1 1 1

1 1 1 1

 (2.37) 
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Since the middle two terms commute, ˆ ˆ, 0
2 2

i H i H
	 ∆ ∆ 
� � � �+ − =� � � �
 �
� � � �� �
1 1 , the expression 

above can be rearranged:  

 
1 1

†ˆ ˆ ˆ ˆ ˆ ˆ
2 2 2 2CN CNU U i H i H i H i H

− −∆ ∆ ∆ ∆� � � � � � � �= − − + + =� � � �� �� �
� � � �� �� �
1 1 1 1 1 . (2.38) 

Thus, the Crank-Nicholson propagator is unitary.  

Next, test whether the Crank-Nicholson scheme is symmetric in time by taking 

one time step forward and then take another time step back 

 

( ) ( ) ( )

( )

( )

1 1

ˆ ˆ, ,

ˆ ˆ ˆ ˆ
2 2 2 2

.

CN CNU t t U t t t

i H i H i H i H t

t

ψ

ψ

ψ

− −

+ ∆ + ∆

∆ ∆ ∆ ∆� �� � � �� �= + − − +� �� � � �� �
� �� � � �� �

=

1 1 1 1  (2.39) 

Note that the wavefunction has not changed, whereby the Crank-Nicholson scheme is 

symmetric in time. 

To determine the stability of the Crank-Nicholson scheme, substitute the Crank-

Nicholson approximation (2.36) into (2.26), which yields an expression for the growth 

factor, 

 
1

1 1
2 2CNg i i
α α −

� � � �= − +� �� �
� �� �

, (2.40) 

where it has been assumed for the sake of the stability analysis that the wavefunctions are 

eigenstates of the Hamiltonian and the dimensionless quantity α is defined as mα ε≡ ∆ .  

From inspection, it can be seen that 1CNg =  and therefore the Crank-Nicholson 

propagator is unconditionally stable.   
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Since the Taylor series expansion in the derivation of the Crank-Nicholson 

propagator is to first order, it is clear that the method is accurate to second order.  

Finally, consider the efficiency of the Crank-Nicholson scheme. There are 

effectively two ˆ
iHψ  operations in addition to one inversion of the matrix, ˆ

2
i H

∆� �+� �
� �
1 , 

per time step. With the advent of iterative methods, modern plane-wave pseudopotential 

DFT codes typically do not form the full Hamiltonian matrix and invert it. For such 

codes, the full Hamiltonian matrix is never formed. Instead, the Hamiltonian is only 

applied in operator form. The benefit of this approach is that if the size of the system is 

[ ]O N , then the memory requirements will also be [ ]O N . Conversely, if one forms the 

full Hamiltonian matrix, the memory requirements will be of size 2O N	 
� � . According to 

Iitaka [7], “this implicit method is prohibitive in more than two dimensions due to the 

large memory and CPU time required by the matrix inversion”.   

In 1996, Choptuik [10] suggested solving the implicit Crank-Nicholson equation 

iteratively, which would effectively make it an explicit method and remove the need to 

form and invert the full Hamiltonian. However, it was shown by Teukolsky [11] that 

performing more than two iterations does not improve the accuracy of the method. 

Moreover, the method becomes conditionally stable when it is solved iteratively. It is for 

these reasons that this method was not implemented by the author. 
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2.2.4.  Multi-Step Differencing Scheme 

In 1978, Askar and Cakmak [4] suggested a simple, conditionally stable and 

explicit method to approximate the time propagation operator. They recognized that the 

source of the instability of the straightforward Taylor expansion (Crude Euler) of the time 

evolution operator is the lack of time symmetry.  Their method is sometimes referred to 

as a time-symmetrized Euler method but more often as the Multi-step Differencing 

Scheme (MSDS). The derivation of the method starts by taking the difference of the 

wavefunction at the next step and at the previous step, 

 ( ) ( ) ( ) ( )ˆ ˆi H i Ht t e e tψ ψ ψ− ∆ ∆+ ∆ − − ∆ = − . (2.41) 

One then approximates the exponential operators with a second-order Taylor series 

expansion, 

 ( ) ( ) ( ) ( ){ } ( )
2 2ˆ ˆ ˆ ˆ1 1t t i H H i H H tψ ψ ψ	 
 	 
+ ∆ − − ∆ ≅ − ∆ − ∆ − + ∆ − ∆


 � 
 �� � � �
. (2.42) 

Canceling terms and rearranging the above equation yields an explicit method that is 

accurate to second order (i.e. the error is third order), 

 ( ) ( ) ( )ˆ2t t i H tψ ψ ψ+ ∆ = − ∆ − ∆ . (2.43) 

The method described by (2.43) is sometimes referred to as MSD2 as it is the second-

order Multi-step Differencing Scheme.  

Since the MSD2 requires the history, it is necessary to represent the MSD2 

propagator as a matrix. Assuming that the initial state, ( )0ψ , is given and letting 

( ) ( )0ψ ψ∆ = , then the MSD2 propagation matrix equation for a time evolution with N 

steps has the following form 



 50  

 

( )
( )

( )
( )

( )

( )
( )

( )
( )

( )

1 0 0 0 00 0
1 0 0 0 0

ˆ1 2 0 0 02 2
ˆ3 30 1 2 0 0

0
ˆ0 0 0 1 2 0

i H

i H

N Ni H

ψ ψ
ψ ψ

ψ ψ
ψ ψ

ψ ψ

	 
	 
 	 


 �
 � 
 �∆ ∆
 �
 � 
 �

 �
 � 
 �− ∆∆ ∆

 �=
 � 
 �

∆ ∆
 �− ∆
 � 
 �

 �
 � 
 �

 �
 � 
 �

 �∆ ∆
 � 
 �− ∆� � � �� �

�

�

�

�

� �� � � � �

. (2.44) 

From this equation, it can be readily seen that the MSD2 propagator is a matrix of the 

following form 

 2

1 0 0 0 0
1 0 0 0 0

ˆ1 2 0 0 0
ˆ0 1 2 0 0

0
ˆ0 0 0 1 2 0

MSD

i H

i H

i H

	 


 �

 �

 �− ∆

 �=

 �− ∆

 �

 �

 �− ∆� �

U

�

�

�

�

� � � � �

. (2.45) 

With this expression for the MSD2 propagator, one can check whether the method is 

unitary. Substituting (2.45) into (2.3), 

 
( )

( )

( )

2 2

†
2 22 2

2 2

1 1 1 0 0
1 1 1 0 0

ˆ ˆ1 1 1 4 2 0

ˆ ˆ0 0 2 1 4 0

ˆ2

ˆ ˆ0 0 0 0 2 1 4

MSD MSD

H i H

i H H

i H

i H H

	 


 �

 �

 �+ ∆ − ∆

 �

= ≠
 �∆ + ∆
 �

 �− ∆
 �

 �∆ + ∆
 �� �

U U 1

�

�

�

�

� � � � �

. (2.46) 

As this is not equal to identity, the MSD2 scheme is not unitary.  

The MSD2 propagator is symmetric with respect to time. This should not be 

surprising since enforcing time symmetry was one of the goals of the developers of the 

method. To show this, note that by adding ˆ2i H∆  to both sides of the MSD2 equation 
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(2.43) yields an expression to time step backwards. Therefore, the same expression can 

be used to time step forward and backward, 

 ( ) ( ) ( )ˆ2t t i H tψ ψ ψ− ∆ = + ∆ + ∆ . (2.47) 

Next, consider the stability of the MSD2 propagator. Once again, for the sake of 

stability analysis, assume that the wavefunctions are eigenstates of the Hamiltonian. 

Moreover, it is assumed that the growth factor, g, is some complex number that relates 

the wavefunctions at one time step to the next as shown in (2.26). One can then form a 

stability equation from the MSD2 equation, (2.43), by making the substitutions for the 

wavefunctions at three time steps: ( )tψ , ( ) ( )t g tψ ψ+ ∆ =  and ( ) ( )22t g tψ ψ+ ∆ = ,  

 ( ) ( ) ( )2 ˆ2g t t i Hg tψ ψ ψ= − ∆ . (2.48) 

Dividing the above equation by the wavefunction at t yields the following stability 

equation. 

 2 2 1g i gα+ − . (2.49) 

Solving for g gives 

 21g iα α= − ± − . (2.50) 

The condition for stability is that the magnitude of g be unity. The magnitude of (2.50) 

depends on whether or not α is larger than unity: 

 
2 2

1 , 1

2 1 1 , 1.
g

α

α α α α

≤��= �
− − >�� �

 (2.51) 

As can be seen from the above expression for the magnitude of the growth factor, MSD2 

is conditionally stable with the condition 1α ≤ . Thus, the size of the time step is 
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effectively restricted by the value (magnitude) of the largest eigenvalue of the 

Hamiltonian 
max

1
ε

∆ ≤ .   

MSD2 requires only one ˆ
iHψ  operation per time step to achieve accuracy to third 

order. With no orthogonalization and only one ˆ
iHψ  operation required per time step, 

MSD2 is very efficient if third-order accuracy is sufficient.     

  It is possible to extend the accuracy of the method to higher orders. For example, 

MSD4 is accurate to fourth order and is derived in the following manner.  

 ( )3ˆ ˆ2 2 8ˆ ˆ4
3

i H i He e i H i H− ∆ ∆− = − ∆ − ∆ , (2.52) 

 ( )2ˆ ˆ ˆ2i H i He e i H− ∆ ∆+ = + ∆ . (2.53) 

Factoring out ˆ4i H∆  from (2.52), 

 ( )2ˆ ˆ2 2 2ˆ ˆ4 1
3

i H i He e i H i H− ∆ ∆ 	 
− = − ∆ + ∆
 �� �
. (2.54) 

Rearranging (2.53) to solve for ( )2ˆi H∆  and substituting into the above equation leaves 

 ( )ˆ ˆ ˆ ˆ2 2 2ˆ4 1 2
3

i H i H i H i He e i H e e− ∆ ∆ − ∆ ∆	 
− = − ∆ + + −
 �� �
. (2.55) 

Multiplying both sides of this equation by ( )tψ  and noting that ( ) ( )ˆ22 i Ht e tψ ψ− ∆+ ∆ = , 

( ) ( )ˆi Ht e tψ ψ− ∆+ ∆ = , ( ) ( )ˆi Ht e tψ ψ∆− ∆ = , and ( ) ( )ˆ22 i Ht e tψ ψ∆− ∆ = , leaves the following 

expression for the MSD4 propagator 

 ( ) ( ) ( ) ( ) ( )2 1 2ˆ2 2 4
3 3 3

t t i H t t tψ ψ ψ ψ ψ	 
+ ∆ = − ∆ − ∆ − ∆ − + + ∆
 �� �
. (2.56) 



 53  

This scheme is referred to as MSD4 since it is accurate to fourth order. Just as for MSD2, 

it can be shown that MSD4 is not unitary, symmetric in time, and conditionally stable. 

However, the growth factor equation for MSD4 is different than that of MSD2 and 

therefore the condition for stability is different. The growth factor equation for MSD4 is 

then by 

 4 2 38 4 8
1

3 3 3
g i g i g i gα α α= − + − . (2.57) 

The four roots of this equation must be calculated numerically. The stability condition for 

MSD4 is that 0.4α <  or equivalently, 
max

0.4
ε

∆ <  .  Notice that MSD4 only requires one 

ˆ
iHψ  operation per time step but yields fourth order accuracy. However, it is necessary to 

take smaller time steps with MSD4 due to the stability condition. It is possible to derive 

Multi-Step Differencing Schemes of still higher order. For example, MSD6 is given by 

 
( ) ( ) ( ) ( )

( ) ( ) ( )

11 7ˆ3 3 6 2
20 10

13 7 11
2 .

10 10 20

t t i H t t

t t t

ψ ψ ψ ψ

ψ ψ ψ

	+ ∆ = − ∆ − ∆ − ∆ − − ∆
�


+ − + ∆ + + ∆ ��

 (2.58) 

Just as for MSD4, the stability condition for MSD6 must also be calculated numerically. 

It has been found to be 0.4α <  or equivalently 
max

0.1
ε

∆ < . MSD6 is accurate to sixth 

order with only one ˆ
iHψ  required per time step but the stability of condition limits the 

maximum time step size to 1
10  that of MSD2. The author has implemented MSDS 

methods up to 12th order.   
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2.2.5. Chebychev Expansion 

In 1984, Hillel Tal-Ezer and Ronnie Kosloff proposed approximating the time 

propagation operator using a Chebychev expansion [3]. The following description 

follows from the excellent survey of time propagator schemes [12] by Leforestier et al. In 

this approach, the time-evolution operator (2.8) is approximated by a polynomial 

expansion of the operator ˆi H− ∆ , 

 ( )
1

ˆ

0

ˆ
N

i H
n n

n

e a P i H
−

− ∆

=
≈ − ∆� . (2.59) 

Where an is the nth coefficient of the nth polynomial ( )ˆ
nP i H− ∆ . The Taylor series 

expansion (perhaps the most well-known type of polynomial expansion) of this function 

would be 
1
!na

n
=  and ( ) ( )ˆ ˆ n

nP i H i H− ∆ = − ∆ . The Crude Euler scheme described in 

section 2.1.1 is a polynomial expansion using a Taylor series approximation to the time 

propagation operator. However, it has been shown that the Taylor series approximation is 

not an optimal choice for expanding an exponential function [3]. The optimal polynomial 

approximation is the Cheybchev expansion. According to Leforestier et al. [12], “In this 

case it is known that the Chebyshev polynomial approximations are optimal, since the 

maximum error in the approximation is minimal compared to almost all possible 

polynomial approximations.”     

Whereas the Chebychev polynomials are only defined on the interval [ ]1,1− , the 

complex Chebychev polynomials are defined in the interval [ ],i i− . Therefore it is 

necessary to shift and renomalize the ˆi H− ∆  operator so that all of the eigenvalues lie 
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within this interval. To that end, define the following operator based on the Hamiltonian 

that is guaranteed to have eigenvalues that are in the interval [ ]1,1−     

 
( )1

2
ˆ ˆ

ˆ 2 grid min
norm

grid

H I E E
H

E

− +
≡ . (2.60) 

Emax and Emin are the maximum and minimum possible energy of the Hamiltonian and 

grid max minE E - E≡ . Given that ˆ ˆ ˆH T V= + , then 
2

2
max

max max

G
E V

m
= +  and min minE V= , where 

maxG  is the magnitude of the largest Fourier component in reciprocal space (which is 

related to the grid spacing, x∆ , in real space as 
1

maxG
x

=
∆

). To find Vmin and Vmax, 

simply scan through the local potential and find the minimum and maximum values.  

To construct the propagator, first shift the spectrum of the eigenvalues of the 

Hamiltonian 

 ( ) ( )ˆ ˆ ˆ ˆ ˆˆ i H I I i H Ii H ie e e e
ξ ξ ξξ− ∆ − + − ∆ −− ∆ − ∆= = , (2.61) 

where ( )1
2 max minE Eξ ≡ +  is the average of the maximum and minimum possible 

eigenvalues and is used to shift the spectrum of the eigenvalues so that it (the spectrum) 

is centered at zero.  Next multiply and divide the argument in (2.61) by Egrid,. 

 ˆˆ
normiHi H ie e e αξ −− ∆ − ∆= , (2.62) 

where ˆ
normH  was defined in (2.60) and 

2
gridE

α
∆

≡ . The above expression for the time 

evolution propagator can be directly approximated via the Chebychev expansion 

 ( )
1

ˆ

0

ˆ
N

i H i
n n norm

n

e e a iHξ φ
−

− ∆ − ∆

=
= −� , (2.63) 



 56  

where an is the nth Chebychev coefficient and φn is the nth Chebychev polynomial. The 

polynomials are generated by the following recursion relation 

 ( ) ( ) ( )1 12n n nx x x xφ φ φ+ −= + , (2.64) 

where ˆ
normx iH= −  and the recursion relation is initialized with 0 1φ =  and 1 xφ = . The 

Chebychev coefficients are calculated from the following  

 
( ) ( )

( )2

, 0
2 , 1.1

xi
nn

n
ni

J ne x
a dx

J nx

α αφ
α−

� =�= = � ≥�− �
�  (2.65) 

where ( )nJ α  are Bessel functions of the first kind of order n. One property of Bessel 

functions of the first kind is that ( ) 0nJ α →  exponentially fast when n α> . This 

property also contributes to why the Chebychev method is considered the optimal 

polynomial expansion of the time propagation operator.   

This method is neither unitary, symmetric in time, nor stable except when the 

expansion is completed to machine precision.  In practice, one of the tests of the method 

during a calculation is how well the norm is conserved. That is, the norms of the 

wavefunctions are monitored during a run in order to determine whether the Chebychev 

approximation to the time propagation operator is still stable. Not surprisingly, the 

Chebychev method is extremely accurate – in practice, it is often expanded so that it is 

accurate to machine precision.  

The efficiency of the Chebychev method is dependent on several factors. As 

mentioned above, once the number of terms, N, in the expansion exceeds 1
2 gridEα = ∆ , 

then the coefficients will vanish exponentially.  Thus, once N α>  then the number of 

additional Ĥψ  required for the expansion to converge to machine precision is 
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proportional to ( )log α . The number of Ĥψ  operations required to achieve a certain 

precision is then roughly  

 ( )logN α β α= + , (2.66) 

where β is some proportionality constant. When α is large, the number of Ĥψ  operations 

required to achieve the desired precision is ( )O α . However, the efficiency of the method 

suffers when α is small because the number of extra Ĥψ  operations required by 

( )logβ α  can begin to dominate.  

The Chebychev method requires two additional wavefunction-sized data 

structures in order to implement the recursion relation.  Therefore, the Chebychev method 

requires a constant (and relatively small) amount of memory regardless of the desired 

precision. It is for this reason that the Chebychev method is considered to be very 

efficient with respect to memory usage. 

 

2.2.6. Split-Operator Method 

In 1978, Feit and Fleck first presented the split operator method for solving the 

paraxial form of the Helmholtz equation for light propagating in an optical fiber [6, 13, 

14, 15, 16]. In the original formulation, a solution to the paraxial form of the Helmholtz 

equation was cast in a form that is mathematically identical to the TDSE. A few years 

later, Feit, Fleck and Steiger implemented the split operator method to solve the TDSE 

directly [17, 18].    

Let ˆ ˆˆA B C= +  where both B̂  and Ĉ  are Hermitian operators. The Trotter formula 

[19] can be applied to the following exponentiated operator ˆaAe .  
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 ( ) ( )ˆˆ ˆˆˆ lim
a a
n n

na B C B CaA

n
e e e e

+

→∞
= = , (2.67) 

where a is some scalar quantity. The split operator method proposed by Feit and Fleck is 

a 2nd order approximation to the Trotter formula (2.67) for the TDSE,   

 ( ) ( )1 1
2 2 2 2

ˆ ˆ ˆ ˆ ˆ ˆ ˆˆ ˆa aa T V a T V T T TaH aVe e e e e e
+ + += = ≈ , (2.68) 

where a i≡ − ∆ . Note that the kinetic energy operator, T̂ , is split in two so as to 

symmetrize the approximation – thus the “split operator” in the split operator method. As 

stated above, this approximation is accurate to 2nd order. The error is due to the fact that 

T̂  and V̂  do not commute [12, 20]. The usefulness of this method depends on the Fast 

Fourier Transform (FFT) which makes dual-space representations of the wavefunctions 

numerically efficient. The FFT requires only ( )logN N  multiple operations in order to 

transform a wavefunction of size N back and forth between reciprocal space and real 

space. Since the kinetic energy operator, T̂ , is diagonal in reciprocal space and the 

potential operator, V̂ , is diagonal in real space, one may apply the split operator method 

trivially with two FFT operations. The basic procedure is given below 

 

( ) ( )
( ) ( )
( ) ( ) ( )
( ) ( )

( ) ( )
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t e t
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t e t

ψ ψ

ψ ψ

ψ ψ

ψ ψ
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∆−
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∆−

+ ∆ =

+ ∆ = + ∆	 
� �

+ ∆ = + ∆

+ ∆ = + ∆	 
� �

+ ∆ = + ∆

r

G G

r G

r r

G r

G G

� �

�

�

� �

 (2.69) 

where ( )ψ r  is the wavefunction represented in real space, ( )ψ G�  is the wavefunction 

represented in reciprocal space, FFT is the Fast Fourier Transform which transforms the 

wavefunction from real space to reciprocal space, IFFT is the inverse Fast Fourier 



 59  

Transform which transforms the wavefunction from reciprocal space back to real space, 

and G are reciprocal space grid points (i.e. integral multiples of the reciprocal space 

lattice vectors). The kinetic energy, 
2

. .
2 e

G
K E

m
= , is diagonal in reciprocal space (note that 

in (2.69), atomic units are used so that me=1), and ( )v r  is the local potential (which is 

diagonal in real space).  

In a series of publications, Matsuo Suzuki et al. formally described how to 

implement finite approximations of arbitrary order to the Trotter formula (2.67) for an 

operator that is the sum of non-commutating operators [21-26]. The so-called 2nd order 

Suzuki-Trotter split operator method for an exponentiated Hamiltonian consisting of n 

terms 
1

ˆ ˆ
n

j
j

H H
=

=�  is given by  

 ( )1 2 1 1 2 12 2 2 2 2 2
ˆ ˆ ˆ ˆ ˆ ˆˆˆ

2

a a a a a a
n nnH H H H H HaHaHe e e e e e e e S a− −≈ ≡� � . (2.70) 

Here ( )2S a  is defined as the 2nd order Suzuki-Trotter split operator method. The higher-

order approximations are built up from ( )2S a . For example, the 4th order symmetric 

Suzuki-Trotter split operator for a time-dependent Hamiltonian is given by 

 ( ) ( ) ( ) ( ) ( ) ( )4 2 1 5 2 2 4 2 3 3 2 2 2 2 1 1; ; ; ; ;S a S p a t S p a t S p a t S p a t S p a t= . (2.71) 

In the above equation, the Hamiltonian is applied times given by 

 
12

j
j

j k
k

p
t p

=

� �
≡ − + ∆� �
� �

� . (2.72) 

The parameters, pj, in (2.71) and (2.72) are given by 
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 1
3

1 2 4 5

3 1

1
0.41

4 4
1 4 0.66 .

p p p p

p p

= = = = ≈
−

= − ≈ −
 (2.73) 

The parameters derived by Suzuki have the property that for any order of approximation, 

1jp < .    

Many implementations of DFT treat core electrons differently from valence 

electrons in order to reduce the numerical workload of a given calculation. The 

contributions to the Hamiltonian from the nuclei and core electrons are combined and 

replaced with a pseudopotential. This approach is valid when the core electrons do not 

interact with the rest of the system (i.e. the other atoms). Although Vanderbilt’s Ultrasoft-

Pseudopotential (US) [27, 28, 29]  method and Blochl’s Projector-Augmented-Wave 

Method (PAW) [30] are becoming increasingly popular, perhaps the most common type 

of pseudopotential formulation is the separable nonlocal pseudopotential or Norm-

Conserving Pseudopotential (NCP) method introduced by Kleinmann and Bylander [31]. 

In this formulation, the Kleinmann-Bylander potential, K̂BV , represents the contribution to 

the Hamiltonian from the nuclei and core electrons as the sum of atom-centered terms. 

 ( ) ( )ˆ loc nl
KB lmV α α α α

α
υ υ= − + −� r R r R . (2.74) 

Here, loc
αυ  is the local contribution, nl

lmαυ  is the nonlocal contribution and αR  is the 

position of atom α. The local potential is just a spherically symmetric atom-centered 

function.  It can be combined with the Hartree and Exchange-Correlation potentials to 

form a total local potential which can be applied trivially in real space as shown in (2.69). 

The nonlocal potential has the following form 
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 ( )
ps ps
l lm lm lnl

lm ps
lm l lm

p p

p p

α α α α
α

α α α

υ υ
υ

υ
=r , (2.75) 

where lmpα  is an atomic pseudo-wavefunction, which is the product of a radial function 

and a spherical harmonic. The radial pseudopotential, ps
lαυ , is an atom-centered 

spherically symmetric function. The quantity ps
l lmpα αυ  is referred to as a projector.  

Joachim Theilhaber [32] first described how to implement the split operator 

method using the NCP atomic representation; however the derivation below follows the 

formulation of Sugino and Miyamoto [33]. The nonlocal pseudopotential (2.75) raised to 

the nth power is given by 

 ( ){ }
1

, 1

n
ps ps ps ps

n l lm lm l l lm lm lnl
lm n

ps
lm l lm

p p p p
n

p p

α α α α α α α α
α

α α α

υ υ υ υ
υ

υ

−

= ≥r  (2.76) 

In order to exponentiate the nonlocal pseudopotential, Taylor expand the exponential 

( ) ( ) 1

0

1
!

exp 1
!

n
ps ps

lm l l lmps ps
l lm lm lpsnnl n lm l lm

lmnl
lm ps ps

n lm l l lm

p p
p x p

n p px
x

n p p

α α α α
α α α α

α α α
α

α
α α α α

υ υ
υ υ

υυ
υ

υ υ

∞

=∞

=

	 
� �

 �� �

 �� �

� �
 �� �= = +

�

� (2.77) 

The infinite sum in the above equation can be written as 

 
1

1
exp 1

!

n
ps ps ps ps

lm l l lm lm l l lm

ps ps
nlm l lm lm l lm

p p p p
x x

np p p p

α α α α α α α α

α α α α α α

υ υ υ υ

υ υ

∞

=

� � � �
� � � �= +
� � � �
� � � �

� . (2.78) 

One may substitute (2.78) into (2.77) in order to obtain the following expression  

 ( )
exp 1

exp 1

ps ps
lm l l lmps ps

l lm lm lps
lm l lm

nl
lm ps ps

lm l l lm

p p
p x p

p p
x

p p

α α α α
α α α α

α α α

α
α α α α

υ υ
υ υ

υ
υ

υ υ

	 
� �

 �� �−

 �� �

� �� �= + . (2.79) 
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When applying the above equation in a split operator calculation, both the projectors, 

ps
l lmpα αυ , and the matrix elements, ps ps

lm l l lmp pα α α αυ υ  and ps
lm l lmp pα α αυ , must be 

calculated in the same representation (i.e. real space or reciprocal space). Otherwise, the 

propagator is not be unitary according to Sugino and Miyamoto [33].  

Finally, an expression for the 2nd order Suzuki-Trotter split operator propagator 

can be written as 

 ( )
ˆ ˆ

2 2 2 2
2

nl nl
loclm lm
total

ascending descendingi T i i i Ti

lm lm

S e e e e e
α αυ υυ

α α

∆ ∆ ∆ ∆− − − −− ∆� � � �� � � �∆ = � � � �
� � � �� � � �

∏ ∏ , (2.80) 

where the exponentiated nonlocal pseudopotentials on one side are applied in the reverse 

order as on the other side (thus maintaining the symmetry of the operation).  

The split-operator method as described above is unitary and unconditionally 

stable. However, there is an additional cost in order to achieve unitarity and stability that 

is discussed below. The method is not time symmetric in general because the system is 

propagated using the potential at the current time step. However, Sugino and Miyamoto 

[33] suggested a self-consistent technique based on the railway interpolation scheme [34] 

that introduces time symmetry by approximating the potential at the half time step 

between the current time step and the next step.  

As mentioned above, one can apply this split-operator scheme to any desired 

(even) order of accuracy using the method described by Suzuki. However, according to 

Sugino and Miyamoto [33], the fourth order decomposition appears to provide the 

optimal combination of performance and accuracy. 

There is some subtlety in the analysis of the efficiency of the split operator 

method. In addition to the requirement described above that the nonlocal pseudopotential  



 63  

matrix elements and the projection operation take place in the same space, it is 

also necessary to include the full representation of the wavefunctions in order for this 

method to be unitary [35]. To understand why this is important, it is necessary to 

understand some of the subtler details of modern plane-wave DFT implementations. 

Because of the relation between the wavefunctions and the density (2.11), the maximum 

frequency required to represent the density is twice that of the wavefunctions [36]. 

Therefore, most modern dual-space (i.e. plane-wave) DFT implementations store the 

density on the full grid but store only the components of the reciprocal-space 

representation of the wavefunctions that are inscribed within a sphere in the reciprocal-

space grid with the radius of the sphere equal to the wavefunction cutoff. In Figure 2.1, 

the light blue cube represents the full reciprocal space grid on which the density is 

 
 

 
Figure 2.1: The light blue cube represents the full reciprocal space grid. The dark blue 
sphere centered inside the cube represents the reduced grid on which the wavefunctions 
are represented.  
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represented. The dark blue sphere centered in the cube has a radius equal to the cutoff 

density for the wavefunctions and the wavefunctions themselves are represented in 

reciprocal space with only those grid points that fall within this sphere.  

Note that even if one sets the cutoff frequency for the wavefunctions equal to the 

cutoff frequency for the density (i.e. let the sphere be perfectly inscribed in the cube), the 

number of grid points inside the sphere is roughly half the number of points in the full 

grid. This result follows from the fact that the density of grid points in reciprocal space is 

constant and the volume of a sphere inscribed in a cube is roughly half that of the cube 

itself.  In a typical calculation, the wavefunction cutoff is half that of the density cutoff 

and, therefore, the number of points required to store the wavefunctions is only 1
16  that 

required to store the density! [37] 

There is, therefore,  a substantial cost in both memory and performance due to the 

fact that the wavefunctions must be represented on the full grid. This feature is unique 

among the time-evolution schemes described here. Moreover, although the method is 

unitary and stable, the accuracy of the method is limited, in practice [33], to 4th order.  

 

2.2.7. Short Iterative Lanczos Method 

Introduced in 1950, the Lanczos algorithm [38, 39] has been implemented in a 

variety of fields. Park and Light first applied the Short Iterative Lanczos (SIL) scheme to 

propagating the TDSE in 1986 [5]. The method takes the form of a polynomial expansion 

of the exact operator – just as is the case for the Crude Euler or the Chebychev methods 

(2.59). The basic idea of the SIL method is to create an Arnoldi basis from some finite 

order Krylov subspace of the Hamiltonian, diagonalize this basis and then propagate the 
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wavefunction in the diagonalized basis. The following derivation follows the convention 

of Leforestier et al. and Yousef Saad [12, 40]. 

A Krylov subspace is defined by a vector, ψ, and an operator, Ĥ . Consider the 

following following set of vectors { }0 1 1, , , Nu u u −�  where the vectors uj are defined as  

 ˆ j
ju H ψ≡ . (2.81) 

The subspace spanned by these vectors is an order (N–1) Krylov subspace. In principle, 

one could project the Hamiltonian directly onto this space, diagonalize the resulting 

matrix, and propagate the wavefunctions in the new basis.  

However, it turns out to be more efficient to form a new basis such that the 

projection of the Hamiltonian on this new basis is tri-diagonal. Let { }0 1 1, , , Nυ υ υ −�  be a 

set of vectors that forms a basis such that the projection of the Hamiltonian on this basis 

is a symmetric tri-diagonal matrix. Note also this basis spans the Krylov subspace of 

order (N–1). Given vj, then the projection of the Hamiltonian onto the basis formed by the 

set of these vectors yields the following tri-diagonal matrix 
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H
�

, (2.82) 

where the coefficients in the above matrix are given by  
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1

ˆ

ˆ .

j j j

j j j

H

H

α υ υ

β υ υ +

=

=
 (2.83) 

The basis { }0 1 1, , , Nυ υ υ −�  and the matrix NH  are constructed simultaneously and 

recursively. The zeroth vector in the basis is initialized to be the wavefunction at the 

current time step 

 ( )0 tυ ψ= . (2.84) 

When applying the Hamiltonian to a vector in this basis one obtains the following 

relation  

 1 1 1
ˆ

j j j j j j jHv β υ α υ β υ− − += + + , (2.85) 

where 1 0Nβ β− = = . The algorithm for constructing the tri-diagonal matrix and basis is 

given below using (2.83), (2.84), and (2.85)  
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=
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=

=

 (2.86) 

Here N is the order to which the calculation is allowed to proceed (also determined by the 

user). The specific criterion for determining N is discussed below. 

The next step is to diagonalize the projected Hamiltonian tri-diagonal matrix. 

There are very efficient algorithms available for diagonalizing tri-diagonal matrices (see, 
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e.g. LAPACK [41]). Let { }0 1 1, , , Nw w w −�  be the basis that diagonalizes the tri-diagonal 

Hamiltonian (2.82). 

 N j j jw wε=H . (2.87) 

Note that wj is the jth eigenvector and is of length N and jε  is the jth eigenvalue. Given 

that the wavefunction at the current time step is equal to 
0υ  (2.84), it is equal to the zeroth 

element of each of the vectors in the { }0 1 1, , , Nw w w −�  basis, 

 ( ) ( )
1

0

0
N

j j
j

t wψ υ
−

=

=� . (2.88) 

Note that the wavefunction at the current time step is now a linear combination of 

eigenstates of the Hamiltonian. The wavefunction at the next time step is then simply 

 ( ) ( )
1

0

0 j
N

i
j j

j

t w e εψ υ
−

− ∆

=

+ ∆ =� . (2.89) 

Given a technique for approximating the error, the order of the expansion, N, can be 

determined during the calculation itself. The error is related to how well the basis spans 

the space of the time propagator (or perhaps equivalently the propagated wavefunction). 

The error can then be approximated as the magnitude of the coefficient of the first vector 

outside of the basis, 

 ( )0Nerror w≈ . (2.90) 

Park and Light [5] estimated the error using the following technique. Approximate the 

propagated wavefunction in the reduced basis with a Taylor series expansion, 

 ( ) ( ) { } ( )
1

0 !

jN
j

N
j

i
w t w t

j

−

=

− ∆
+ ∆ ≈� H . (2.91) 
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Given that HN is a tri-diagonal matrix, the magnitude of the Nth component can be 

approximated by the following expression 

 ( ) ( )
( )

1 1

0

0
1 !

N N

N j
j

i
w

N
β

− −

=

− ∆
≈

− ∏ , (2.92) 

 where βj are the off-diagonal elements of the reduced Hamiltonian, (2.82). One may use 

(2.92) as an error estimate to determine the order of the expansion, i.e., exit the loop in 

(2.86) when the error estimate given above is below some threshold.  

The SIL method is unitary by construction. Moreover, it is unconditionally stable. 

The accuracy of the method is determined by a user-defined error tolerance. Often one 

chooses the error tolerance to be small compared to the machine precision. The efficiency 

of the SIL method is related to the number of Ĥψ  operations (i.e. the order, N, of the 

approximation). It has been reported that the number of Ĥψ  operations to achieve an 

arbitrary accuracy is typically less than for a Chebychev expansion [12, 42]. On the other 

hand, the SIL method is not very memory efficient. It is necessary to have N 

wavefunction-sized data structures for an order N SIL expansion.   

 

2.2.8 Remarks and Conclusions 

We found that only the Chebychev and SIL methods were able to achieve an 

acceptable balance of accuracy and efficiency. For typical applications, we generally 

used the Chebychev method when the calculation was memory limited and the SIL 

method when memory was not a constraint.  
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2.3. Freespace Boundary Conditions 

 

2.3.1. Introduction 

When performing calculations using a plane-wave basis, the boundary conditions 

are periodic. For systems where periodicity is not desired (e.g. isolated molecules, slab 

calculations etc…), it is still possible to use a plane-wave basis using a method first 

described by Hockney [43, 44, 45]. The so-called “Hockney Method” explicitly removes 

any long-range contribution from neighboring image cells. For a Hamiltonian in a typical 

norm-conserving pseudopotential DFT calculation, only the Hartree potential and the ion 

potential are long range (i.e. the Coulomb terms). The remaining terms in the 

Hamiltonian are local in real space and therefore do not contribute to neighboring cells.      

There have been several excellent reviews [46, 47, 48, 49] of Hockney-like 

methods for implementing freespace boundary conditions in a plane-wave code. The 

following derivation follows these conventions of these reviews.  

 

2.3.2. Hartree Potential 

One may use a dual-space calculation to solve Poisson’s Equation for the Hartree 

potential using the convolution theorem. Poisson’s Equation in differential form is 

 2 4Hυ πρ∇ = − , (2.93) 

where Hυ  is the Hartree potential and ρ is the charge density.  The solution to this 

equation has the form: 

 ( ) ( ) ( )H
all

space

d gυ ρ′ ′ ′= −�r r r r r , (2.94) 
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where g is the Green’s function kernel for the Poisson Equation: 

 ( ) 1
g =r

r
. (2.95) 

The convolution theorem (a.k.a. the Faltung theorem), states that any equation of the 

form shown in (2.94) in real space has the following simple form in reciprocal space 

 ( ) ( ) ( )H gυ ρ=G G G� � � . (2.96) 

Periodic boundary conditions are implicitly enforced for any function that is represented 

in a plane-wave basis. Therefore, in order to perform a dual-space calculation without 

periodic boundary conditions, one must extend the supercell and modify the Green’s 

function kernel.  Assume that the original supercell, Ω, is cubic and of length L on a side.  

The new supercell, Ω�, contains the original supercell and is of length 2L on a side. It is 

assumed that the density is zero everywhere outside of Ω and therefore the density is set 

to zero everywhere outside of Ω.  The non-periodicity is then enforced by modifying the 

Green’s Function kernel so that it is strictly zero except when its two points both lie 

 
Figure 2.2: Original and Extended Supercells 
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inside of Ω�.   

 ( )
1

,

0 ,

g

else

� ′ ′− ∈Ω� ′−′− = �
�
�

r r
r rr r  (2.97) 

This scheme is sometimes referred to as the finite Coulomb tail method because the 

Coulomb tail is abruptly set to zero outside Ω’. The analytic transform of this equation is 

given by: 

 ( )
ie

g d
r

− ⋅

′Ω

= �
G r

G r� . (2.98) 

It is possible to evaluate this integral numerically but the singularity at the origin requires 

special treatment in order to get sufficient accuracy.  Instead, the region of integration, 

Ω�, is broken up into two parts: inside and outside a sphere inscribed in Ω� (see Figure 

2.3),  

 

 
Figure 2.3:  There are two regions of integration: inside the sphere inscribed inside the 
box and outside the sphere but inside the box 



 72  

 ( )
i i

inside outside
sphere sphere

e e
g d d

r r

− ⋅ − ⋅

= +� �
G r G r

G r r� . (2.99) 

Note that the total region of integration is a box is of length 2L on a side.  The sphere 

inscribed inside this box has a radius of length L.   

Assuming that the big supercell is chosen so that the origin is at the center of the 

box (and thus the sphere), the integral over the inside of the sphere can be evaluated 

analytically using spherical coordinates. 

 ( )
2

2

0 0 0

sin
L i

in

e
g d dr r d

r

π π

φ θ θ
− ⋅

= � � �
G r

G� . (2.100) 

Since this region is centro-symmetric, the axes of integration are arbitrary and one may 

always orient the axes so that ˆG z=G  and therefore cosGr θ⋅ =G r  

 ( ) cos

0 0

2 sin
L

iGr
ing dr r d e

π
θπ θ θ −= � �G� . (2.101) 

Evaluate the integral over the polar angle, 

 ( ) ( )cos
cos

0 0

2sin1
sin

iGr
iGr iGr iGr Gre

d e e e
iGr iGr Gr

ππ θ
θθ θ

−
− −= = − =� . (2.102) 

Finally, evaluate the radial integral , 

 ( ) ( ) ( ) ( )2 20
0

4 4 4
sin cos 1 cos

L
L

ing dr Gr Gr GL
G G G
π π π= = − = −	 
� ��G� . (2.103) 

The integral over the region outside the sphere, ( )outg G� , is calculated numerically by 

simple quadrature:  

 ( ) ( )exp

out

out
out

out

i
g

r
− ⋅

= ∆�
r

G r
G� , (2.104) 
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where rout are the grid points that lie outside of the sphere and ∆ is the volume of the of a 

single volume element, 

 
N
Ω∆ = , (2.105) 

where Ω is the total volume of the simulation cell and N is the total number of grid 

points.  

 

2.3.3. The Local Pseudopontial 

The Norm Conserving Pseudopotential (NCP) treatment of the ion-electron 

interaction implemented in many DFT codes uses the Kleinmann Bylander formalism for 

separable nonlocal pseudopotentials.  For a default periodic calculation, the local 

pseudopotential is handled in the following manner. First, an analytic expression for the 

local pseudopotential in reciprocal space can be used to tabulate the local pseudopotential 

on a reciprocal space grid.   The reciprocal space expression for the local pseudopotential 

due to atom α is given by: 

 ( ) ( ) ( )loc tail tab
α α αυ υ υ= +G G G� � � , (2.106) 

where tailυ�  is an analytic term that describes the long range (in real space) contribution 

 ( )
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2

2
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, 0
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44

, 0 ,
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Z e
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aZ e
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α

α

α

π

υ
π

�
=� Ω��= � ��

−� ��− � �� >
� Ω�

G�  (2.107) 

where Ω is the volume of the supercell, Zα is the net charge of the core electrons plus the 

nucleus of atom α, and e2 is the square of the elementary charge. The constant a is 
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determined by the user. The second term in (2.106), 
tabυ� , is the tabulated contribution to 

the local pseudopotential. 

 ( ) ( ) ( )0

1
tab tab i i

i

r j Grα αυ υ=
Ω�

G� , (2.108) 

where tab
αυ  is a tabulated radial function read in from the pseudopotential file.  Finally, j0 

is a Bessel function of the first kind.  

The total local potential is calculated by summing the translated local potential of 

each atom and applying the translation operator in order to center the local 

pseudopotential at the position of the atom: 

 ( ) ( ) i
loc loc e αα

α
υ υ − ⋅=� G RG G� � , (2.109) 

where Rα is the position of atom α.  Since locυ�  is a diagonal operator in real space, the 

local potential is FFT’d to real space and added to the total potential.  It should be noted 

that by performing a discrete Fourier transform from a grid that only contains reciprocal 

lattice vectors of the supercell, the periodic images of the potential are automatically 

aliased into the real space representation.  This is an artifact of the transform that enforces 

periodic boundary conditions.   

 

2.3.4. Freespace Local Potential 

In order to perform a calculation that has free space boundary conditions, one 

must remove the contribution from images of the local potentials in other supercells.  The 

easiest way to do this is to simply tabulate the local pseudopotentials of the atoms in the 

original supercell (i.e. not in neighboring image supercells) on the real space grid directly 

without transforming from reciprocal space.  An analytic expression for the tail portion of 
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the local potential (2.107) in real space is then needed so as to be able to tabulate the 

local potential directly on the real space grid. 

To find an analytic expression for tailυ�  for atom α in real space, transform (2.107) 

to real space.  One may use the convolution theorem to derive an expression for this term 

in real space.  The convolution theorem guarantees that a product of two functions in 

reciprocal space corresponds to a convolution of those two functions in real space: 

 ( ) ( ) ( ) ( ) ( ) ( )S P Q s p q d′ ′ ′= ⇔ = −�G G G r r r r r� �� . (2.110) 

One may rewrite tailυ�  as: 

 ( ) ( ) ( )tail P Qαυ =G G G��� , (2.111) 

where 

 
( )

( )

2

2
2

4

exp .
4

P
G

G
Q Z e

aα

π≡ −

� �
≡ −� �

� �

G

G

�

�
 (2.112) 

Note that the factor of 
1

Ω
 has been removed since the transform takes place by 

integrating over all space and not just the volume of the supercell. The transform of P is 

well-known as it is the Green’s function kernel for the 1/r operator 

 ( ) ( ) 3

2

4 1
2 ip d e

G r
ππ − − ⋅� �= − =� �

� �
�

G rr G . (2.113) 

The transform of Q, which is Gaussian, is given by 

 ( ) ( ) ( ) ( )
3

2 23 2 2 22 exp exp exp
4
G a

q d Z e i Z e ar
aα απ

π
− 	 
� � � �= − ⋅ = −
 �� � � �

� �� �� �
�r G G r . (2.114) 

Employing the convolution theorem, Vtail  in real space may be written as 
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 ( )
23

22
exp

tail

aa
Z e d

r
α

αυ
π

	 
′− −� � � �′= � � ′� �
�

r r
r r . (2.115) 

To evaluate this expression, use the law of cosines and evaluate the integral in spherical 

coordinates: 
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Z e
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� �
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 (2.116) 

Next the tabulated portion of the local potential, Vtab, is placed on a real space 

grid.  This term depends on a function that is tabulated on a radial grid in real space but 

not at the grid points of the supercell. King-Smith, Payne, and Lin [50] showed that the 

most accurate way to interpolate such a function onto a grid for a dual-space calculation 

is by transforming to a reciprocal space grid that is double the size (in each dimension).  

If the original real-space grid is a cube of length L on a side (with volume L3) and has N 

points in each direction (N3), then the grid to which (2.108) will be tabulated will be a 

cube of length 2L on a side with 2N points in each direction.  The corresponding 

reciprocal space grids will have the same frequency cutoff but the sampling rate of the 

bigger grid will be double that of the original reciprocal space grid. The reciprocal space 
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representation of the tabulated portion of the local potential on the large grid is 

transformed to real space via the inverse Fourier transform 

 ( ) ( ) ( )i
tab tabd e αα αυ υ ⋅ −= �

G r Rr G G� . (2.117) 

Notice that unlike the case for the tail potential, the expression above for the tabulated 

potential already has the potentials centered correctly on the atom positions. The next and 

final step is to transform this potential back to real space and add it to the total local 

potential, 

 ( ) ( ) ( )loc tail tab
α α

α
α

υ υ υ	 
= − +� ��r r R r . (2.118) 

 

2.3.5. Freespace Local Pseudopotential Forces 

The next step is to derive expressions for the force on the nuclei due to the local 

pseudopotentials. From the Helmann-Feynman force theorem we have the following 

expression for the force on nucleus α due to the local pseudopotential: 

 ( ) ( )loc
loc d nα

α

υ

Ω

∂
= −

∂�
r

F r r
R

, (2.119) 

where ( )n r  is the electron density.  In a discrete calculation, the integral becomes a sum 

 ( ) ( )loc
loc nα

α

υ∂
= − ∆

∂�
r

r
F r

R
, (2.120) 

where 
N

Ω∆ ≡  is the volume of each volume element and N is the number of grid points 

in the supercell. The force on a given atom can written as the sum of contributions from 

the tail and tabulated forces corresponding to the tail and tabulated contributions to the 

local potential defined in (2.118) 
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 loc tail tab
α α α= +F F F . (2.121) 

The tail force, tail
αF , is given by: 

 ( ) ( )tail tailnα α
α

αα

υ ′
′

′

∂= −∆ −
∂� �

r

F r r R
R

. (2.122) 

Clearly, the partial derivative collapses the sum over α’. Substituting (2.116) into (2.122) 

yields: 
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 (2.123) 

In the limit as the 0α− →r R , the quantity in brackets times (r – Rα) vanishes 
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 (2.124) 

The tabulated force, tab
αF , is given by  
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 (2.125) 

As was the case for the tail force, the sum over the atoms in the expression above 

 ( ) ( ) ( )i
tab tabn d e αα α

α

υ ⋅ −∂= −∆
∂� �

G r R

r

F r G G
R

� . (2.126) 

Applying the partial derivative yields: 

 ( ) ( ) ( )i
tab tabn d i e αα αυ ⋅ −= ∆� �

G r R

r
F r G G G� . (2.127) 
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For a discrete calculation, the inverse fourier transform above is a discrete inverse Fourier 

transform,  

 ( ) ( ) ( )i
tab tabn i e αα αυ ⋅ −= ∆� � G r R

r G
F r G G� . (2.128) 

Substituting the Fourier transform of the electron density yields: 

 ( ) ( ) ( )ii
tab tabn e i e αα αυ ⋅ −′⋅

′

′= ∆�� � G r RG r

r G G
F G G G�� . (2.129) 

Rearranging the sums yields: 

 ( ) ( ) ( )ii
tab tabn i e eαα αυ ′+ ⋅− ⋅

′

′= ∆� � G G rG R

GG r
F G G G�� . (2.130) 

Using the identity ( )
,

ie Nδ′+ ⋅
′−=� G G r

G G
r

 leaves 

 ( ) ( ) ( ),
i

tab tabn i e Nαα αυ δ− ⋅
′−

′

′= ∆� G R
G G

GG
F G G G�� . (2.131) 

Since tabvα  is a radial function,  ( ) ( )tab tab
α αυ υ− =G G� �  

 ( ) ( ) i
tab tabn i e αα αυ ⋅= −Ω� G R

G

F G G G�� . (2.132) 

The force is a real quantity, therefore one may rewrite the above expression using the 

following identity for some complex number c, [ ] [ ]Re Imic c= −  

 ( ) ( )Im i
tab tabn e αα αυ ⋅	 
= Ω � �� G R

G
F G G G�� . (2.133) 

 

2.3.6. Remarks and Conclusions 

We use freespace boundary conditions for applications where the long range 

Coulomb interactions from neighboring cells have a non-negligible effect on the 

calculation. For example, consider the groundstate of a diatomic molecule in the presence 
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of a constant electric field. The electrons will respond by shifting and a dipole will form. 

The long range tail of a dipole falls off as 3

1
r

. With periodic boundary conditions, one 

must choose the dimensions of the simulation cell so that the potential from neighboring 

cells effectively vanishes. However, with the freespace method described above, one may 

still use a dual-space planewave basis and choose the dimensions of the simulation cell to 

only be large enough that the density of the electrons vanishes at the boundaries (not the 

potential).  
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CHAPTER III 

 

DYNAMICAL EFFECTS IN THE INTERACTION OF  
ENERGETIC IONS AND MATTER 

 

3.1. Introduction 

 The behavior of ions moving through materials is of significant interest in several 

disciplines of physics (particle, nuclear, condensed matter), materials science (radiation 

damage in devices, ion implantation for fabrication) and medicine (diagnostic and 

therapeutic radiology). Interest in this topic began at least a century ago with the 

discovery of radioactivity. Marie Curie suggested that alpha rays were particles that were 

likely to lose speed in matter:  

Les rayons alpha sont des projectiles materials susceptibles de perdre de 
leur vitesse en traversant la matiere. [1]  

The stopping power (SP), S, defined as the mean energy lost by the ion per unit path 

length, is a key quantity that characterizes the process of an ion traveling through matter  

 
dE

S
dx

= −  (3.1) 

(this quantity is actually the stopping force, but it is historically called the stopping 

power). For example, the SP can be used to estimate the damage along an ion track in 

some material or determine how long an ion will travel through a material before it is 

captured. The fluctuation of the SP is referred to as energy-loss straggling. The range of 

an ion at a certain energy is defined as the penetration depth with its fluctuation referred 

to as range straggling.  
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Historically, different theories were developed to treat specific energy ranges, 

projectile types, material types etc… (see [2, 3, 4] for excellent reviews of the various 

theories of ion radiation in materials). When differentiating by the energy of the 

projectile, there are three energy regimes for the ion – slow, intermediate and swift. An 

ion is considered “slow” if its velocity is smaller than the velocity of the valence 

electrons in the material. The velocity of valence electrons in materials is approximately 

the Bohr velocity, 8 1
0 2.2 10c cm sυ α −≡ ≈ × . Alternatively, in terms of energy, an ion is 

slow if 25
keV

E
amu

< . A “swift” or “fast” ion has a velocity 
2
3

0 1Zυ υ> , where Z1 is the 

nuclear charge of the projectile ion [5]. An “intermediate” ion has a velocity in the range 

2
3

0 0 1Zυ υ υ< < .   

 The projectile ions can be further classified by weight. Hydrogen, helium, and 

lithium are considered “light ions” and ions with Z>3 are considered to be “heavy ions”. 

This particular classification is not absolute – however, it is commonly accepted in the 

ion radiation literature.  

 The target material can be differentiated by the species of atoms as well as the 

phase (i.e. gas, liquid, solid). If the target material is a solid, then it can be further 

differentiated as amorphous or crystalline. Figs. 3.1 and 3.2 show examples of amorphous 

silicon and crystalline silicon, respectively.  

We will use TDDFT to model the SP of slow heavy ions that are channeled 

through a silicon crystal (see Fig. 3.2). 
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Figure 3.1: Example of amorphous Silicon [3] 

 
 

 

Figure 3.2: Silicon crystal viewed along <110> direction [3]. The <110> “channels” are 
visible. 
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3.2. Total Stopping Power  

As mentioned above, interest in particle radiation in matter was sparked by the 

discovery of radioactivity at the very beginning of the 20th century – well before the 

structure of the atom was known. Niels Bohr is credited with the first stopping theory of 

ions in matter [6, 7] based on the nuclear theory of the atom in 1913. Bohr wrote the total 

SP as the sum of the electronic SP and the nuclear SP 

 total nuclear electronicS S S= + , (3.2) 

where the nuclear SP, Snuclear, is due to the interaction of the projectile ions with the 

nuclei of the target atoms and the electronic SP, Selectronic, is due to the interaction of the 

projectile ions with the electrons in the target materials. Bohr postulated (correctly) that 

Selectronic dominates as the energy of the projectile gets large (see Fig. 3.3).  In general, 

Selectronic dominates when the projectile energy 1 keV
AMU>� . 

 

 

Figure 3.3: Relative electronic and nuclear SP’s as a function of projectile energy for a 
typical projectile and target material. The peak of the nuclear SP is at about 1 keV

amu  and the 
peak of the electronic SP is at about 100 keV

amu  [8] 
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Bohr argued that the nuclear stopping dominates at low velocities and electronic 

stopping dominates at large velocities because of recoil kinematics of massive nuclei and 

light electrons. Note that the energy range in which we are interested (i.e. ~ 25 keV
AMU ) is 

large enough that electronic stopping dominates. Moreover, the channeling condition 

further reduces the effect of the nuclear SP so that nuclear SP is negligible.   
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3.3. Electronic Stopping Power – Review of Theory 

 

3.3.1. Introduction 

Bethe [9, 10] and Bloch [11, 12] reformulated Bohr’s theory for Selectronic using 

quantum mechanics. The Bethe-Bloch equations are still in use for high velocity light 

projectile ions, 10 2
MeV GeV

E
amu amu

< <  [4]. Again, the systems that are of interest for our 

treatment consist of heavy low-velocity projectile ions where the Bethe-Bloch formalism 

is not applicable and thus does not agree with experimentally observed values for the SP. 

One of the Bethe-Bloch assumptions is that the projectiles are fully stripped. For 

projectile energies below about 10
MeV
amu

, this assumption does not apply and therefore 

the Bethe-Bloch result diverges from experimentally observed SP’s. 

For low-velocity heavy projectile ions, the theory is somewhat more complicated. 

It is generally accepted that Fermi and Teller [13] derived the first theory for low-velocity 

particle radiation in matter. Most of the subsequent literature on low-velocity SP can be 

grouped into one of three approaches: Firsov’s method, linear response, and the phase-

shift formalism from static quantum mechanical scattering theory (see Fig. 3.4).  A 

description of each approach is given in the following subsections. 

Fermi and Teller published a theory for the electronic SP of a material for slow 

muons in 1947 [13]. Their goal was to derive an expression that could be used to predict 

whether a slow muon, Fυ υ<< , emitted from a nuclear reaction would be captured before 

it decays. Fermi and Teller employed classical recoil kinematics to estimate the change in 

velocity of a fast target electron due to a collision with a slow, relatively heavy projectile 
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to be on the order of υ (a head-on collision would result in the magnitude of the velocity 

of the electron changing by only 2υ). Assuming that the electrons in the target behave 

like a degenerate Fermi gas, then any collision that results in a velocity less than the 

Fermi velocity Fυ υ<  is disallowed due to the Pauli Exclusion Principle. Therefore only 

those electrons with velocities within about υ of υF will be allowed to participate in the 

slowing down of the projectile. The electronic SP is then 

 
2 1

ln
3

FT
electronic

s

S
r

υ
π α

� �
= � �

� �
, (3.3) 

where 
1 34

9
α

π
� �≡ � �
� �

 and 
1 33

4sr nπ
� �= � �
� �

 is the one-electron or Wigner-Seitz radius. The 

linear dependence of the SP on the velocity of the projectile in (3.3) is similar to Stokes 

law for the viscous force on a sphere in a liquid. This result is in agreement with 

 
Figure 3.4: Low-velocity particle radiation SP theories all stem from the Fermi-Teller 
theory and can be grouped into one of three approaches. The above figure includes 
several of the most seminal papers on SP theory for each group. 
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experimentally observed data indicating that the SP is proportional to the velocity of the 

ion in the low velocity regime. 

In the late 1960’s, a series of experiments at low and intermediate velocities 

provided evidence that the SP has a complicated dependence on the atomic number of the 

projectile (Z1). There were characteristic oscillations in the SP as a function of Z1, which 

became known as Z1 oscillations. This result was not predicted by any of the current 

theories and significant effort was put into modifying existing theories and developing 

new theories to account for these Z1 oscillations.  

 

3.3.2. Firsov’s Approach 

In this approach, one calculates the momentum transferred from the projectile 

electrons to the target electrons. Firsov [14] modeled the SP as a series of binary 

interactions (one projectile ion scattering off one target atom). In the Firsov model, a 

plane is defined halfway between the target and projectile (see Fig. 3.5).  

 

Figure 3.5: Geometry of the Firsov model. 
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Electrons on the projectile side of the plane are assumed to have the same average 

net velocity, υ, of the projectile ion and electrons on the target side of the plane have zero 

net velocity. Any electron that crosses the plane will then experience a change in 

momentum equal to em υ± �
 depending on whether the electron moves from (to) the 

projectile side of the plane to (from) the target side of the plane. From conservation of 

momentum, there is a change of momentum in the opposite direction of either the target 

or projectile ion. Assuming a continuous distribution of electron density, then the flux 

across the Firsov plane from the target side to the projectile side can be defined as tφ . 

The time rate of change of momentum (i.e. the force) on the projectile atom is  

 p t emφ υ= −F �
. (3.4) 

Conversely, the force on the target atom due to the flux from the target side to the 

projectile side is 

 t p emφ υ=F �
. (3.5) 

Firsov assumed that t pφ φ φ= = . The infinitesimal work done on the projectile and target 

atoms is given by 

 
.

p e p

t e t

dW m d

dW m d

φ υ
φ υ

= − ⋅

= ⋅

R

R

�

�  (3.6) 

The total infinitesimal work done on the projectile and target ions is 

 ( )e t p edW m d d m dφ υ φ υ= ⋅ − = ⋅R R R
� �

, (3.7) 

where dR is the change in the relative position vector from the projectile to the target.  

The total work as a function of the impact parameter, b, can be calculated by integrating 

along the path of the projectile 
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 ( ) ( )e
z b

W b m dφ υ
=

= ⋅� R R�
. (3.8) 

The work done by the change of momentum of the electrons given above in the Firsov 

model at some impact parameter, b, is assumed to be the inelastic energy loss of the 

collision. The stopping cross section, Se, can be calculated from (3.8) 

 ( )
0

2e
b

S db b W bπ
∞

= � , (3.9) 

where b0 is the minimum impact parameter which is either set to zero or can be used as 

an adjustable parameter.  

The key to this approach is then the method in which the electron flux, φ, across 

the Firsov plane is calculated. Originally, Firsov obtained the density, n, from the 

Thomas-Fermi model of the atoms. The infinitesimal flux, dφ , across an infinitesimal 

area, dA , is  

 1
4d n dAφ υ= , (3.10) 

where υ  is the average speed of the electrons. With this simple model, Firsov was able 

to reproduce the gross structure of the SP as a function of projectile velocity and the 

atomic number of the projectile and or target ions.  

The Firsov model was modified by several groups [15, 16, 17, 18, 19] in order to 

reproduce the Z1 oscillations These modifications fall into one of two categories: the 

semi-classical approximation first described by Cheshire et al [15] and Brice’s [16] fully 

quantum mechanical partial wave function (PWF) approach.  Brief descriptions of each 

of the two approaches are given below. 
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Cheshire [15] used Hartree-Fock orbitals to calculate the density and average 

velocity. The density is  

 ( ) m m m
m

n f ψ ψ∗=�r , (3.11) 

where fm are the occupation coefficients and mψ  are the Hartree-Fock wavefunctions. The 

velocity is calculated from the expectation value of the kinetic energy operator, T̂  

 
2 ˆ

k k k
k

f T
m

υ ψ ψ=� . (3.12) 

Finally, Cheshire chose the position of the plane to be at that point where the 

contributions to the potential from both atoms are equal.  

Brice [16] modified the Firsov method by calculating the electron flux from one-

electron orbitals using the partial wavefunction (PWF) method. The PWF, ψ + , 

corresponding to a one-electron wavefunction, ψ , is defined as the part of the 

wavefunction with a minimum momentum equal to k0 across the Firsov plane. Orient the 

axes in Fig. 3.5 so that the ẑ  direction is parallel to R
�

. The PWF is then calculated from 

the reciprocal space representation of the one-electron orbital, ( )ψ k�  

 ( ) ( )
0

3
21

2
i

x y z
k

dk dk dk eψ ψ
π

∞ ∞ ∞
⋅

+
−∞ −∞

� �= � �
� �

� � �
k rr k� . (3.13) 

The minimum momentum, k0, is equal to the momentum of an electron traveling at the z-

component of the velocity of the Firsov plane. It should be stressed that the PWF picks 

out only those electrons that have a momentum that can cross the Firsov plane in the 

frame of reference of the frame itself. The flux across the Firsov plane is then just the 
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surface integral on the Firsov plane of the perpendicular component of the current density 

due to the PWF in the rest frame of the Firsov plane 

 0Re 2
Firsov
Plane

i k dA
z

φ ψ ψ ψ ψ∗ ∗
+ + + +

	 ∂ 
� �= −� �� �∂� �
 �
� . (3.14) 

Brice applied the approach described above using hydrogenic wavefunctions to obtain a 

closed form expression (with some simplification [20]) for the stopping cross section  

 ( )128
15e t p

eff

S N N
Z
υ= − + , (3.15) 

where Zeff is either an adjustable parameter determined from experiment or from more 

first principles calculations. 

The Firsov approach along with the subsequent modifications yielded results that 

were in fair agreement with the experimentally observed values. Nevertheless, none of 

the various flavors of this method were able to achieve parameter-free calculations that 

would agree with experiment better than a factor of 2 or so across a range of velocities (in 

the low-velocity regime) and across atomic species [20].  

 

3.3.3. Linear Response 

In 1954, Lindhard [21] described a method to calculate the SP of a material via 

the dielectric function of the target material. Lindhard treated particle radiation in a 

material as a perturbation to a classical electron gas. The dielectric function can be 

calculated from Poisson’s equation 

 ( ) ( ) ( )2, , 4 ,k V nε ω ω π ω=k k k� � , (3.16) 
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where ( ),V ωk�  is the reciprocal-space and frequency-domain electrical potential and 

( ),n ωk�  is the reciprocal-space frequency-domain electron density. The SP is calculated 

from the dielectric function 

 ( )
2
1
2

0

2 1 1
Im

,
ZdE

d dk
dx kω

υ

ω ω
πυ ε ω

∞ ∞ 	 

= −� �


 �
� � k

. (3.17) 

Lindhard derived an expression for the dielectric function in the low-velocity limit (i.e. 

Fυ υ� ) using the full Random Phase Approximation (RPA). By substituting this 

expression for the dielectric function into (3.17) one obtains the SP in the low velocity 

limit 

 2
1

2 1
ln 1

3 1 ss

dE
Z

rdx r
πυ απ α

π

	 

� �� �

= + −� � � �
� �� �+


 �

. (3.18) 

Note α and rs are defined after (3.3). This result was in better quantitative agreement with 

experiment than Fermi and Teller’s model.  

Whereas the Firsov approach depends greatly on how one calculates the electron 

flux across the Firsov plane, the Lindhard linear-response approach depends heavily on 

how the dielectric function is calculated. Recently, TDDFT linear-response calculations 

of the dielectric function have been used to calculate SP’s with some success [22, 23]. 

 

3.3.4. Quantum Scattering Theory – Phase Shifts 

Lindhard derived an alternative approach for calculating the SP of an ion in a 

material but he did not publish it. Instead, Finnemann was the first to report Lindhard’s 

result in his 1968 Masters Thesis [24]. In this approach, the electronic SP is assumed to 
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be due to the electrons in the material scattering off the potential of the ion. It is also 

assumed that the potential of the ion is spherically symmetric. The following derivation is 

reproduced from Refs. [25-27].  

In the rest frame of the ion, the electrons in the material appear to have an average 

net momentum equal to 

 ep m υ= , (3.19) 

where it is assumed that the velocity of the ion in the rest frame of the material, υ, is 

small compared to speed of light so that the non-relativistic approximation to the 

momentum is valid. The corresponding wave number for the electron is  

 em
k

υ=
�

. (3.20) 

Approximating the energy of the scattering solutions as that of a free electron  

 
2

2 e

k
E

m
= , (3.21) 

solutions to the Schrödinger equation with a spherically symmetric potential can be 

separated into radial and angular components that are eigenstates of the total angular 

momentum and the z-component of the angular momentum. The solutions take the 

following form 

 ( ) ( ) ( )ˆlm l lmR r Yψ =r r , (3.22) 

where l and m are quantum numbers corresponding to the total angular momentum and z-

component of the angular momentum, respectively. The angular functions in (3.22) are 

given by the spherical harmonics ( )ˆlmY r . The radial functions, ( )lR r , are solutions of the 
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radial Schrödinger equation. Defining ( ) ( )2 eU r m V r≡  and ( ) ( )l lu r rR r≡ , one may write 

the radial Schrödinger equation as 

 
( ) ( ) ( )

2
2

2 2

1
0l

l ld
k U r u r

dr r
+	 


− + − =� �

 �

. (3.23) 

With the above equation, one can solve for the radial equation given the spherically 

symmetric potential. 

The next step is to analyze solutions of (3.23) more carefully. First, consider the 

case where the potential is zero. Solutions to (3.23) where ( ) 0U r =  must have the form 

of plane waves since this is the equivalent of a free electron. A plane wave decomposed 

 
Figure 3.6: Schematic of a scattering event. Outside a sphere of radius Rc, the potential is 
zero. In Region I, the electron is just an incoming plane wave with momentum k. In 
Region II, the spherically symmetric potential is not zero and the radial Schrödinger 
equation must be solved for the eigenstates. In Region III, the potential is zero and the 
solution is a phase shifted spherically decomposed plane wave. 
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in radial and angular components is just the product of spherical Bessel functions and 

spherical harmonics 

 ( ) ( ) ( )ˆˆ4i l
l lm lm

lm

e i j kr Y Yπ⋅ ∗= �k r r k . (3.24) 

Note that k is pointing in an arbitrary direction. It is further assumed that the potential 

effectively vanishes beyond some cutoff radius. Consider the solution in three regions. 

Region I is far away from the scattering center when it the electron is just an incoming 

plane wave (i.e. the incoming wave). Region II is near the scattering center where the 

potential is not negligible. Region III is far away from the scattering center but after the 

electron has been scattered (i.e. the outgoing wave).  

It is assumed that the incoming wavefunction is a plane wave. Therefore, the 

radial solutions to the Schrödinger equation in Region I are  

 ( ) ( )I l
l lR r i j kr= . (3.25) 

In region II, one must solve the radial Schrödinger equation (3.23) restricted by the 

boundary conditions that the solutions and the first derivative of the solutions must match 

at the interface between region I and region II (i.e. ( ) ( )I II
l c l cR R R R= ). In region III, 

again, the solution is similar to that given by (3.25) except that it is modified such that it 

is still a solution to the radial Schrödinger equation with zero potential but is able to 

match the boundary conditions at the interface between region II and region III (i.e. 

( ) ( )II III
l c l cR R R R= ), 

 ( ) ( )III l
l l l lR r i c j kr δ= + . (3.26) 

The radial solution in region I, ( )I
lR r , is similar to the radial solution in region III, 

( )III
lR r , except for the coefficients, cl, and the phase factors, lδ  (also referred to as 
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scattering phase offsets). The coefficients, cl, are chosen so that the boundary conditions 

are satisfied. The phase offsets, lδ , can be physically interpreted as a measure of how the 

scattering potential affects the l-th component of the free particle (i.e. the part of the free 

particle with angular momentum l). Moreover, one may choose cl so that lδ  are real. 

It is often more convenient to solve for the radial wavefunction by recasting the 

radial Schrödinger equation in integral form. This approach allows one to include the 

boundary conditions [25], 

 ( ) ( ) ( ) ( ) ( ) ( )2

0
l l l l lR r j kr ik dr r j kr h kr U r R r

∞

< >′ ′ ′ ′= − � , (3.27) 

where hl are spherical Hankel functions and r<  and r>  are defined such that 
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if r r

r r

r r
else r r

r r

<

>
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>

=�′< � ′=�

′=�′> � =�

. (3.28) 

There are two methods that can be used to calculate the scattering phase offsets 

given a spherically symmetric potential. In the first method, the phase offsets are 

calculated from the radial wavefunctions and the potential using the relation 

 ( ) ( ) ( ) ( )2

0

sinli
l l le k dr r j kr U r R rδ δ

∞

= − � . (3.29) 

Alternatively, Calogero [28] derived a method to calculate the phase offsets without the 

radial solutions. The result is a first-order nonlinear differential equation for the phase 

offsets as a function of the radius, ( )l rδ , 

 
( ) ( ) ( ) ( ) ( ) ( ){ }2

cos sin 0l
l l l l

d r V r
J kr r N kr r

dr k

δ
δ δ+ − =	 
 	 

 � 
 � , (3.30) 
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where Jl are Riccati-Bessel functions of the first kind and Nl are Riccati-Neumann 

functions (i.e. Riccati-Bessel functions of the second kind). The above equation is subject 

to the boundary condition ( )0 0lδ = . Once the potential vanishes, the radial derivative of 

the phase shifts must also vanish in order to satisfy (3.30) and therefore the phase shifts 

will not change for cr R> , i.e., the phase shifts will approach their long range values as 

cr R→ .   

The phase shifts can be used to calculate useful quantities such as the scattering 

amplitude, the total scattering cross section, the transport cross section and the SP. 

Taking the initial direction of the incoming planewave to be along the z axis, the 

scattering amplitude, ( ),f θ φ , can be written in terms of the phase shifts as 

 ( ) ( ) ( ) ( )1
, 2 1 sin cosli

l l
l

f l e P
k

δθ φ δ θ= +� , (3.31) 

where ( )lP x  are Legendre polynomials. Given the scattering amplitude, the total cross 

section can found by integrating the product of the scattering amplitude with its complex 

conjugate over all angles 

 ( ) ( )( ) ( ) ( )2

2

1
, 2 1 2 1 sin sin cos costot l l l l

ll

d f l l d P P
k

σ θ φ δ δ θ θ′ ′
′

′= Ω = + + Ω�� � . (3.32) 

The Legendre polynomials have the following orthogonality property, 

 ( ) ( )
1

1

2
2 1

ll
l ldx P x P x

l
δ ′

′
−

=
+� . (3.33) 

The delta function in the above equation collapses one of the sums in (3.32) yielding the 

following expression for the total cross section 

 ( ) ( )2
2

4
2 1 sintot l

l

l
k
πσ δ= +� . (3.34) 
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Massey and Burhop [29] derived an expression for the transport cross section as a 

function of the phase shifts and the electron wave number 

 ( ) ( )2
12

4
1 sintr l l

l

l
k
πσ δ δ += + −� . (3.35) 

The transport cross section is also referred to as the momentum transfer cross section or 

the diffusion cross section. It is a measure of how much momentum is transferred to an 

object due to scattering. It is defined by the elastic differential scattering cross section 

 ( )
0

2 1 cos sintr
el

d
d

d

π σσ π θ θ θ≡ −
Ω� . (3.36) 

The factor of ( )1 cosθ−  accounts for the larger momentum transferred to the particle at 

larger scattering angles (i.e. the maximum momentum is transferred when the scattering 

angle is 180o). The transport cross section is related to the SP by  

 2
e trS n m υ σ= , (3.37) 

where n is the density of the electrons in the material. Substituting (3.35) and (3.20) into 

(3.37) and assuming atomic units yields an expression for the SP in terms of the density 

and the phase shifts, 

 ( ) ( )2
14 1 sin l l

l

S n lπ δ δ += + −� . (3.38) 

Several groups have used the above approach to calculate the SP for ion radiation 

in materials. Briggs and Pathak [30] were the first to publish SP’s using this technique in 

1973. They calculated the phase shifts by using a Molière form for the potential of an 

atom, derived from the Thomas-Fermi model of the atom 

 ( )
3

1

1 jb r
j

j

V r a e
r

−

=

= � . (3.39) 
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Where aj and bj are fit parameters to the potential using the Thomas-Fermi model for the 

ion.  

In 1977, Ferrell and Ritchie [31] calculated the phase shifts by approximating the 

potential as a Yukawa screened Coulomb potential 

 ( ) 1 rZ
V r e

r
κ−= . (3.40) 

The screening length, κ, and the phase shifts are determined self-consistently by 

satisfying (3.30), (3.40) and the Friedel sum rule (see [32] for an excellent derivation) 

 ( )1

2
2 1 l

l

Z l δ
π

= +� . (3.41) 

Echenique et al. [33] calculated the SP by modifying the quantum scattering 

approach described above in the following way. First, the potential of the projectile in a 

homogeneous electron gas (HEG) is calculated using DFT. In the second part of this 

method, the phase shifts are calculated from the solutions of the SE for electrons 

scattering off this potential. They used the Friedel sum rule to check that they had 

included enough terms in the expansion. The theory has a free parameter, namely the 

constant electron density of the homogeneous electron gas. The parameter was fitted by 

requiring the calculated stopping power for boron to match the experimental value. 

Agreement with experimental results is good for well-channeled ions along the <110> 

direction in silicon, except for high-Z values. Agreement with experimental values for the 

<111> channel, random orientations and channeling in aluminum is not as good. 

Kumar and Pathak [34] approximated the inhomogeneity of the electrons in the 

target material using the shell model [35,36] for the axial charge. In the shell model, the 
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electron density in the channel is cylindrically symmetric about the axis of the channel. 

They approximated the electron density as 

 ( ) 2brn r ae c= + , (3.42) 

where r is the distance to the axis of the channel running down the center of the channel, 

a = 0.000154, b = 0.727563, and c = 0.012289. The momentum transfer cross section, 

σtr, is calculated from the phase shifts of the static scattering states off of a parameterized 

Moliere potential for each projectile species as described above. The SP is then calculated 

from (3.38). The density is found by averaging the expression for the density given by 

(3.42) over the an area of radius Rs 

 ( )2
0

1
2

sR

avg
s

n dr n r
R

π
π

= � , (3.43) 

where Rs is the radius that is equal to the position of the maximum density of the 

outermost orbital of the projectile in its most likely charge state. For example, a sodium 

ion is assumed to be singly ionized so Rs would be the distance to the maximum density 

of the 2p orbitals. Again, navg is plugged into (3.38) to obtain the SP’s.  

The Shell model of Kumar and Pathak produced good qualitative agreement with 

experiment. These authors were the first to incorporate a method to account for the 

inhomogeneity of the target electron gas into the Quantum Scattering Theory approach. 

However, they were unable to achieve good quantitative agreement because of the lack of 

accurate and self-consistent potentials in the calculations of the phase shifts.  

Finally, the last significant improvement to this approach was made by Calera-

Rubio, Gras-Marti and Arista in 1994 [37]. They suggested a method to improve the 

theory so that it would give better general agreement with experiment (e.g. <111> 
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channel in silicon and aluminum targets). They approximated the scattering potential with 

the Yukawa potential (following Ferrell and Ritchie [31]). Using the FSR, they calculated 

a set of self-consistent phase shifts for a mesh of possible target electron densities, 

( )l srδ . From the scattering phase shifts, the SP can be calculated from (3.38). Finally, 

they treated the target electron gas as the sum of spherically symmetric density 

distributions, n(r). The total SP is found by integrating over the volume of each atomic 

cell 

 ( )2

0

4
ar

avg
e aS N dr r S rπ= � , (3.44) 

where Na is the number of atoms per unit volume, ra is the atomic radius, and Se(r) is the 

SP as a function of the density at radius r. With this basic approach, they were able to 

account in a rough way for the inhomogeneity of the target electron gas although they 

had to introduce an additional parameter, ra, for each ion. 

Further improvements were made to this approach using the Extended Friedel 

Sum Rule (EFSR) to account for the velocity of the projectile when enforcing the self-

consistent screening of the projectile [38]. However, there was no significant 

improvement in the agreement of the theory with experiment. 

 

3.3.5. Calculations of Stopping Power using TDDFT+MD 

All of the approached for SP calculations described above entail ad hoc 

assumptions about the form of potentials or electron densities and/or free parameters that 

are fit to the data. We now describe the present application of TDDFT+MD, the method 

described in Chapters I and II, to the calculation of the SP. The method has no free 
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parameter that need to be fitted to the data. In this formulation, the electrons propagate by 

integrating the time-dependent Kohn-Sham equation using the adiabatic local-density 

approximation for exchange-correlation while the nuclei are treated as classical point 

charges that evolve by integrating the classical equations of motion. In general, when 

applying this approach, there can be a problem due to quantum effects that are neglected 

by the semi-classical treatment of the nuclei [39,40]. However, it is known that this so-

called branching problem is negligible when this method is applied to systems with 

energetic ions [41] because the quantum fluctuations of the forces on the ions being too 

small to appreciably alter the relatively large momenta of the ions. For example, 

TDDFT+MD has been successfully applied to the study of the collision of alkali-metal 

clusters [42,43]. 
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3.4. Binary Atomic Collisions 

Before we describe the results of SP calculations, we apply TDDFT+MD to study 

the collision of two atoms in order to assess the methods capabilities and limitations in a 

simpler case. The simulation cell at the beginning of the calculation is shown in Fig. 3.7. 

Initially, a DFT ground-state calculation takes place for two isolated silicon atoms 

separated by 8Å. At the beginning of the time-dependent part of the calculation, one atom 

is held fixed and the other is given an initial velocity, 
Å

2
fs

υ =  directed so that it scatters 

off the first atom with an impact parameter, 2Åb = .  

 

As the calculation proceeds, the projectile ion moves across the simulation cell 

and scatters off the stationary ion, which is free to move. As mentioned in Chapter I, the 

total energy of the TDDFT+MD system is conserved 

 tot nuc instantE E E constant= + = . (3.45) 

The instantaneous energy and the kinetic energy of the nuclei for this system are shown 

as a function of the position of the projectile in Fig. 3.8 (a) and 3.8 (b), respectively. 

 
Figure 3.7: Initial state of a binary atomic scattering TDDFT+MD calculation. 
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From Fig. 3.8, for a TDDFT+MD calculation, the total energy is conserved with 

energy being transferred back and forth between the electrons (instantaneous energy) and 

kinetic energy of the projectile. As the projectile passes the target atom, the instantaneous 

energy increases to a maximum and then declines to some asymptotic value equal to the 

initial value plus E∆ . Conversely, the nuclear kinetic energy decreases to a minimum at 

the point of nearest approach and the then increases asymptotically to a value that is 

equal to the initial kinetic energy less E∆ . The overall effect of the collision is to transfer 

E∆  to the excitation of the electrons from the kinetic energy of the projectile. From the 

density plots in Figs. 3.9, it can be seen that a transitory bond forms between the atoms 

when they are near one another. For this collision, the impact parameter is 1Å, which 

results in a repulsive force when the atoms are near the distance of closest approach. Thus 

 
Figure 3.8: (a) Instanteous and (b) kinetic energy for TDDFT (solid line) and BOMD 
(dotted line) calculations of silicon-silicon scattering described in Fig. 3.7. 
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the kinetic energy of the projectile dips to a minimum and the instantaneous energy is at a 

maximum when the projectile is at the distance of closest approach. 

 

The results for a Born-Oppenheimer Molecular Dynamics (BOMD) calculation of 

the same event (see Chapter I for a description of BOMD) are also shown in Fig.  3.8. 

However, since the instantaneous energy in a BOMD calculation is just the instantaneous 

ground-state energy of the system, both the instantaneous and nuclear kinetic energies 

return to their respective initial values after the collision (i.e. the ground-state energy is 

just a function of the inter-atomic distance).  

It is clear from this simple example that the use TDDFT+MD is a powerful tool to 

study systems that entail energy transfer from nuclei to electrons. For such systems, the 

BOMD approach is not suitable because of the fundamental underlying assumption does 

not permit the electrons to ever be excited. A good example of such a system is the 

movement of projectile ions through channels in silicon crystal, which will be described 

in the next section.  

 
Figure 3.9: The electron density before (a), and during (b),(c) the collision between two 
silicon atoms. A transitory bond forms between the atoms when they are near enough. 
The impact parameter is 1Å. 
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3.5. Stopping Power of channeled ions  

 

3.5.1. Introduction 

We have considered the case of channeled ions moving at intermediate velocities 

through silicon. There are several reasons why channeling conditions are ideal for the 

TDDFT+MD approach. First, a channeled ion is guaranteed not to violate the restrictions 

of a pseudo-potential based calculation (i.e. one ion cannot be within the projector radius 

of another) as it moves through the channel. Second, the SP exhibits a characteristic 

oscillatory dependence on the atomic number of the projectile (Z1) in the intermediate-

velocity regime that is exaggerated when the ions are channeled compared to non-

channeled ions. These Z1 oscillations had not been predicted by the stopping theory that 

was current at the time they were originally observed. Indeed, Z1 oscillations remain a 

challenging result to reproduce theoretically, relying on the detailed quantum mechanical 

behavior of a projectile interacting with a target system. Thus, reproducing Z1 oscillations 

provides a useful benchmark for the ability of a method to capture the physics of ion 

radiation in materials. Finally, ions in the intermediate-velocity regime are well-suited for 

TDDFT+MD calculations because the projectile is able to move through a typical sized 

simulation cell (on the order of 10’s of Angstroms) in a few femto-seconds – well within 

the limits of available computational power.  

 

3.5.2. Experimental Observations 

        Z1 oscillations were first observed experimentally in a variety of target materials 

where the beams were oriented in random directions with respect to the orientation of the 
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target crystal [44, 45, 46]. The amplitudes of these Z1 oscillations for a given material 

were observed to increase when the ions were channeled [47, 48, 49]. We focus on the 

experimental observations by Eisen in 1968 [48] of the SP for ions moving through the 

<110> and <111> channels of thin films of silicon. The results of Eisen are shown in Fig. 

3.10. In this experimental setup, the target material is a thin film of silicon a few microns 

thick oriented so that the projectiles move through either the <111> or <110> channels. 

The end on view of the <111> and <110> channels are shown as insets in Fig. 3.10 

illustrating how much larger the <110> channels are compared to the <111> channels. 

The projectile ions are initially accelerated to a constant velocity equal to 1.5x108 cm/s or 

12 keV/nucleon.  Since it is the initial velocity that is held constant for the various 

projectile species, the initial kinetic energy varies with the mass of the projectile. 

 
Figure 3.10: The experimentally observed SP’s as a function of the atomic number of the 
projectile (Z1) for ions moving through the <111> and <110> channels of silicon [48]. 
The end-on view of the channels is shown in the inset to illustrate the difference in size. 
The effect of this difference in channel size is that the SP is greater along the <111> 
direction compared to the <110> direction although the qualitative structure of the two 
curves is very similar. 
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The Z1 oscillations are not not very intuitive. One might expect that the SP would 

steadily decline as Z1 increases since the atom itself is getting bigger. However, the SP is 

observed to decline across most of the second period from carbon to neon then it 

increases across most of the third period from sodium to argon. Moreover, the group of 

the projectile does not seem to have much impact on the Z1 structure. For example, while 

carbon and silicon are both group IV projectiles – each with four valence electrons – 

carbon is a local maximum in the curve and silicon is far away from both a local 

maximum and local minimum. As another example, consider neon and argon, two noble 

gases with similar electronic properties, have SP’s that differ almost by an order of 

magnitude (for the <110> case). Moreover, neon is near the local minimum whereas 

argon is near a local maximum.  

 

3.5.3. TDDFT+MD Calculation Details  

The electronic ground-state of a simulation cell similar to that shown in Fig. 3.11 

is taken to be the initial state of the system. For the case of a <110> run, the target 

material consists of 72 silicon atoms in an un-relaxed bulk structure oriented so that the 

projectile atom will move through a <110> channel. The periodic boundary conditions 

imply that the target is an infinite thin film. After the groundstate is found, the time-

dependent part of the calculation begins where the projectile ion is given an initial 

velocity, 8 11.5 10 cm sυ −= × , equal to that reported by Eisen [48]. As described above, the 

electrons evolve by integrating the TDKS equation while the nuclei propagate by 

integrating the classical equations of motion. 
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3.5.4. Method for Calculating the SP 

The SP can be determined directly by averaging the force on the projectile while 

in the crystal. For example, the force on a Mg projectile is shown as a function of 

position in the simulation cell in Fig. 3.12. The average force in the crystal is shown as a 

gray dashed line. The grid lines indicate when the projectile is in one of the planes of 

atoms as it moves through the channel. 

 

Figure 3.11: Initial state of the simulation cell for the SP calculation for projectiles 
moving through a <110> channel in silicon. The target consists of 72 silicon atoms in un-
relaxed bulk crystal structure (periodic boundary conditions are applied in the directions 
perpendicular to the projectile motion). 
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Figure 3.12: The force on a Mg projectile as it moves through the simulation cell. The 
horizontal dashed gray line indicates the average value of the force, -4.89 eV/Å, while in 
the crystal. The positions of the planes of atoms in the crystal are shown by the vertical 
dashed lines. 

 
 

Alternatively, the SP can be calculated from the kinetic energy of the projectile 

using Eq. (3.1). For example, the kinetic energy of a Mg projectile is shown in Fig. 3.13. 

The best linear fit to the kinetic energy is given by the dashed line. The slope of this line 

is the SP. The six vertical dotted lines in Fig. 3.13 correspond to when the projectile is in 

one of the [110] planes of atoms (i.e. it is at its point of closest approach to neighboring 

atoms). The inset is the difference between the kinetic energy and the linear fit to the 

kinetic energy while the projectile is in the crystal. Note that the scale of the inset is eV 

versus keV for the bigger plot. The variation in the kinetic energy as it moves from one 

plane of atoms to the next in the crystal indicates the formation and dissolution of 

transitory bonds with the nearest neighbors. This approach is equivalent to that described 

above for averaging the forces directly since the velocity of the ions in the TDDFT+MD 
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formulation are calculated by integrating the forces. In practice, the time step sizes are 

sufficiently small that the SP calculated from both methods are equal. 

Although the two approaches described above are equivalent, the second 

approach suggests a third alternative method for calculating the SP. From (3.45), the time 

rate of change for the instantaneous energy must be equal and opposite the time rate of 

change of the nuclear kinetic energy  

 instant nucdE dE
dt dt

= − . (3.46) 

Dividing both sides by the velocity and applying the chain rule yields an expression for 

the SP directly  

 
Figure 3.13: The kinetic energy of a Mg ion channeling through a thin film of silicon. 
The dashed line is a fit to the portion of the kinetic energy of the ion while in the thin 
film. The SP is found from the slope of the fit. The inset is the difference between the 
kinetic energy and the fit. 
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 nuc instantdE dE
S

dx dx
= − = . (3.47) 

From this expression, one can calculate the SP from the change in the 

instantaneous energy. The instantaneous energy, nuclear kinetic energy and total energy 

are shown in Fig. 3.14 for a magnesium projectile moving through silicon crystal.  

Note that the total energy is not perfectly conserved. This is an artifact due to 

numerical instability and can be controlled by reducing the time step size. As is usual in 

electronic-structure calculations, one focuses on the convergence of the quantity of 

interest, namely the SP in the present case. Once the SP is converged, smaller time steps 

improve overall energy conservation but have no appreciable effect on the SP value.  

 
Figure 3.14: The instantaneous, nuclear kinetic and total energies as a function of the 
position of a Mg projectile moving through a silicon thin film. Note that the total energy 
is not perfectly conserved. Energy conservation is improved with smaller time steps. 
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To analyze the relation between time step size and the error in SP as calculated 

from the instantaneous energy versus the nuclear kinetic energy, both Einstant and Enuc are 

shown as a function of the dt-1 in Fig. 3.15. 

 

 
Figure 3.15: SP’s for a Na projectile calculated from the instantaneous energy, Snuc, and 
the nuclear kinetic energy, Sinstant, as a function of the inverse of the time step size (dt-1). 
Note that the units are inverse atto-seconds, where 1as = 10-18s 
 
 
 

From Fig. 3.15, the convergence of the SP calculated from the nuclear kinetic 

energy, Snuc, is much more sensitive to the size of the time step than the Sinstant, the SP 

calculated from the instantaneous energy. Thus, one can use larger time steps (i.e. better 

computational efficiency) by calculating the SP from the instantaneous energy instead of 

the nuclear kinetic energy. It should be noted that the error in the nuclear kinetic energy 

does not affect the rest of the calculation because the only effect that the nuclear kinetic 

energy has on the rest of the calculation is that the velocity of the ion determines where it 

will be at each time step. Since the forces (i.e. the SP’s) are too small to appreciably alter 
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the velocity, the error in nuclear kinetic energy does not have any significant effect on the 

rest of the calculation. For example, of the projectile species in this study, carbon feels 

the most deceleration due to its relatively low mass and large SP. The velocity of the 

carbon projectile exiting the crystal is equal to 99.95% of the initial velocity. Even a 

relatively large error in the force will have little impact on the actual position of the 

projectile in the cell at any given time. Therefore, in practice, we report the Sinstant as the 

SP.  If Sinstant varies from Snuc by a significant amount, we run simulations with smaller 

time steps in order to verify that it has converged. 

 

3.5.5. Stopping Power Error Analysis  

The source of inaccuracy in the Snuc calculations is due to the calculation of the 

forces. The expression for the forces on the ions was derived from the Lagrangian for the 

TDDFT+MD formulation as described in Chapter I (note that an equivalent expression 

can be derived for time-dependent quantum mechanical systems from the Hellmann-

Feynman theorem [50]). The expression for the force on the Ith nucleus is 

 ˆ
I I j e j

j

Hψ ψ= −∇ �F . (3.48) 

Note that the gradient is taken with respect to the Ith set of nuclear coordinates. Since the 

wavefunctions do not depend explicitly on the nuclear positions, the gradient can be 

applied directly to the Hamiltonian. Since the nuclear kinetic energy operator commutes 

with the electronic positions, (3.48) may be written as  

 ( ) ( )nn I
I I I ne Id n υ= − ∇ −�F F r r r R , (3.49) 
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where nn
IF  is the contribution to the force on the Ith nucleus due to Coulomb repulsion 

from the other nuclei. For free-space boundary conditions the nuclear-nuclear Coulomb 

force on any given nucleus is the sum over the Coulomb forces due to the other nuclei in 

the simulation cell. For periodic boundary conditions, the sum must be over an infinite 

number of nuclei in the periodic images (this can be implemented efficiently via an 

Ewald Summation [51]). The second term in (3.49) includes ( )I
ne Iυ −r R , which is the 

nuclear-electron contribution to the Hamiltonian. It is often approximated with 

pseudopotentials [52] for the sake of numerical efficiency. In practice, this expression is 

evaluated in reciprocal space where the gradient is a diagonal operator. Following the 

same derivation as given in Chapter II, the force is  

 ( ) ( ) Iinn I
I I ned n i eυ ⋅= − Ω�

G RF F G G G G�� , (3.50) 

where ( )n G�  and ( )I
neυ G�  are the reciprocal space representations of the density and the 

potential of the Ith nuclei, respectively. It is likely that the factor of G in eq. (3.50) 

contributes to the error in Snuc because a factor of G results in the higher momentum (i.e. 

G) components of the electron density contributing more to the forces. For a converged 

ground-state calculation, the electron density vanishes for large G values so their 

contribution to the forces is negligible even with the factor G. However, for time-

dependent runs in the TDDFT+MD formalism, electrons can be excited and therefore 

there could non-vanishing values of the density at large G. Since any error in the 

propagation of the wavefunctions is exaggerated by the factor G, the calculation of the 

forces is more sensitive to time-step size. The instantaneous energy does not have this 

factor of G. Although we have not rigorously proved this mechanism as the cause of the 
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error, there are two findings that support this hypothesis. First, we have observed that for 

a fixed time-step size the error in the SP increases as the wavefunction and density 

cutoffs increase, which would suggest that additional high-G components are 

disproportionately responsible for the error. Second, Sugino and Miyamoto [53] found 

that they could maintain numerical stability at larger time steps by imposing a cutoff on 

the high momentum components of both the kinetic energy operator and electron density. 

Note, however, that such a cutoff prescription introduces an unacceptable error into the 

calculation even though the total energy appears conserved.  

 

3.5.6. Initial Charge State  

Obtaining the correct charge state of the projectile while inside the crystal 

presented difficulty for previous theories until Ferrell and Richie [31] suggested applying 

the Friedel Sum Rule to ensure that the effective scattering potential was self-consistent. 

For the approach of Echenique et al. [33], DFT was used to calculate the self-consistent 

potential of the projectile in the HEG and therefore the self-consistency was ensured by 

the method (although they verified self-consistency via the Friedel Sum Rule). For 

TDDFT+MD calculations, the charge state of the projectile is determined by the quantum 

mechanical time-evolution operator and therefore it is not necessary to check the charge 

state with the Friedel Sum Rule.  

However, it is possible that the initial charge state of the projectile while outside 

the crystal (see Fig. 3.11) may affect SP. In order to check for the effect of the initial 

charge state, an external bias was applied to the initial ground-state calculation in order to 

force a desired charge on the projectile. The bias was removed at the start of the time 
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dependent portion of the calculation. We found that the initial charge state has almost no 

affect on the SP. This result is consistent with the experimental observations of Jiang et 

al. [54].  

 

3.5.7. Theoretical Results 

The SP calculation described above was performed for projectile species ranging 

from boron (Z1=5) to potassium (Z1=19). The results for the TDDFT+MD calculation, 

experimental observation [48] and the quantum-scattering-theory results of Echenique et 

al [33] are shown in Fig. 3.16 for projectiles moving through <110> channels in silicon 

crystal. 

 

 
Figure 3.16: The <110> channeling SP as a function of projectile species (Z1) for 
TDDFT+MD, experiment by Eisen [48], and the quantum scattering theory by Echenique 
et al. [33] 
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The TDDFT+MD results are generally in excellent quantitative agreement with 

experiment for the entire range of projectile species. Moreover, the TDDFT+MD 

calculations do not require any parameters to be fit to experiment. The results of 

Echenique et al. are in excellent agreement with experiment for the smaller species of 

projectiles (Z1 < 14) but systematically underestimate the SP for the larger species 

starting with silicon (Z1 � 14). It is also necessary to include at least one parameter for 

this method. In this case, Echenique et al. adjusted the density of the HEG so that the SP 

they calculated for boron (Z1=5) was equal to the experimentally observed value.  

It has been suggested that the limited agreement between the theory by Echenique 

et al [33] and the data is due to the approximation of the electron gas in the solid as a 

homogeneous electron gas of constant density. We will now present calculations that 

demonstrate that both the inhomogeneities in the electron density in silicon and 

dynamical effects (changes in the electron density associated with the projectile and 

corresponding feedback on the crystal electrons) are essential in obtaining quantitative SP 

values without free parameters. 

Consider Fig. 3.17 which shows 2-D views of the electronic density centered on 

the projectile as the latter moves through the channel from one atomic plane (a) to a 

position equidistant from the two nearest atomic planes (b) to the next atomic plane (c). 

The inset in the bottom right of the figure shows the positions of these slices as seen from 

the side. The 1-D plots in (d) correspond to the density along the color-coded lines in the 

2-D plots. The solid and dotted light gray horizontal lines correspond to densities of 

rs=2.23 and rs=2.38, respectively. Later we will compare with HEG SP theories that 

assume densities corresponding to rs=2.23 and rs=2.38.  Note that the density varies by 
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about an order of magnitude from the center of the channel to the nearest bond center. 

As the projectile gets bigger it “sees” a higher average density and therefore the HEG 

density that is fitted to measured SP values for small-Z projectiles is not as good for 

larger-Z projectiles, as indeed is the case with the results by Echenique et al [33]. 

 

 

 
 
Figure 3.17: Plots of the valence electron density in the [110] plane centered on the 
projectile as it moves from one plane of atoms (a), to a distance equidistant from planes of 
atoms (b), to the next plane of atoms (c) through a <110> channel. The middle plot 
corresponds to when the projectile is half way between the planes of atoms. The density is 
calculated from the pseudo-wavefunctions and is therefore negligible in the ion core. The 
gray arrows point to the projectile. The 1-D plots of the density through the projectile are 
also shown in (d). The solid horizontal gray line corresponds to a constant density rs=2.23 
and the dotted horizontal gray line corresponds to a constant density, rs=2.38. 
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In contrast to prior methods, the TDDFT+MD approach includes the full 

electronic structure of the target lattice. In order to test the role of these inhomogeneities 

in the electron density in determining SP values, we performed TDDFT+MD SP 

calculations for projectiles moving through a HEG. Such a calculation includes the full 

dynamical response of the electrons (both in the target and associated with the projectile) 

but does not account for the inhomogeneity in the target electron density. In a first set of 

calculations, we used the electron density used by Echenique et al [33] in order to 

examine the effect of dynamical response. The results are shown as open red diamonds in 

Fig. 3.18 (a), It is clear that the differences from the results of Echenique et al. are 

substantial, demonstrating that dynamical response is not negligible. Furthermore, what 

should be an improvement in the calculation (inclusion of dynamical response that is 

neglected by Echenique et al.) worsens the agreement with the data. In a second set of 

calculations, we adjusted the density of the HEG until the calculated SP agreed with the 

experiment value for boron (Z1=5) and then used that density for the rest of the 

projectiles. This density corresponds to a Seitz radius, rs=2.23. The results of these 

calculations are shown in Fig. 3.18 (a) as open blue diamonds. Once more, agreement 

with the data is not very good. In fact the two sets of results show that changing the 

constant electron density of the HEG seems to shift the overall curve rigidly, 

demonstrated that there is no value of a constant electron density that can reproduce the 

experimental SP values if full dynamical response is included. The net conclusion is that 

both electron-density inhomogeneities and dynamical response are needed to obtain 

quantitative agreement with the data without free parameters.  
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In order to further corroborate the above conclusion we performed SP calculations 

for ions moving through the <111> channel of a Si lattice [48]. The experimental data, 

the present results using TDDFT+MD, and the results from the quantum-scattering-

 
 

  
Figure 3.18: (a) Comparison of measured and calculated <110> SP’s. (b) <111> 
measured and calculated SP’s. The insets show the relative sizes of the <110> and <111> 
channels. 
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theory of Echenique et al. are shown in Fig. 3.18 (b).  The insets show the relative sizes 

of the <110> and <111> channels.  

As for the <110> case, the TDDFT+MD calculated SP’s  for <111> channeling  

are in good quantitative agreement with the experimental data across the whole range of 

projectile species while the quantum scattering theory results of Echenique et al [33] 

systematically underestimate the SP for the larger projectile species. The difference 

between the <111> and <110> results is that this systematic underestimation of the SP 

begins at oxygen (Z1=8) for <111>. Since the <111> channel has a smaller cross section, 

the range of species for which the HEG approximation works is smaller than for the 

<110> channel. Because the projectiles in a <111> channel are more constricted, they 

feel non-uniformity of the target electron density more acutely than projectiles in a <110> 

channel.  

 

3.5.8. Conclusions 

We have demonstrated that the TDDFT+MD approach can be used to obtain 

quantitative agreement with experiment for the SP’s of low-velocity projectiles moving 

through a non-uniform electron density such as those found in real materials without any 

parameters. We chose to study channeling projectiles in a silicon crystal because (a) the 

amplitude of the Z1 oscillations are larger for channeling conditions (b) there are 

experimentally observed values against one can measure the accuracy of the theory and 

(c) channeling projectiles are guaranteed to have some minimum impact parameter with 

respect to nearest target atoms that is greater than the projector radius of the underlying 

pseudo-potential representation that is used in our implementation of TDDFT. We found 
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that the SP can be calculated from the instantaneous energy more accurately for a given 

time step size than by calculating SP directly from the force on the projectile. We also 

found that the initial charge state of the projectile before it enters the crystal has almost 

no measurable affect on the final calculated SP. Therefore the charge state of the 

projectile once inside the crystal is only dependent on its atomic number (Z1), velocity, 

and the target material – not on the initial state before entering the crystal. This is 

consistent with experimental observation. Finally, the TDDFT+MD approach allows one 

to avoid the HEG approximation that is implicit to the quantum scattering theory that is 

currently most often cited for low-velocity SP calculations.  
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CHAPTER IV 

 

INTERACTIONS OF ELECTROMAGNETIC RADIATION WITH MATTER 

 

4.1. Introduction 

In this chapter, we employ TDDFT to examine the interaction of electromagnetic 

radiation with matter. In the TDDFT formulation, electromagnetic radiation is not 

quantized. Instead, electromagnetic radiation is represented by classical fields, which is a 

fundamental limitation of the formalism. The goal is to find systems of interest where this 

particular approximation does not inhibit the ability of TDDFT to capture the underlying 

physics.  

We will explore two distinct cases. First we will investigate the absorption of 

electromagnetic radiation. In the second case we examine emission. We represent the 

external perturbing electromagnetic field as a classical 4-vector potential which couples 

to the electronic system via the canonical momentum and scalar potential. The canonical 

momentum is defined as 

 ˆ can i q≡ − ∇ +p A . (4.1) 

A is the 3-vector portion of the 4-vector potential representation of the external 

electromagnetic field. Note that TDDFT is only formally defined for longitudinal vector 

potentials [1]. Therefore we must use the long wavelength approximation (see below) to 

couple light to the system. In practice we choose to work in the Coulomb gauge where 

the gauge constraint is given by 

 0∇ ⋅ =A . (4.2) 
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The Coulomb gauge is numerically desirable for two reasons. First, it guarantees that the 

vector potential only represents the transverse component of the electromagnetic field 

(i.e. light). External electromagnetic radiation (e.g. laser light) is assumed to have 

sufficiently long wavelength so that at any given instant in time the electric field is 

constant everywhere in space (long wavelength approximation) 

 ( ) ( )0, t t=E r E . (4.3) 

The reason why the Coulomb gauge is advantageous now becomes apparent for periodic 

systems. For any gauge where the external electric field is represented by a scalar 

potential, a constant electric field in a supercell is represented by a saw-tooth potential, 

which would result in a discontinuity at the boundaries. In contrast, in the Coulomb 

gauge, the electric field is the time derivative of the vector potential and the saw-tooth 

problem is avoided entirely 

 ( ) ( )t
t

t

∂
= −

∂
A

E . (4.4) 

The second reason why the Coulomb gauge is convenient to implement is that the 

scalar potential is determined by solving Poisson’s equation for the instantaneous charge 

density  

 2 4V πρ∇ = − . (4.5) 

When adding TDDFT to an existing DFT code base, the existing machinery to calculate 

the scalar potential can be used to construct the TDDFT Hamiltonian.   

In the above case, we have a time-dependent electron density. We already know 

that a time-dependent classical charge density emits classical radiation. Specifically, one 

may solve Maxwell’s equations for the 4-vector potential describing the electromagnetic 
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radiation emitted from a time-varying charge density. Often it is sufficient to apply the 

dipole approximation in conjunction with the power spectrum method to obtain the 

spectrum of the emitted radiation (i.e. we approximate the radiation emitted from this 

classical charge distribution as if it were an oscillating dipole) [2],   

 ( ) ( )
4 2

3
P

ωω ω= D� . (4.6) 

( )P ω  is the power spectrum and ( )ωD�  is the frequency domain representation of the 

dipole moment. The real space, real time definition of the dipole moment is 

 ( ) ( ),t d tρ≡ �D r r r . (4.7) 

One can derive the following relation between the dipole moment and the total current in 

the frequency domain from the continuity equation 

 ( ) ( )iω ω ω=I D� � . (4.8) 

Substituting (4.8) into (4.6) yields an expression for the power spectrum as a function of 

the total current, 

 ( ) ( )
2 2

3
P

ωω ω= I� . (4.9) 

In practice, we report the power spectra from (4.9). 

We explore the capabilities and limitations of TDDFT by examining the 

following two systems. First, we employ TDDFT to calculate the linear polarizability 

(and thus the absorption spectrum) of a system. Then we model the nonlinear optical 

response of a system to an ultra-short ultra-intense laser pulse. We compare the results to 

experiment in order to verify whether TDDFT can be used to study such systems. 
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4.2. Linear Polarizability 

 

4.2.1. Introduction 

Adler [3] and Wiser [4] suggested a method to calculate the linear polarizability 

in the early 1960’s. This method was first adapted for DFT by Zangwill and Soven [5] in 

1980. Methods stemming from this approach were applied to find the linear polarizability 

of various systems by many different groups (see e.g. [6-8]). The linear-response 

treatment of polarizability was described in Chapter 1. We implemented a method based 

on a real-time implementation of TDDFT. This method is described below. 

 

4.2.2. TDDFT Calculations of Linear Polarizability  

The linear polarizability, ( )α ω , and corresponding oscillator strength, ( )S ω , may 

be calculated from TDDFT via the following real-time method. The derivation given 

below is based on the formulation by Tsolakidis et al [9]. The linear polarizability of a 

system in real time is a history-dependent function that relates the external electric field 

and the dipole moment of the system 

 ( ) ( ) ( )
t

D t dt t t E tα
−∞

′ ′ ′= −� . (4.10) 

This relation is normally shown in the frequency domain where, by the convolution 

theorem, it has the following form 

 ( ) ( ) ( )D Eω α ω ω=� � . (4.11) 

Solving for the linear polarizability yields  
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 ( ) ( )
( )

D
E

ω
α ω

ω
=
�

�
. (4.12) 

The equation above can be used to calculate the linear polarizability from a real-time 

simulation by introducing an external perturbing electric field and calculating the dipole 

response from the charge density (4.7). Both the external electric field and the dipole 

response are then Fourier transformed to the frequency domain and (4.12) is used to 

obtain the linear polarizability. Note that the external electric field, E, and the dipole 

moment, D, are real quantities in real time and therefore their frequency domain 

representations (i.e. D�  and E� ) are complex quantities. For a practical calculation, we 

choose to apply an electric field with the following time dependence  

 ( ) ( )0E t E t= Θ − , (4.13) 

where E0 is a constant electric field and ( )tΘ −  is the Heaviside function. This 

corresponds to a constant electric field, E0 that is turned off at 0t = . We implement this 

by performing a ground-state calculation in the presence of a constant electric field, E0, 

followed by a TDDFT calculation with the electric field turned off. The frequency 

domain representation of this electric field is    

 ( ) ( )0

i
E Eω π δ ω

ω
� �= +� �� �

� . (4.14) 

Substituting this expression into (4.12) yields the following expression for the linear 

polarizability for positive frequencies ( )0ω >  

 ( ) ( )
0

0
i D

E

ω ω
α ω > = −

�

. (4.15) 
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Invoking the relation between the total current and the dipole moment in the frequency 

domain (4.8), we write linear polarizability as a function of the electric field and the total 

current  

 ( ) ( )
0

0
I

E

ω
α ω > = −

�

. (4.16) 

Note that when extended to three dimensions, ( )α ω  is a 3x3 tensor.  If the system is 

rotationally invariant, one can find the average polarizability by taking the trace of the 

full polarizability tensor: 

 ( ) ( )1
3 ijTrα ω α ω� �= � �. (4.17) 

To find the average polarizability, one calculates the polarizability along three orthogonal 

axes and averages the results.  

The oscillator strength is related to the linear polarizability by the following 

equation [9] 

 ( ) ( )
2 2

0

S d
P

ω ω
α ω

ω ω

∞ ′ ′
=

′ −� , (4.18) 

where P indicates the principal part of the integral. One may apply the Cauchy Integral 

theorem to obtain the oscillator strength, ( )S ω , as a function of the imaginary part of the 

linear polarizability, ( )α ω  

 ( ) ( )2
ImS ω α ω

π
= � �� �. (4.19) 

The total cross section, ( )σ ω , is proportional to the oscillator strength ( )S ω . The total 

cross section can be measured experimentally so that a comparison between theory and 

experiment is possible.  
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4.2.3. Application: Sodium Clusters 

Because the total cross section can be measured experimentally, it is possible to 

compare the experimentally observed photoabsorption spectrum with the calculated 

spectra (i.e. a large total cross section at a given frequency corresponds to a signal in the 

photoabsorption). The photoabsorption spectra of sodium clusters of various sizes were 

measured by Selby et al. [10,11] and Wang et al. [12,13]. Kümmel et al. [14] and  

Vasiliev et al. [15] calculated the photoabsorption spectra of sodium clusters with 

conventional linear-response theory based on DFT. The results from a linear-response 

calculation, a TDDFT calculation (as described above) and experiment are shown in 

Figure 4.1 Na8 and Na2 clusters. The results of the linear-response calculations along with 

the results from the TDDFT calculations by the method described above are compared 

 

 
Figure 4.1: Experimentally observed and theoretically calculated cross sections for (a) 
Na8 and (b) Na2 clusters. Results from a linear response calculation [14] are given in the 
top panel, results from experiment [10-13] are shown in the middle panel and results 
from the real-time TDDFT calculation are given in the bottom panel.  
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with the experimental results given in Figure 4.1. For the Na8 calculation, there is a single 

large feature in the experimentally observed spectrum. The TDDFT and linear-response 

results are both in good agreement with experiment. The peak in the TDDFT spectrum is 

at about 2.40 eV, which is slightly less than the measured peak at 2.53 eV. The linear-

response spectrum has a peak at 2.68 eV that is slightly larger than experiment. Both the 

TDDFT and linear-response results include small features that are not observed 

experimentally – there is a small additional feature at about 1.7 eV in the TDDFT 

spectrum and at least three small features in the linear-response spectrum centered at 

about 3.6 eV. We conclude that for Na8, both TDDFT and linear response are in good 

agreement with experiment and one method does not appear to offer any advantage over 

the other. 

The TDDFT-calculated spectrum is not in good quantitative agreement with 

experiment for Na2 clusters. The observed spectrum consists of three features: the largest 

peak at 2.53eV, a second smaller peak at 1.92eV and the smallest peak at 3.73eV. The 

TDDFT spectrum only has two peaks and they are blue-shifted by at least 0.6eV. The 

third smaller peak is missing altogether. Although the distance between the peaks and the 

relative sizes of the peaks are consistent with experiment, the overall agreement with 

experiment is quite poor.  

The linear-response spectrum is still in good agreement with experiment slightly 

overestimating the first two features (2.05 eV and 2.72 eV) and slightly underestimating 

the third feature at 3.61 eV. The energy separation between the first two peaks in the 

linear-response calculation is about 0.67 eV slightly more than the observed 0.61 eV. The 

energy separation between the second and third peaks is about 0.9eV, which is 
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significantly smaller than the 1.2 eV separation in the observed spectrum. In general, the 

agreement between linear-response theory and experiment is good. 

Note that the spectrum for a linear-response calculation depends on the difference 

of eigenenergies of a DFT groundstate calculation (see Chapter I for a description of 

linear-response theory). On the other hand, the TDDFT-calculated spectrum depends on 

the natural frequencies of the physical oscillations of the electronic density when 

perturbed. Therefore a TDDFT calculation will only be consistent with a linear response 

calculation when the time-dependent density in the TDDFT calculation oscillates at 

frequencies that correspond to the difference in eigenvalues. We will examine the relation 

between the transition energies and the frequency of an electronic response in more detail 

in the next section.  

 

 



 142  

4.3. Nonlinear Optical Response of Noble Gases to Ultra-short Laser Radiation 

  

4.3.1. Introduction 

A system that is exposed to sufficiently intense electromagnetic radiation will be driven 

far from equilibrium and exhibit nonlinear behavior. For example, odd harmonic 

generation (OHG) of light has been experimentally observed from noble gases subjected 

to intense infrared laser pulses [16-19]. We apply TDDFT to study OHG from the 

interaction of intense ultrashort (US) laser pulses with many of the noble gases. A laser 

pulse is considered US if it lasts less than about 1 ps (10-12s). This time scale is well-

suited for TDDFT calculations which have a practical upper limit of a few hundred fs 

(10-15 s). 

   

4.3.2. Experimental Observations 

Franken et al. first observed the harmonic generation of light in quartz from a 

ruby maser in 1961 [20]. The maser provided an intensity of about 2.7x107 W/cm2 with 

pulse length of about 1 ms and produced second harmonic generation. By 1987, 

McPherson et al. observed OHG in noble gases from a 248nm laser with a width of about 

1 ps and a peak intensity 1015 W/cm2 [16]. During the 1990’s, several groups [17-19] 

continued to study OHG in noble gases with laser systems that could achieve larger 

intensities and shorter pulses (e.g. mode-locked Ti:Sapphire [21]). By about 2000, 

interest shifted from generating shorter pulses to elaborate phase matching techniques 

that can be used to manipulate the response [22,23]. For example, Bartels et al. were able 

to selectively excite the 27th harmonic in argon [22]. 
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We focus on three qualitative trends that were experimentally observed. First, the 

number of harmonics decays rapidly and then reaches a plateau where the rate of 

emission is either close to constant or with a slight decay followed by another rapid fall 

off after which there is no measurable signal [16-19]. The results for neon for the first 17 

harmonics are shown in Figure. 4.2. The scale is relative to the 5th harmonic. Notice the 

rapid decay followed by the slow decline.  

 

 
Figure 4.2: The emission strength of neon relative to the 5th harmonic [16]. 
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A second trend confirmed by experiment was that fewer harmonics were 

produced as the atomic weight of the gas increased [17,18]. The OHG is shown for four 

of the noble gases in Figure. 4.3 for 25-fs, 805-nm pulses. Note that as the weight 

increases, the highest harmonic observed deceases: 105th for neon, 61st for argon, 41st for 

krypton and 29th for xenon [18].  

 

 
Figure 4.3: The harmonic spectra of four noble gases. The peak laser intensity for (a) and 
(b) was 4x1015W/cm-2. The peak laser intensity for (c) was 2x1015W/cm-2.  The lower 
harmonic orders are artificially damped due to the grating on the spectrometer grating 
efficiency. [18] 
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Finally, the last trend of interest is that, for a given intensity, higher harmonics are 

produced as the pulse becomes shorter [19]. Figure 4.4 illustrates this effect for neon. The 

results are compiled from a number of different studies [16,19,24,25]. Note that there is 

also dependence on the fundamental frequency and the intensity of the pulse and the 

results displayed in Figure 4.4 are not due to the same intensity or fundamental 

frequency.  

 

 
Figure 4.4: Highest harmonic observed in neon as a function of pulse width. The results 
are compiled from a number of different studies [16,19,24,25]. 
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4.3.4. Theoretical Results 

We pursued TDDFT calculations to study the nonlinear electronic response of 

noble gases under intense short laser pulses. As mentioned in the introduction to this 

section, light is treated as a classical field that couples to the Hamiltonian through the 3-

vector potential in the canonical momentum (4.1). Moreover, we make the long 

wavelength approximation so that the electric field (and thus the 3-vector potential) is 

constant throughout space at every instant in time. We approximate an US pulse as a 

Gaussian-modulated electric field that varies harmonically at some frequency. The full 

width at half maximum (FWHM) of the pulse has the following simple relation to the 

standard deviation, σ, of the Gaussian: 

 2.35FWHM σ=  (4.20) 

Just as for the experiment, the pulse widths reported here are assumed to be FWHM. The 

magnitude of a 3-vector potential corresponding to a 21-fs pulse is shown in Figure 4.5.  

 

 
Figure 4.5: The magnitude of the 3-vector potential for a 21-fs, 800-nm pulse. 
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Figure 4.6: The total current response of a neon atom to a 21-fs, 800-nm pulse with an 
intensity of 2.7x1013W/cm2. The first 50 fs of the total current in real time is shown in (a) 
and the log of the frequency space current response is shown in (b) for the first 150 
harmonics of the fundamental frequency (ω0 = 378 Thz). The inset in (a) magnifies the 
nonlinear-response of the current. The first 9 harmonics are shown in the inset in (b). 
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Figures. 4.6 (a) (b) show the total current response in real time and the log of the 

total current response in frequency space of an argon atom to a 21-fs, 800-nm pulse with 

a peak intensity of 2.7x1013W/cm2.  

The power spectrum corresponding to the current response in Figure 4.6 is shown 

in Figure 4.7. The three black lines approximate the slope of the three regions. In the first 

region, there is a rapid decay in the response. The middle region consists of a long slower 

decay of the power spectrum. The power spectrum is flat in the last region. These 

features are in qualitative agreement with the experiment as reported in the previous 

section. There is one inset that magnifies a section of the spectrum from each region. The 

 
Figure 4.7: The power spectrum for the current response of an argon atom subject to an 
800-nm, 21-fs pulse with an intensity 2.7x1013 W/cm-2. There are three regions indicated 
by black lines. There is rapid decay in the first region up to and including the 9th 
harmonic. The second region consists of a long slower decay of the power spectrum. The 
power spectrum is flat in the third region. There are three insets that magnify sections 
from each region. The vertical lines in the insets correspond to the odd harmonics. The 
odd harmonics that can be associated with a signal are labeled.  
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vertical lines indicate the odd harmonics. When there is a peak in the spectrum near an 

odd harmonic, it is labeled.  

Although there is general qualitative agreement with the observed spectra, there 

are several inconsistencies. First, there is a feature in the spectrum at the transition 

between the first and second region that is not consistent with any of the experimentally 

reported spectra. This feature is an effective discontinuity at about the 13th harmonic 

where the spectrum increases rapidly. Second, there are discernable signals in the last 

region of the TDDFT-calculated spectrum whereas there are no signals in the third region 

(after the cutoff) in the observed spectra. Third, there are signals at every harmonic in the 

observed spectra (see Figure 4.2). The TDDFT-calculated spectrum does not have 

consistent peaks at the odd harmonics and there are peaks in the TDDFT-calculated 

spectrum that correspond to even harmonics which are disallowed by symmetry at this 

intensity.   Finally, the quantitative agreement is poor. The experimental spectrum for 

argon cuts off at the 61st harmonic. The largest odd harmonic observed in the TDDFT 

spectrum is the 111th. Note that there is some arbitrariness in reporting that the 111th 

harmonic is the largest in this spectrum. The criterion we used to label a signal was that 

the peak had to be observable on the scale of the entire spectrum and it had to be at a 

frequency that is an odd harmonic. For example, from the far right inset in Figure 4.6, 

there is a strong peak around the 127th harmonic but because it’s not at the 127th, we 

ignore. Also, there is a small peak at the 131st harmonic which is at an acceptable 

frequency but it is too small to distinguish at the larger scale. 

Next, check the TDDFT results for the second trend observed by experiment that 

the number of harmonics produced decreases as the atomic weight of the target increases 
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(see Figure 4.2). The TDDFT-calculated intensity spectrum of four noble gases subjected 

to an 800-nm, 21-fs pulse with a peak intensity of 2.7x1013 W/cm-2 is shown in Figure 

4.8. 

In order to compare with experiment, we must first determine where the cutoffs 

are. If we take the cutoffs to be the largest observable odd harmonic, then the cutoffs are 

shown in Figure 4.8 (applying the same criteria described above). The TDDFT results are 

consistent with the experimentally observed trend that the larger the atom, the smaller the 

cutoff except for xenon, where the largest observable peak at an odd harmonic is larger 

 
Figure 4.8: Comparison of the power spectra from the responses of neon, argon, krypton 
and xenon to an 800-nm, 21-fs pulse with peak intensity of 2.7x1013 W/cm-2. The black 
lines are rough estimates of where the signal decays. The largest observable peaks at an 
odd harmonic for each atom are labeled.  
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than the largest observable odd harmonic for krypton. Moreover, the quantitative 

agreement is not very good (see Table 4.1). There is a large, systematic overestimation of 

the cutoff using this method.  

Alternatively, we could evaluate the value for the cutoff using a second method. 

First, assume that a given spectrum has three regions as described earlier: a small quickly 

decaying region followed by a slowly decaying region followed by a flat signal. Take any 

peak in the third region as spurious and let the cutoff be the transition point between the 

two regions. To find this transition point in Figure 4.8, black lines roughly approximate 

the slope of the signal as it decays. Note that after the black lines, the signal is noisy but 

the average value is constant. There is arbitrariness to the placement of these lines. The 

xenon signal is particularly difficult because there is so much noise. There may be 

another very slight decay in the signal from about the 30th to the 70th harmonic.  Ignoring 

this complication, if one assumes that the black lines provide a good representation of the 

second region, then the transition point is at the end of these lines are the cutoffs. The 

values for the cutoffs using this method are reported in Table 4.1. The qualitative 

agreement is better using this method since the larger atoms consistently have smaller 

 
Table 4.1: The values of the cutoff in the spectrum are reported from experimentally 
observed and TDDFT-calculated spectra. The values reported for TDDFT method 1 are 
the largest observable peak at an odd harmonic. The values reported for TDDFT method 
2 are the values at which the signal stops decaying – the transition point between the 
second and third regions. 

 Experiment [18] TDDFT Method 1 TDDFT Method 2 

Neon 105 159 133 

Argon 61 111 81 

Krypton 41 87 51 

Xenon 29 101 31 
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cutoffs than smaller atoms. The quantitative agreement is also much better using this 

second method although there remains a systematic overestimation of the cutoff.  

Finally, consider the third experimentally observed trend that the number of 

harmonics (i.e. the cutoff) gets larger as the pulse width gets smaller (see Figure 4.4). The 

TDDFT-calculated intensity spectrum of argon subjected to an 800-nm pulse with a peak 

intensity of 2.7x1013 W/cm-2 with four different pulse widths is shown in Figure 4.19. 

The results clearly show the opposite effect for the TDDFT calculation for both methods 

described above for finding the cutoff. The longer pulses tend to generate more 

harmonics in the TDDFT-calculated spectra (with the exception of the 100-fs pulse).  The 

inability of TDDFT to reproduce even the qualitative dependence on pulse width is an 

indication that it must be missing some essential physics.  

 
Figure 4.9: The spectra of argon subjected to 800nm light at 2.7x1013W/cm2 for four 
different pulse widths.   
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4.4.4. Conclusions 

We have demonstrated that TDDFT is able to capture the qualitative response of 

electrons to intense laser radiation for certain systems. However, it is clear from the lack 

of quantitative agreement and the failure to reproduce certain qualitative trends that 

TDDFT is not suitable quantitative for predictions for such systems. We believe that the 

error can be attributed to the following approximations that have been made in this 

TDDFT formulation.  

First, the pseudopotential approximation requires that the core electrons sit in a 

spherically symmetric potential. For a typical chemical environment this is a valid 

approximation. However, the sufficiently intense laser light generates fields that are 

comparable to the field felt by a core electron due to the nucleus (on the order of 10 

V/Å). Therefore the core electrons are no longer in a potential that is dominated by the 

spherically symmetric contribution from the nucleus.  

The Adiabatic Local Density Approximation (ALDA) to the exchange-correlation 

potential is likely another source of error. As implied by the name, the ALDA is formally 

valid only when the electrons are moving slowly enough to stay on the adiabatic surface. 

For an electronic system that is blasted with an US laser pulse, the electrons react in a 

highly non-adiabatic manner.  

Finally, the classical treatment of the electromagnetic fields probably contributes 

to the error. For example, when light couples to the Hamiltonian in this formulation 

where the long wave-length approximation is made there is no transfer of angular 

momentum between the electrons and light as there is in a real interaction because the 
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electric field is assumed to be spatially constant at any given time. Transitions that would 

be disallowed by quantum mechanical selection rules occur without restriction.  

For all these reasons, we believe that one should use caution when applying 

TDDFT with the ALDA to study the interaction of electrons and light. Although the 

results may not be quantitatively predictive, it is evident that TDDFT-calculations can 

provide insight into the dynamics of systems absorbing or emitting radiation. 
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