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Abstract

The purpose of this thesis is to develop some new algorithms based on optimization

techniques for solving some problems in some areas of telecommunications and the

Internet. There are two main parts to this thesis. In the first part we discuss

optimization based stochastic and queueing models in telecommunications network

corrective maintenance. In the second part we develop optimization based clustering

(OBC) algorithms for network evolution and multicast routing.

The most typical scenario encountered during mathematical optimization mod-

elling in telecommunications, for example, is to minimize the cost of establishment

and maintenance of the networks subject to the performance constraints of the net-

works and the reliability constraints of the networks as well.

Most of these optimization problems are global optimization, that is, they have

many local minima and most of these local minima do not provide any useful infor-

mation for solving these problems. Therefore, the development of effective methods

for solving such global optimization problems is important.

To run the telecommunications networks with cost-effective network maintenance,

we need to establish a practical maintenance model and optimize it. In the first part

of the thesis, we solve a known stochastic programming maintenance optimization

model with a direct method and then develop some new models. After that we

introduce queue programming models in telecommunications network maintenance

optimization. The ideas of profit, loss, and penalty will help telecommunications

companies have a good view of their maintenance policies and help them improve

their service.

In the second part of this thesis we propose the use of optimization based cluster-
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ing (OBC) algorithms to determine level-constrained hierarchical trees for network

evolution and multicast routing. This problem is formulated as an optimization

problem with a non-smooth, non-convex objective function. Different algorithms are

examined for solving this problem. Results of numerical experiments using some

artificial and real-world databases are reported.
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Chapter 1

Introduction

In this study, we investigate three major issues of telecommunications and the Inter-

net: networks maintenance, networks evolution and multicast routing. We applied

optimization based methods to these problems. First we study optimization based

stochastic and queueing models in telecommunication network corrective mainte-

nance. Then we discuss optimization based clustering (OBC) algorithms for network

evolution and multicast routing.

Our proposed optimization based stochastic and queueing algorithms will help

telecommunication companies to run networks with a cost-effective network mainte-

nance.

Our proposed optimization based clustering (OBC) algorithms offered a efficient

solution with a novel approach to these networks evolution and multicast routing

problems.

1.1 Background

The word communication derives from the Latin word communicare: to impart,

participate. The science of “communication” is the study of all information trans-

fer processes. Telecommunications entails disciplines, means, and methodologies

to communicate over distances, in effect, to transmit voice, facsimile, and computer

data. Telecommunications networks consist of three general categories of equipment:

1



Introduction 2

termination equipment, transmission equipment, and switching equipment. Each of

these three categories, in turn, comprises a number of subcategories or technologies.

1.1.1 Telecommunications and economic development

Today nearly all businesses are becoming information-technology companies through

their use of or dependence on telecommunications products and services. From a

business operations perspective, advanced telecommunications infrastructure is an

increasingly important consideration in determining where to locate a business. Most

research suggests that after workforce availability, the quality of the telecommunica-

tions infrastructure is generally considered to be among the top site location criteria.

This is especially true for companies that base site and operational decisions on global

economic and business factors.

As companies face cost pressures, advanced telecommunications infrastructure

offers an unparalleled degree of freedom to disperse operations to low-cost areas,

sometimes to previously unimaginable locations. The technological advances are

making firms less inclined to set up centralized locations and more inclined to es-

tablish smaller ‘satellite’ facilities located in relatively remote locales. Telecommuni-

cations helps these decentralized operations to have closer connections than today’s

centralized facilities. For example, private Intranets for business communications are

one way corporations are using electronic links and telecommunications to maintain

close contact with worldwide operations and suppliers. All in all, the telecommuni-

cations as the new infrastructure foundation and an advanced system is essential for

any economy (or company) to successfully compete in the modern global economy.

1.1.2 The Internet and telecommunications

The Internet is the latest in a long succession of communication technologies. Origi-

nally designed to link together a small group of researchers, the Internet is now used

by many millions of people, and the number of users continue to grow at astonishing

rates.

The unprecedented growth of the Internet over the last few years, and the ex-
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pectation of an even faster increase in the numbers of users and networked systems,

has resulted in the Internet assuming its position as a mass communication medium.

At the same time, the emergence of an increasingly large number of application ar-

eas and the evolution of the networking technology suggest that in the near future

the Internet may become the single integrated communication infrastructure. Even

though the Internet is still small compared to the telephone and the cable TV net-

works in terms of the number of users and the quantity of capital invested, it has

clearly joined them as a significant aspect of our telecommunications infrastructure.

That is why when we deal with the optimization in telecommunications, we must

take Internet into account. In this thesis we will try to employ optimization methods

to solve some Internet problems include the network evolution and multicast routing.

1.2 Motivation

Because the telecommunications and Internet play a key role in the modern global

economy, Telecommunications network availability has become an important crite-

rion for mission-critical network-based services. This is particularly important as

high speed and high capacity technologies are deployed. The impact of a single fail-

ure in this case can be catastrophic and a large number of services might be affected.

For example, the nine hour breakdown of AT&T’s long-distance telephone network

in January 1990 resulted in a $60 million to $75 million loss in AT&T’s revenues [8].

It is expected, therefore, that maintenance cost will become a significant percent-

age of the total cost especially as the price of bandwidth declines. The challenge

of creating cost-effective network maintenance policy is often complicated by how

to establish a practical model. Finding the optimal trade off between the cost of

deployed capital and ongoing maintenance is therefore a very significant problem.

The maintenance of telecommunications and the Internet networks is one of the

major expenses of telecommunications service providers. There are two principal

ways to reduce downtime. One of them is to increase the number of service staff

(operational expenditure), the other is to use more perfect and hence, more expen-

sive equipment or duplication of existing equipment (capital expenditure). Due to

competition, providers need to find the cheapest way to maintain the network. This
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way can be found by methods of Operations Research, which lead to setting and

solving some complicated problems of mathematical optimization. The most typical

scenario encountered during a mathematical optimization modelling is:

minimize cost

subject to performance constraint(s)

reliability constraint(s)

In fact there are many parameters to minimize in telecommunications and the

Internet, for example, the delay. In this thesis we deal mainly with cost-based opti-

mizations.

1.2.1 Optimization in telecommunications maintenance

Over the past few decades, optimization has become a powerful tool for solving

problems arising in various areas of human activity. Many problems in engineering,

economic and science can be formulated as optimization problems, i.e. problems

in which an objective function, that depends on a number of variables, has to be

optimized subject to a set of constraints.

Optimization has also been widely applied in telecommunications design, analy-

sis, and production. Network optimization has always been a core problem domain in

operations research. The field of network optimization is most commonly associated

with the minimum cost flow problem and with several of its classical specializations:

the shortest path problem, the maximum flow problem and the transportation prob-

lem.

However, less work has been done in the telecommunications maintenance opti-

mization. The first part of my thesis will deal with this problem. We set models of

telecommunications maintenance and apply optimization based algorithms to solve

them.
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1.2.2 Optimization in telecommunications and the Internet

networks evolution

The success of the Internet is due to best-efforts delivery which allows for easy

expansion, coupled with a congestion-adaptive reliable transport protocol (TCP),

which serves well for delay insensitive traffic such as Web browsing or file transfers.

There are several new proposals for handling Quality of Service (QoS) for real-time

and multimedia traffic, but their introduction is slow. The scale of the Internet is

one of the impediments to successful QoS provision. Hierarchical structure is the

key to scaling problems, but it must be provided in a way that helps evolution too.

In order to do this, we set models for networks evolution with hierarchical struc-

ture. And several optimization based clustering (OBC) methods and their combina-

tions with the k-means method are used to solve this problem.

1.2.3 Optimization in multicast routing

Instead of sending a separate copy of the data to each individual group member,

a multicast source sends a single copy to all the members. An underlying multi-

cast routing algorithm determines, with respect to certain optimization objectives, a

multicast tree connecting the source(s) and group members. Data generated by the

source flows through the multicast tree, traversing each tree edge exactly once. As

a result, multicast is more resource-efficient, and is well suited to applications such

as video distribution.

The problem of providing QoS in multicast routing is difficult due to a number

of factors. First, distributed continuous media applications such as teleconference,

video on demand, Internet telephony, and Web-based applications have very diverse

requirements for delay, delay jitter, bandwidth, and packet loss probability. Multiple

constraints often make the multicast routing problem intractable. Second, there are

many practical issues that have to be taken into account when a routing algorithm

is incorporated as part of a multicast routing protocol (e.g., state collection and

update, handling of dynamic topology and membership changes, tree maintenance,

and scalability). Adding in QoS further complicates the protocol design process.
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Moreover, one has to consider how to collect/maintain QoS-related state at minimal

cost, how to construct a QoS-satisfying route/tree in the presence of aggregated

imprecise state information, and how to maintain QoS across routing domains.

Computing optimal Steiner Trees in graphs was used as an approach to the multi-

cast routing ([31, 40]). The cost function can incorporate the QoS constraints. There

are many papers that use heuristic methods to solve this problem([36], [103],[42]).

Alternatively, hierarchical multicast trees offer cost-effectiveness, much more flexi-

bility and scalability, as local trees are built and maintained independently in each

cluster.

1.3 Outcomes

In this PhD study we have developed some new algorithms based on optimization

techniques for solving some problems in telecommunications and the Internet.

There are two main achievements to this thesis. In the first part we discussed

optimization based stochastic and queueing models in telecommunications network

corrective maintenance. We solved a known stochastic programming maintenance

optimization model with a direct method and then developed some new models. Af-

ter that we introduced queue programming models in telecommunications network

maintenance optimization. The ideas of profit, loss, and penalty will help telecom-

munications companies have a good view of their maintenance policies and help them

improve their service.

In the second part we developed optimization based clustering (OBC) algorithms

for network evolution and multicast routing. This problem is formulated as an op-

timization problem with a non-smooth, non-convex objective function. Different

algorithms are examined for solving this problem. Results of numerical experiments

using some artificial and real-world databases are reported.
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1.4 Thesis outline

In chapter 2 we outline the relevant theory related to the thesis. Particularly we

describe those algorithms developed by Dr. Bagirov and Professor Rubinov. We

used these algorithms to solve problems in this thesis.

In chapter 3 we study stochastic programming models for maintenance. We de-

scribe a stochastic programming based maintenance model and solve it with a direct

method and develop some new ones based on binomial and Poisson distributions.

In chapter 4 we introduce queue programming models in telecommunications net-

works maintenance. These models are formulated as global optimization problems.

The latter problems have been solved by using the cutting angle method which was

developed by Professor Alex Rubinov and his collaborators.

In chapter 5 we propose the use of optimization based clustering algorithms

(OBC) to help in evolving a network. We compare several optimization based clus-

tering methods and their combinations with the k-means method. The results lead

to some useful conclusions and promising directions for further study.

In chapter 6 we propose non-smooth optimization based multi-level clustering

algorithm to determine multi-level hierarchical multicast trees. The latter problem

is formulated as an optimization problem with a non-smooth, non-convex objec-

tive function. Results of numerical experiments using some artificial and real-world

databases are reported which show the high effectiveness of the proposed algorithm.

Finally, an appendix contains a number of miscellaneous ideas about possible

optimization based applications in telecommunications and the Internet. These ideas

are intended to offer future research directions in this area.



Chapter 2

Relevant theory

In order to help readers better understand this thesis, we outline the relevant theory

related to the thesis. For the details, if needed, readers can read the references and

books mentioned in this thesis.

2.1 Introduction

Optimization problems are made up of three basic ingredients:

A set of unknowns or variables which represent parameters for which we want

to find the best set of values which satisfy our problems. In manufacturing problems,

the variables might include the amounts of different resources used or the time spent

on each activity. In fitting-the-data problem, the unknowns are the parameters that

define the model. In the panel design problem, the variables used define the shape

and dimensions of the panel.

An objective function which we want to minimize or maximize. Objective

function is a mathematical function to evaluate the quality of the values of the

variables. For instance, in a manufacturing process, we might want to maximize the

profit or minimize the cost. In fitting experimental data to a user-defined model, we

might minimize the total deviation of observed data from predictions based on the

model. In designing an automobile panel, we might want to maximize the strength.

8
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A set of constraints that allow the unknowns to take on certain values but

exclude others. For the manufacturing problem, it does not make sense to spend a

negative amount of time on any activity, so we constrain all the “time” variables to

be non-negative. In the panel design problem, we would probably want to limit the

weight of the product and to constrain its shape. The optimization problem is then:

Find values of the variables that minimize or maximize the objective function

while satisfying the constraints. It can be formulated as:

min(or max) f(x)

subject to x ∈ X, gi(x) ≤ 0, i = 1, ...m, and hj(x) = 0, j = 1, ...k.

Here f(x) is the objective function, x is the variables.

According to different kinds of objective functions, variables, and constraints,

there are many branches of optimization. Readers can get more details from the

NEOS [15] and other books ([14][9]). In the following sections we will briefly describe

several optimization problems which are important or related to my thesis.

2.1.1 Integer programming

In many applications, the solution of an optimization problem makes sense only if

certain of the unknowns are integers. Integer linear programming problems have the

general form

min{CTx : Ax = b, x ≥ 0, x ∈ Zn, }

where Zn is the set of n-dimensional integer vectors. In mixed-integer linear pro-

grams, some components of x are allowed to be real. We restrict ourselves to the

pure integer case, bearing in mind that the software can also handle mixed problems

with little additional complication of the underlying algorithm.

Integer programming problems, such as the fixed-charge network flow problem

and the famous travelling salesman problem, are often expressed in terms of binary
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variables. The fixed-charge network problem modifies the minimum-cost network

flow paradigm by adding a term fijyij to the cost, where the binary variable fij is

set to 1 if arc (i, j) carries a nonzero flow xij; it is set to zero otherwise.

In other words, there is a fixed overhead cost for using the arc at all. In the

travelling salesman problem, we need to find a tour of a number of cities that are

connected by directed arcs, so that each city is visited once and the time required

to complete the tour is minimized. One binary variable is assigned to each directed

arc; a variable xij is set to 1 if city i immediately follows city j on the tour, and to

zero otherwise. In most of our study in this thesis, the number of repair persons,

hubs etc. are all integers.

2.1.2 Knapsack problem

Suppose a hitch-hiker has to fill up his knapsack by selecting from among various

possible objects those which will give him maximum comfort. This knapsack prob-

lem can be mathematically formulated by numbering the objects from 1 to n and

introducing a vector of binary variables xj( j = 1, 2, ...n) having the following mean-

ing:

xj =





1 if object j is selected;

0 otherwise.

Then, if pj is a measure of the comfort given by object (j), (wj) its size, and the

size of the knapsack c, our problem will be to select, from among all binary vectors

x satisfying the constraint

n∑
j=1

wjxj ≤ c,

the one which maximizes the objective function

n∑
j=1

pjxj.
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A naive approach would be to program a computer to examine all possible binary

vectors x, selecting the best of those which satisfy the constraint. Unfortunately, the

number of such vectors is 2n. So the knapsack problems are NP-hard problems. For

more details, see [16].

The above example is known as the 0−1 Knapsack problem and can be formulated

as:

minimize
n∑
j=1

pjxj

subject to
n∑
j=1

wjxj ≤ c,

xj = 0 or 1, j = 1, ..., n,

2.1.3 Global optimization

Optimization is a powerful tool for solving problems arising in various areas of human

activity. Many problems in engineering, economics and science can be formulated

as optimization problems. We shall consider only minimization problems because

maximization problems can be reduced to the former by replacing the objective

function f by the function −f .

Let f : IRn → IR be a continuous real valued objective function and let X ⊂ IRn

be a bounded set. We shall consider the following general optimization problem:

inf f(x) subject to x ∈ X. (2.1.1)

A point x∗ is called a local minimum of the function f on X if there exists a

neighborhood Bε(x
∗) = {x ∈ IRn | ‖x− x∗‖ < ε}, ε > 0 of x∗ such that

f(x∗) ≤ f(x) ∀x ∈ Bε(x
∗)
⋂

X.

In general several local minima may exist and the corresponding function values

may differ substantially. Most of the nonlinear programming methods aim for a
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local minimum or maximum. The problem of designing algorithms that find the

best possible minimum among these local ones is known as the global optimization

problem.

A point x∗ is called a global minimum of the function f over X if

f(x∗) ≤ f(x) ∀x ∈ X.

In the last few decades the problems of global optimization have been intensively

studied by many authors. A number of textbooks exist which also provide more or

less detailed surveys, related to certain areas of global optimization (see, for example,

[23][24][190]).

A considerable variety of specifications of the global optimization problems exist.

These may substantially differ in their underlying analytical assumptions, related

to the structure of the set X and the function f . Here we can mention Lipschitz

programming, concave minimization and D.C. (Difference of convex functions) pro-

gramming problems.

2.2 Clustering

Clustering is the unsupervised classification of patterns. Cluster analysis deals with

the problems of organization of a collection of patterns into clusters based on sim-

ilarity. It has found many applications, including information retrieval, document

extraction, image segmentation etc.

In cluster analysis we assume that we have been given a finite set X of points of

d-dimensional space IRd, that is

X = {x1, . . . , xn}, where xi ∈ IRd, i = 1, . . . , n.

The subject of cluster analysis is the partition of the set X into a given number q

of overlapping or disjoint subsets Ci, i = 1, . . . , q with respect to predefined criteria

such that

X =

q⋃
i=1

Ci.
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The sets Ci, i = 1, . . . , q are called clusters. The clustering problem is said to be

hard clustering if every data point belongs to one and only one cluster. Unlike hard

clustering in the fuzzy clustering problem the clusters are allowed to overlap and

instances have degrees of appearance in each cluster. We will exclusively consider

the hard unconstrained clustering problem, that is we additionally assume that

Ci
⋂

Ck = ∅, ∀i, k = 1, . . . , q, i 6= k.

and no constraints are imposed on the clusters Ci, i = 1, . . . , q. Thus every point

x ∈ X is contained in exactly one and only one set Ci.

Each cluster Ci can be identified by its center (or centroid). Then the clustering

problem can be reduced to the following optimization problem (see [110, 165, 194]):

minimize ϕ(C, a) =
1

n

q∑
i=1

∑
x∈Ci
‖ai − x‖2 (2.2.1)

subject to C ∈ C, a = (a1, . . . , aq) ∈ IRd×q

where ‖·‖ denotes the Euclidean norm, C = {C1, . . . , Cq} is a set of clusters, C is a set

of all possible q-partitions of the set X, ai is the center of the cluster Ci, i = 1, . . . , q :

ai =
1

|Ci|
∑
x∈Ci

x,

and |Ci| is a cardinality of the set Ci, i = 1, . . . , q. The problem (2.2.1) is also known

as the minimum sum-of-squares clustering. The combinatorial formulation (2.2.1)

of the minimum sum-of-squares clustering is not suitable for direct application of

mathematical programming techniques. The problem (2.2.1) can be rewritten as the

following mathematical programming problem:

minimize ψ(a, w) =
1

n

n∑
i=1

q∑
j=1

wij‖aj − xi‖2 (2.2.2)

subject to

q∑
j=1

wij = 1, i = 1, . . . , n,

and

wij ∈ {0, 1}, i = 1, . . . , n, j = 1, . . . , q.
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Here

aj =

∑n
i=1wijx

j

∑n
i=1wij

, j = 1, . . . , q

and wij is the association weight of pattern xi with cluster j (to be found), given by

wij =





1 if pattern i is allocated to cluster j ∀ i = 1, . . . , n, j = 1, . . . , q,

0 otherwise.

w = (wij) is an n× q matrix.

There exist different approaches to clustering including agglomerative and divi-

sive hierarchical clustering algorithms as well as algorithms based on mathematical

programming techniques. Descriptions of many of these algorithms can be found, for

example, in [170, 179, 194]. An excellent up-to-date survey of existing approaches is

provided in [180] and a comprehensive list of literature on clustering algorithms is

available in this paper.

Problem (2.2.2) is a global optimization problem. Therefore different algorithms

of mathematical programming can be applied to solve this problem. Some review

of these algorithms can be found in [174] with dynamic programming, branch and

bound, cutting planes, k-means algorithms being among them. Dynamic program-

ming approach can be effectively applied to the clustering problem when the number

of instances n ≤ 20, which means that this method is not effective to solve real-world

problems (see [181]). However, when q = 1 the minimum sum-of-squares clustering

problem can be solved exactly by dynamic programming, in polynomial time [194].

Branch and bound algorithms are effective when the database contain only hun-

dreds of records and the number of clusters is not large (less than 5) (see [169, 173,

183, 174]). For these methods the solution of clustering problems with n ≥ 1000 and

q ≥ 10 is out of reach. Different heuristics can be used for solving large clustering

problems and k-means is one of such algorithms. Different versions of this algorithm

have been studied by many authors (see [194]). This is a very fast algorithm and

it is suitable for solving clustering problems in large data sets. k-means gives good

results when there are few clusters but deteriorates when there are many [174]. This

algorithm achieves a local minimum of problem (2.2.1)( see [192]), however results of

numerical experiments presented, for example, in [177] show that the best clustering

found with k-means may be more than 50 % worse than the best known one.
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Much better results have been obtained with metaheuristics, such as simulated

annealing, tabu search and genetic algorithms [188]. The simulated annealing ap-

proaches to clustering have been studied, for example, in [166, 193, 195]. Application

of tabu search methods for solving clustering problem is studied in [156]. Genetic

algorithms for clustering have been described in [188]. The results of numerical ex-

periments, presented in paper [157] show that even for small problems of cluster

analysis when the number of entities n ≤ 100 and the number of clusters q ≤ 5

these algorithms take 500-700 (sometimes several thousands) times more CPU time

than the k-means algorithms. For relatively large databases one can expect that this

difference will increase. This makes metaheuristic algorithms of global optimization

ineffective for solving many clustering problems. However, these algorithms can be

applied to large clustering problems if combined with decomposition (see [176]).

An approach to cluster analysis problems based on bilinear programming tech-

niques has been described in [185]. The paper [163] describes the global optimiza-

tion approach to clustering and demonstrates how the supervised data classification

problem can be solved via clustering. The objective function in this problem is both

nonsmooth and nonconvex and this function has a large number of local minimizers.

Problems of this type are quite challenging for general-purpose global optimization

techniques. Due to the large number of variables and the complexity of the objective

function these techniques, as a rule, fail to solve such problems.

In [171] an interior point method for minimum sum-of-squares clustering problem

is developed. The papers [176, 186] develops variable neighborhood search algorithm

and the paper [175] presents j-means algorithm which extends k-means by adding

a jump move. The global k-means heuristic, which is an incremental approach to

minimum sum-of-squares clustering problem, is developed in [184]. The incremental

approach is also studied in the paper [177]. Results of numerical experiments pre-

sented show the high effectiveness of these algorithms for many clustering problems.

As mentioned above the problem (2.2.2) is the global optimization problem and

the objective function in this problem has many local minima. However, global opti-

mization techniques are highly time-consuming for solving many clustering problems.

It is very important, therefore, to develop clustering algorithms based on optimiza-

tion techniques that compute “deep” local minimizers of the objective function. The
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clustering algorithm proposed and studied in this chapter is of this type and is based

on nonsmooth optimization techniques. The algorithm provides the capability of cal-

culating clusters step-by-step, gradually increasing the number of data clusters until

termination conditions are met, that is it allows one to calculate as many cluster as

a data set contains with respect to some tolerance.

2.2.1 The nonsmooth optimization approach to minimum

sum-of-squares clustering

In this section we present a formulation of the clustering problem in terms of nons-

mooth, nonconvex optimization.

The problems (2.2.1) and (2.2.2) can be reformulated as the following mathemat-

ical programming problem (see [163, 27, 110, 165])

minimize f(a1, . . . , aq) subject to a = (a1, . . . , aq) ∈ IRd×q, (2.2.3)

where

f(a1, . . . , aq) =
1

n

n∑
i=1

min
j=1,...,q

‖aj − xi‖2. (2.2.4)

It is shown in [110] that problems (2.2.1), (2.2.2) and (2.2.3) are equivalent. The

number of variables in problem (2.2.2) is (n+ d)× q whereas in problem (2.2.3) this

number is only d× q and the number of variables does not depend on the number of

instances. It should be noted that in many real-world databases the number of in-

stances n is substantially greater than the number of attributes d. On the other hand

in the hard clustering problems the coefficients wij are integer, that is the problem

(2.2.2) contains both integer and continuous variables. In the nonsmooth optimiza-

tion formulation of the clustering problem we have only continuous variables. All

these circumstances can be considered as advantages of the nonsmooth optimization

formulation (2.2.3).

If q > 1, the objective function (2.2.4) in problem (2.2.3) is nonconvex and non-

smooth. If the number q of clusters and the number d of attributes are large, we

have a large-scale global optimization problem. Moreover, the form of the objec-

tive function in this problem is complex enough not to be amenable to the direct
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application of general purpose global optimization methods. Therefore, in order to

ensure the practicality of the nonsmooth optimization approach to clustering, proper

identification and use of local optimization methods is very important. Clearly, such

an approach does not guarantee a globally optimal solution to problem (2.2.3). On

the other hand, this approach provides a “deep” minimum of the objective function

that, in turn, provides a good enough clustering description of the data set under

consideration.

2.3 Discrete gradient method

In this section we will briefly describe the discrete gradient method. We start with

the definition of the discrete gradient.

Definition of the discrete gradient

Definition of Lipschitz continuous function: Φ is called Lipschitz at a point x if there

exist a constant L > 0, such that

|f(y)− f(z)| ≤ L||y − z||

if

||y − z|| < ε

and

||z − x|| < ε.

Let Φ be a locally Lipschitz continuous function defined on IRp. Let

S1 = {g ∈ IRp : ‖g‖ = 1}, G = {e ∈ IRp : e = (e1, . . . , en), |ej| = 1, j = 1, . . . , p},

P = {z(λ) : z(λ) ∈ IR1, z(λ) > 0, λ > 0, λ−1z(λ)→ 0, λ→ 0},
I(g, α) = {i ∈ {1, . . . , p} : |gi| ≥ α},

where α ∈ (0, p−1/2] is a fixed number.

Here S1 is the unit sphere, G is the set of vertices of the unit hypercube in IRp

and P is the set of univariate positive infinitesimal functions.
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We define operators Hj
i : IRp → IRp for i = 1, . . . , p, j = 0, . . . , p by the formula

Hj
i g =





(g1, . . . , gj, 0, . . . , 0) if j < i,

(g1, . . . , gi−1, 0, gi+1, . . . , gj, 0, . . . , 0) if j ≥ i.

We can see that

Hj
i g −Hj−1

i g =





(0, . . . , 0, gj, 0, . . . , 0) if j=1,. . . ,p, j 6= i,

0 if j=i.
(2.3.1)

Let e(β) = (βe1, β
2e2, . . . , β

pep), where β ∈ (0, 1]. For y ∈ IRp we consider vectors

yji ≡ yji (g, e, z, λ, β) = y + λg − z(λ)Hj
i e(β), i = 1, . . . , p, j = 0, . . . , p.

It follows from (2.3.1) that

yj−1
i − yji =





(0, . . . , 0, z(λ)ej(β), 0, . . . , 0) if j=1,. . . ,d, j 6= i,

0 if j=i.
(2.3.2)

It is clear that H0
i g = 0 and y0

i (g, e, z, λ, β) = y + λg for all i ∈ I(g, α).

Definition 1 (see [107]) The discrete gradient of the function Φ at the point x ∈ IRp

is the vector Γi(x, g, e, z, λ, β) = (Γi1, . . . ,Γ
i
d) ∈ IRp, g ∈ S1, i ∈ I(g, α), with the

following coordinates:

Γij = [z(λ)ej(β)]−1
[
Φ(yj−1

i (g, e, z, λ, β))− Φ(yji (g, e, z, λ, β))
]
, j = 1, . . . , p, j 6= i,

Γii = (λgi)
−1

[
Φ(ypi (g, e, z, λ, β))− Φ(y)−

p∑

j=1,j 6=i
Γij(λgj − z(λ)ej(β))

]
.

A more detailed description of the discrete gradient and its examples can be

found in [107].
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It follows from Definition 1 that for the calculation of the discrete gradient

Γi(x, g, e, z, λ, β), i ∈ I(g, α) we define a sequence of points

y0
i , . . . , y

i−1
i , yi+1

i , . . . , ypi .

For the calculation of the discrete gradient it is sufficient to evaluate the function Φ

at each point of this sequence. It follows from (2.3.2) that the points yj−1
i and yji

differ by one coordinate only (j = 0, . . . , p, j 6= i).

The discrete gradient is defined with respect to a given direction g ∈ S1. We

can see that for the calculation of one discrete gradient we have to calculate (p+ 1)

values of the function Φ: at the point y and at the points y0
i , . . . , y

i−1
i , yi+1

i , . . . , ypi .

For the calculation of another discrete gradient at the same point with respect to

any other direction g1 ∈ S1 we have to calculate this function p times, because we

have already calculated Φ at the point y.

2.3.1 The method

We consider the following unconstrained minimization problem:

minimize Φ(y) subject to y ∈ IRp (2.3.3)

where the function Φ is assumed to be locally Lipcshitz continuous. An important

step in the discrete gradient method is the calculation of a descent direction of the

objective function Φ. Therefore, we first describe an algorithm for the computation

of this direction.

Let z ∈ P, λ > 0, β ∈ (0, 1], the number c ∈ (0, 1) and a small enough number

δ > 0 be given.

Algorithm 1 (Bagirov’ Algorithm 1) An algorithm for the computation of the de-

scent direction.

Step 1. Choose any g1 ∈ S1, e ∈ G, i ∈ I(g1, α) and compute a discrete gradient

v1 = Γi(y, g1, e, z, λ, β). Set D1(y) = {v1} and k = 1.

Step 2. Calculate the vector ‖wk‖ = min{‖w‖ : w ∈ Dk(y)}. If

‖wk‖ ≤ δ, (2.3.4)
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then stop. Otherwise go to Step 3.

Step 3. Calculate the search direction by gk+1 = −‖wk‖−1wk.

Step 4. If

Φ(y + λgk+1)− Φ(y) ≤ −cλ‖wk‖, (2.3.5)

then stop. Otherwise go to Step 5.

Step 5. Calculate a discrete gradient

vk+1 = Γi(y, gk+1, e, z, λ, β), i ∈ I(gk+1, α),

construct the set Dk+1(x) = co{Dk(x)
⋃{vk+1}}, set k = k + 1 and go to Step 2.

This algorithm was suggested by Bagirov A.M. ( [106], [107], [108]). Algorithm 1

contains some steps which deserve some explanations. In Step 1 we calculate the first

discrete gradient with respect to an initial direction g1 ∈ IRp. The distance between

the convex hull Dk of all calculated discrete gradients and the origin is calculated in

Step 2. If this distance is less than the tolerance δ > 0 then we accept the point y

as an approximate stationary point (Step 2), otherwise we calculate another search

direction in Step 3. In Step 4 we check whether this direction is a descent direction.

If it is we stop and the descent direction has been calculated, otherwise we calculate

another discrete gradient with respect to this direction in Step 5 and update the set

Dk. At each iteration k we improve the approximation Dk of the subdifferential of

the function Φ.

The discrete gradient contains some information about the behavior of the func-

tion Φ in some regions around the point y. This algorithm allows one to find descent

directions in stationary points which are not local minima (descent directions in such

stationary point always exist). Therefore, this method can escape from the station-

ary points which are not local minima and even sometimes shallow local minima

It is proved that Algorithm 1 is terminating (see [107]).

Now we can describe the discrete gradient method. Let sequences δk > 0, zk ∈
P, λk > 0, βk ∈ (0, 1], δk → +0, zk → +0, λk → +0, βk → +0, k → +∞ and

numbers c1 ∈ (0, 1), c2 ∈ (0, c1] be given.
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Algorithm 2 (Bagirov’ Algorithm 2) Discrete gradient method

Step 1. Choose any starting point y0 ∈ IRp and set k = 0.

Step 2. Set s = 0 and yks = yk.

Step 3. Apply Algorithm 1 for the calculation of the descent direction at y = yks , δ =

δk, z = zk, λ = λk, β = βk, c = c1. This algorithm terminates after a finite number of

iterations l > 0. As a result we get the set Dl(y
k
s ) and an element vks such that

‖vks‖ = min{‖v‖ : v ∈ Dl(y
k
s )}.

Furthermore either ‖vks‖ ≤ δk or for the search direction gks = −‖vks‖−1vks

Φ(yks + λkg
k
s )− Φ(yks ) ≤ −c1λk‖vks‖. (2.3.6)

Step 4. If

‖vks‖ ≤ δk (2.3.7)

then set yk+1 = yks , k = k + 1 and go to Step 2. Otherwise go to Step 5.

Step 5. Construct the following iteration yks+1 = yks + σsg
k
s , where σs is defined as

follows

σs = {σ ≥ 0 : Φ(yks + σgks )− Φ(yks ) ≤ −c2σ‖vks‖}.

Step 6. Set s = s+ 1 and go to Step 3.

The discrete gradient method starts from any initial point (Step 1) with initial

values of parameters z ∈ P, λ > 0, β > 0. Then we calculate the descent direction

at this point using Algorithm 1 or we find that this is an approximate stationary

point (Steps 2 and 3). If this point is the approximate stationary point we update

the values of the parameters to get better approximation to the subdifferential of the

function Φ (Step 4). Otherwise we carry out line search in Step 5 and we continue

with the same values of the parameters. The convergence of the discrete gradient

method is studied in [107, 160].
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2.4 Cutting angle method

In this section we consider the following problem of global optimization:

minimize f(x) subject to x ∈ S (2.4.1)

where the objective function f is an increasing positively homogeneous (IPH) of

degree one and the set S is the unit simplex in IRn:

S =

{
x ∈ IRn

+ :
n∑
i=1

xi = 1

}
.

Here IRn
+ = {x ∈ IRn : xi ≥ 0, i = 1, . . . , n}.

Recall that a function f defined on IRn
+ is called increasing if x ≥ y implies

f(x) ≥ f(y); the function f is positively homogeneous of degree one if f(λx) = λf(x)

for all x ∈ IRn
+ and λ > 0.

For a given vector l ∈ IRn
+, l 6= 0 we put I(l) = {i = 1, . . . , n : li > 0}. We use

the following notation for c ∈ IR and l ∈ IRn
+:

(c/l)i =

{
c/li if i ∈ I(l),

0 if i 6∈ I(l).

Note that an IPH function is nonnegative on IRn
+. We assume that f(x) > 0

for all x ∈ S. It follows from positiveness of f that I(l) = I(x) for all x ∈ S and

l = f(x)/x. Let ek be the k-th orthant vector, k = 1, . . . , n. Now we describe the

cutting angle method for solving problem (2.4.1).

Algorithm 3 (Bagirov and Rubinov’s Algorithm) see [162]

Step 0. (Initialization) Take points xk ∈ S, k = 1, . . .m, where m ≥ n, xk = ek

for k = 1, . . . , n and xkj > 0 for k = n + 1, . . . ,m, j = 1, . . . , n. Let lk = f(xk)/xk,

k = 1, . . . ,m. Define the function hm :

hm(x) = max
k≤m

min
i∈I(lk)

lki xi = max

{
max
k≤n

lkkxk, max
n+1≤k≤m

min
i∈I(lk)

lki xi

}
(2.4.2)

and set j = m.
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Step 1. Find a solution x∗ of the problem

minimize hj(x) subject to x ∈ S. (2.4.3)

Step 2. Set j = j + 1 and xj = x∗.

Step 3. Compute lj = f(xj)/xj, define the function

hj(x) = max{hj−1(x), min
i∈I(lj)

ljixi} ≡ max
k≤j

min
i∈I(lk)

lki xi (2.4.4)

and go to Step 1.

More detailed description of Algorithm 3 with necessary explanations can be

found in [161, 162, 190]. This algorithm can be considered as a version of the cutting

angle method ([158, 159]). The cutting angle method provides a sequence of lower

estimates for the global minimum f∗ of (2.4.1) with an IPH objective function, which

converges to f∗. Theoretically this sequence can be used for establishment of a

stopping criterion (see [190] for details). Let

λj = min
x∈S

hj(x) = hj(x
j+1) (2.4.5)

be the value of the problem (2.4.3). λj is a lower estimate of the global minimum f∗.

It is known (see, for example, [190]), that λj is an increasing sequence and λj → f∗

as j → +∞.

The cutting angle method constructs the sequence {f(xj)}, which is not neces-

sarily decreasing: it is possible that f(xj+1) > f(xj) for some j.

The most difficult and time-consuming part of the cutting angle method is solv-

ing the auxiliary problem (2.4.3). An algorithm for the solution of this problem

was proposed in [161]. Some modifications of this algorithm (and corresponding

modifications of the cutting angle method) are discussed in [162] and [164].

Only one value of the objective function is used at each iteration of the cutting

angle method. Some modifications of this method require to evaluate a few values

of the objective function at each iteration.
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Global minimization of Lipschitz functions

Now we consider the following problem of global optimization:

minimize f(x) subject to x ∈ S (2.4.6)

where the function f is Lipschitz continuous on S. This problem can be reduced to

the global minimization of a certain IPH function over S. The following theorem has

been established in [191] (see [190]).

Theorem 1 Let f : S → IR be a Lipschitz function and let

L = sup
x,y∈S,x6=y

|f(x)− f(y)|
‖x− y‖1

(2.4.7)

be the least Lipschitz constant of f in ‖ · ‖1-norm, where ‖x‖1 =
∑n

i=1 |xi|. Consider

a positively homogeneous function

ϕ(x) =




‖x‖f( x

‖x‖) if x 6= 0,

0 if x=0

defined on IRn
+. If minx∈S f(x) ≥ 2L then ϕ is an IPH function and ϕ(x) = f(x) for

all x ∈ S.

Let

c ≥ 2L−min
x∈S

f(x), (2.4.8)

where L is defined by (2.4.7). Let f1(x) = f(x) + c. Theorem 1 implies that the

function f1 can be extended to an IPH function ϕ. Since f1(x) = ϕ(x) for all x ∈ S
the global minimization of ϕ over S is equivalent to the following global optimization

problem:

minimize f1(x) subject to x ∈ S (2.4.9)

and consequently the cutting angle method can be applied to solve this problem. On

the other hand the functions f and f1 have the same minimizers on the simplex S

and if the constant c is known the problem (2.4.6) can be solved by the cutting angle

method. In order to estimate c we need to know an upper estimation of the Lipschitz

constant L and a lower estimation of the desired global minimum of the function f .

We will assume that c is a sufficiently large number. However it should be noted

that for increasing values of c the cutting angle method works less efficiently.



Chapter 3

Stochastic programming models

—Corrective maintenance

In this chapter we will study stochastic programming models for maintenance. We

will introduce a known stochastic programming based maintenance model and solve

it with a direct method and develop some new ones based on this model.

3.1 Network management

Several studies have shown that network management can take as much as 40% of

the total communication budget. As an important part of network management,

maintenance service, exists to both keep equipment in running order and to reduce

the number of breakdowns. Breakdowns can be very expensive. For example, the

nine hour breakdown of AT&T’s long-distance telephone network in January 1990

resulted in a $60 million to $75 million loss in AT&T’s revenues [8]. The challenge

of creating a cost-effective network maintenance policy is often complicated by the

difficulty of establishing a practical model. To ensure that the network management

methodology, and the tools that may be selected by an organization, provide for effi-

cient network operations, we need to establish some models to optimize the network

management and maintenance.

This chapter contains some models which reduce the problem under consideration

25
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to a certain optimization problem. We start with the so-called simplified model (SM

model) [1] in this section. Although this model is simple, it gives the main idea

of optimization in telecommunications networks maintenance. Normal distribution

was used in paper [1]. Our numerical experiments demonstrate however, that this

distribution is not always adequate. We introduce a new version of the SM model,

which is based on consideration of binomial and Poisson distributions. Using this

way we conducted a number of numerical experiments, which show that we can get

some basic idea about how to decide the number of service persons and the number

of hub duplicates. It also shows that the SM model with a different distribution of

the number of hub failures may result in a different maintenance policy.

3.2 What is maintenance?

The objective of maintenance is to bring whatever is being maintained towards a

state of failure-free operation. This, however, is not to be understood as implying ‘at

whatever cost’. Rather, the aim is to find the best situation, taking into account the

increasing costs of increasingly sophisticated maintenance, as well as costs resulting

from increasingly high failure rates [11]. This illustrated in Figure 3.1.

There are two main types of maintenance:

Preventive maintenance aims to reduce the probability of failure; this breaks

into two sub-types:

• systematic or scheduled maintenance, in which specified components are re-

placed (usually at regular intervals) when they are becoming worn;

• condition-based maintenance, in which the decision to replace or not to replace

is made according to the outcome of a diagnostic study.

Corrective maintenance is used only after a failure. This does not necessarily

mean that such action has not been foreseen; in fact, with the aid of a maintenance

tree, methods for quick recovery from failure can be developed. This structure can

be shown diagrammatically as in Figure 3.2.
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Figure 3.1: Maintenance and failure cost

Figure 3.2: Maintenance policies
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Breakdowns

A maintenance service exists to keep equipments in running order and also to reduce

the number of breakdowns. Breakdowns can be expensive, giving rise to costs for a

number of reasons:

• The need for intervention in the processes of data, voice, and some other im-

portant communications.

• Investigation and repair;

• Lowered quality of the service;

• Indirect costs such as: failure to meet fixed costs;

• variable costs not otherwise allowed for;

• extra costs incurred in compensating for loss of service;

• reduced profit margin.

In telecommunications the breakdowns are very expensive. Telecommunications

network should provide the whole-hour (24-hours per day, 7-days per week) service.

Any breakdown can be disastrous. To minimize the breakdowns is one of the most

important factors to improve the service level.

Reliability

The reliability is the fraction of time the system is working. This is also sometimes

referred to as availability. This takes into account the mean time between failures

(MTBF) and the mean time to repair (MTTR). Thus, the reliability (R) of a system

is

R = 1− MTTR

MTBF
. (3.2.1)
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3.3 Stochastic programming

Stochastic programming approaches modelling optimization problems that involve

uncertainty. Whereas deterministic optimization problems are formulated with known

parameters, real world problems almost invariably include some unknown parame-

ters. When the parameters are known only within certain bounds, one approach

to tackling such problems is called robust optimization. Here the goal is to find a

solution which is feasible for all such data and optimal in some sense. Stochastic

programming models are similar in style, but take advantage of the fact that prob-

ability distributions governing the data are known or can be estimated. The goal

here is to find some policy that is feasible for all (or almost all) the possible data

instances and maximizes the expectation of some function of the decisions and the

random variables. More generally, such models are formulated, solved analytically or

numerically, and analyzed in order to provide useful information to a decision-maker.

In general, the problem of stochastic programming can be formulated as follows:

minimize f(x, θ)

subject to

x ∈ X, gi(x, θ) ≤ 0, i = 1, . . . ,m.

Here X ⊂ IRn is a set with simple structure and θ ∈ IRm is a random vector with a

certain distribution. This vector describes uncertainty.

Stochastic programming was introduced in 1955 by Dantzig [26]. Since then

stochastic programming models have been developed for a variety of applications,

including electric power generation (Murphy et al [148]), financial planning (Carino et

al [145]), telecommunications network planning (Sen et al [150]), and supply chain

management (Fisher et al [146]), to mention a few. The widespread applicability

of stochastic programming models has attracted considerable attention from the

OR/MS community, resulting in several recent books (Kall and Wallace [147], Birge

and Louveaux [144], Prekopa [149]) and survey articles (Birge [143], Sen and Higle

[151]). Nevertheless, stochastic programming models remain one of the more chal-

lenging optimization problems.
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3.4 A brief review of relevant previous research

The concept of maintainability first appeared in 1954 in the US army. Since then

a variety of techniques and methodologies have been developed and implemented to

meet the challenge of the new needs.

In W. Feller’s paper [18](1957), Feller first published the analytic solutions of the

M |S|R machine-repair problem, which consists of of M operating machines with S

spares, and R repair persons under steady-state conditions. George H. Weiss was

the first to consider a single-unit system with inspection [19] (1962). This research

was supported by the United States Air Force. Later, many papers about the cost

analysis were published [20][21][22].

The authors of paper [4] studied the M |M |R machine repair problem (instead of

hub repair problem). Unlike the hub repair problem, where each duplicate (or spare)

is related to one particular hub, the fleet of S spares in this M |M |R machine repair

problem are considered to be cold-standby, or warm-standby, or hot-standby, and can

replace any failed operating machines. The operating machines have the same failure

rates. The spares have different failure rates according to their types: the failure rate

of cold standby spares is zero, and the failure rate of warm-standby spares is lower

than the failure rate of the operating machine. A model minimizing the sum of costs

(loss of profit, idling cost, standby cost and repair cost) subject to maximum system

availability. System availability is expressed in terms of steady state probabilities of

at least M machines operating. Wang [5] then expanded this model to determine

the optimal number of repair persons, warm standbys, and cold standbys. A model

to determine the optimal number of repair persons and cold standbys in a system

where machines have K failure scenario was subsequently studied by Wang and Lee

[6].

Unfortunately the research on maintenance optimization has been absent from

many telecommunications networks optimization papers. A paper [1] by H. S. Gan

and A. Wirth presented some efficient models. This paper contains some models

which reduce the problem under consideration to a certain optimization problem.

This is based on the paper [3] by Soo and Truong, who used a queuing approach to

model this problem.
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Figure 3.3: A star network configuration

Lastly we want to emphasize the key difference between machine repair problems

and hub repair problems, which lies in the different distribution of hubs and machines.

Hubs are geographically distributed but the machines are generally installed in the

same place. Another difference is hubs should work in whole hours, days and years.

3.5 Some elements of telecommunications network

Telecommunications networks exist to provide communication channels between points,

which may be geographically close or, may be separated by worldwide distance. A

telecommunications network is generally comprised of the following major compo-

nents: exchanges, cables, power supplies, switches, routers, hubs, ports, and lots of

software. In our work, for the sake of simplicity, initially we consider a star topology

for network configuration Figure 3.3.

Exchange: A telecommunications switching center that supplies telecommunica-

tions services to a specific geographic area.

Hub: A remote concentration unit, which connects the users to the exchange. This
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hub will connect a small proportion of population to the exchange to reduce the

capital cost of the network.

Original Hub: An original hub is the hub in service.

Hub duplicate: A hub duplicate is a stand-by hub. When an original hub fails, a

hub duplicate will be a substitute for the original hub whilst it is being serviced or

repaired.

Repair person: A repair person services the malfunctioning hubs.

Connection links: Means of connection, which link up the exchange to the hubs

and hubs to users.

We would like to emphasize that the hub in our thesis can represent other telecom-

munications facilities, such as routers and bridges.

3.6 SM model

We now present the SM model from [1]. Assume there are n hubs in the network

and let one time unit be the time for one repair person to repair one malfunctioning

hub.

Our objective is to construct a cost-effective telecommunications network mainte-

nance policy, which consists of a crew of repair persons and a fleet of hub duplicates.

The cost structure will include the salary of the repair persons and the cost of du-

plication. We define the following parameters:

α — salary of one repair person per unit time;

ci — cost of one duplicate hub i in per unit time;

pi — probability of failure of original hub i per unit time;

pdi — probability of failure of hub duplicate i per unit time.

cl — the criterion of the level of service.

X — the number of malfunctioning hubs.

We shall use the following variables
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s — total number of repair persons employed; s is the nonnegative integer;

yi— indicates the duplication of the i-th hub:

yi =





1 if hub i is not duplicated,

0 otherwise.

The total number of duplicated and non-duplicated hubs will be, respectively:

yd = n− y, y =
n∑
i=1

yi.

It is assumed that the network must be maintained.

The total cost (TC) function to maintain the network (per unit time), can be

defined as follows:

TC(s, y1, y2, , , yn) = αs+
n∑
i=1

ci(1− yi).

If we consider the hubs and duplication costs are all the same, that is ci = c, ∀i.
Then we can simplify the above formula as:

TC(s, y) = αs+ c(n− y).

The first term here is the total salary of the crew of service persons and the second

term gives the total hub duplication cost. It should be noted that the terms duplicate

(or hub duplicate) and duplicated hub both have very distinct meanings. The term

duplicate (or hub duplicate) refers to a standby hub, whereas the term duplicated hub

refers to a hub where, at its corresponding location, a standby hub (hub duplicate)

is installed.

The following assumptions have been made in [1] (explicitly or implicitly):

• The exchange is

a. too expensive to be duplicated, and therefore will not be duplicated

b. ideal, i.e. has zero probability of failure, pe = 0.
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• All original hubs

(a.) will have the same amount of repair time.

(b.) have the same probability of failure per unit time: pi = p.

(c.) are located equidistant from the exchange.

• A simple, but very general model is the stochastic binary system. Each hub

can take on either of two states: operative or failed.

• The hub duplicates are ideal with pdi = 0, which guarantee the hub duplicate

will work instead of the failed original hub. Each hub can only have one

duplicate.

• The duplication costs are the same for every hub, i.e. ci= c.

• The crew of repair persons is stationed at the exchange.

• There will be no absenteeism in the crew of repair persons and their skills are

homogenous, i.e. the total service time taken by any repair person servicing a

malfunctioning hub is equal.

• Only one repair person is needed to service one malfunctioning hub, regardless

of the type of failure.

• In a queue of malfunctioning duplicated and non-duplicated hubs, the non-

duplicated hubs will be given the highest service priority. Here we assume that

there is no switch over time from malfunctioning hub to hub duplicate.

Following the assumptions above, an example of the network architecture for SM

is illustrated in Figure 3.4.

And the SM model can be defined as:

minimize TC(s, y) ≡ αs+ c(n− y) (3.6.1)

subject to
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Figure 3.4: Network architecture for the simplified model (SM)

P (X > s) ≤ cl. (3.6.2)

P (X > s) is the probability of not enough repair men to fix the malfunctioning

hubs. The main idea of the SM model is to minimize the cost of maintenance

(3.6.1) under the constraint (3.6.2): the probability of not enough repair persons to

repair malfunctioning hubs should be less or equal to cl. Here X is the number of

malfunctioning hubs, and s is the number of service persons. The level of service can

be measured by different cl. To finish a setting of the model we need to consider a

certain distribution of failures of both non-duplicated and duplicated hubs per unit

time.

3.7 SM model with normal distribution (SMN)

The following assumption has been made in [1]. The number of failures of non-

duplicated hubs per unit time is normally distributed with mean µ(y) and standard

deviation σ(y). (See Figure 3.5).
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Figure 3.5: The normal distribution of the number of failures

As illustrated in Figure 3.5, the level of service provided to repair malfunctioning

non-duplicated hubs is µ(y) + k1σ(y) and the malfunctioning duplicated hubs will

only be repaired when there are k2σ(y) repair persons available.

In Figure 3.5 we assume that the number of failures (random variable x) of non-

duplicated hubs per unit time is normally distributed with the mean µ(y), and the

standard deviation σ(y). We denote that z is the standard score for variable x, that

is

z =
(x− µ(y))

σ(y)
.

It presents the number of σ(y) away from the mean. The normal curve has been

analyzed in terms of the area of the curve that is defined by various values of z.

For example, about 68% of the area under a normal curve lies within one standard

deviation of the mean, that is between z = ±1. And about 95% of the area lies within

two standard deviations of the mean-actually between z = ±1.96. In other words,

the probability that variable x has a value between µ(y) ± 1.96σ(y) is 0.95. So in

Figure 3.5, x = µ(y)+k1σ(y) can be described as z = k1; and x = µ(y)+(k1−k2)σ(y)

is equivalent to z = (k1 − k2). In this case k1 can be used to measure the level of

service provided to repair malfunctioning non-duplicated hubs, as is illustrated in

Figure 3.5. If the probability of not enough repair persons to repair malfunctioning

non-duplicated hubs is less than 0.00001, we find the value of k1 from the z table

to be as 5.9605. In other words, from formula (3.6.2) if we choose cl = 0.00001, the
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following expressions:

P (X > s) < cl

and

µ(y) + k1σ(y) ≤ s

are the same thing when we choose cl = 0.00001 and k1 = 5.9605.

Although the hub duplicate can start work automatically when the duplicated

hub fails to work, we also need to repair it and make it a hub duplicate in turn.

To make it visual and easy to calculate, we denote the number of repair persons for

malfunctioning duplicated hubs as k2σ(y). Figure 3.5 also shows the relationship

between k1 and k2.

Assuming the independency of the probabilities of hub failures, then µ(y) and

σ(y) can be expressed as follows,

µ(y) =
n∑
i=1

yipi, (3.7.1)

σ(y) =

√√√√
n∑
i=1

yipi(1− pi). (3.7.2)

Since pi = p and
∑n

i=1 yi = y, so we get

µ(y) = yp, (3.7.3)

σ(y) =
√
yp(1− p). (3.7.4)

The repair of malfunctioning duplicated hubs will only be performed when there

are k2σ(y) repair persons available. The proportion of time when at least k2σ(y) re-

pair persons available is P (z < k1−k2). Hence, the level of service for the duplicated

hubs constraint can be formulated as follows,

P (z < k1 − k2)k2σ(y) ≥ p(n− y).

Here p(n − y) is the mean of the number of failures of duplicated hubs per

unit of time, it is also assumed to be normally distributed. In other words, this
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constraint specifies that we will only provide repair service for the “average” number

of malfunctioning duplicated hubs.

So, the SM with normal distribution (SMN) is formulated below:

minimize TC(s, y) ≡ αs+ c(n− y) (3.7.5)

subject to

µ(y) + k1σ(y) ≤ s, (3.7.6)

P (z < k1 − k2)k2σ(y) ≥ p(n− y), (3.7.7)

k2σ(y) ≤ s, (3.7.8)

y ≤ n, (3.7.9)

s, y ≥ 0, (3.7.10)

s, y are integers. (3.7.11)

With normal distribution, constraint (3.6.2) can be expressed as (3.7.6)—(3.7.8).

Constraint (3.7.6) ensures the level of service for non-duplicated hubs is met by the

allocation of a sufficient number of repair persons. Constraints (3.7.7) and (3.7.8)

ensure that the level of service of duplicated hubs is fulfilled and constraint (3.7.9)

specifies that the total number of duplications must not exceed the total number of

hubs in the network. The non-negativity constraints are in (3.7.10,3.7.11).
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3.8 Direct method to solve the SMN

3.8.1 The KKT method

In paper [1] the dual approach to the solution of the problem (3.7.5)– (3.7.10) based

on the Karush-Kuhn-Tucker conditions was suggested.

By transforming (3.7.5) into a maximization problem and rearranging equations

(3.7.6–3.7.10) to a “less than or equal to” constraints, and letting y = w2 and

k3 = P (z < k1 − k2)k2, we obtain the following,

maximize TC ≡ (cw2 − αs− cn) (3.8.1)

subject to

pw2 + k1

√
p(1− p)w − s ≤ 0, (3.8.2)

− k3

√
p(1− p)w − pw2 ≤ −np, (3.8.3)

w ≤ √n, (3.8.4)

− w ≤ 0, (3.8.5)

k2

√
p(1− p)w − s ≤ 0. (3.8.6)

The KKT conditions for (3.8.1–3.8.6) are expressed as follows:

2cw−λ1(2pw+k1

√
p(1− p))−λ2(−k3

√
p(1− p)−2pw)−λ3−λ4−λ5(k2

√
p(1− p)) = 0,

(3.8.7)
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− α + λ1 + λ5 = 0, (3.8.8)

λ1(−pw2 − k1

√
p(1− p)w + s) = 0, (3.8.9)

λ2(−np+ k3

√
p(1− p)w + pw2) = 0, (3.8.10)

λ3(
√
n− w) = 0, (3.8.11)

λ4w = 0, (3.8.12)

λ5(s− k2

√
p(1− p)w) = 0. (3.8.13)

H. S. Gan and A. Wirth investigated all the possible combinations of λ1, λ2, λ3,

λ4, and λ5. This approach can not explicitly take into account that s and y are

integers. We suggest a direct approach to solving this problem.

3.8.2 The direct method

Studying the SM with the normal distribution, we find out the following procedure

to solve the SMN.

Let

P (z < k1 − k2)k2 = k3. (3.8.14)

Then (3.7.7) can be represented as

k3

√
yp(1− p) ≥ p(n− y). (3.8.15)

1. We can solve this inequality explicitly in the following way:

from (3.8.15) we get

k3
2yp(1− p) ≥ p2(n− y)2.
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Since p > 0 this inequality is equivalent to:

py2 − [2np+ k3
2(1− p)]y + pn2 ≤ 0.

The solution set of this inequality is a segment, we denote this segment by [a, b].

Let u1, u2 be roots of equation:

py2 − [2np+ k3
2(1− p)]y + pn2 = 0. (3.8.16)

We have:

u1 =
(h−m)

2p
,

and

u2 =
(h+m)

2p
,

where

h = 2np+ k3
2(1− p),

and

m =

√
(2np+ k3

2(1− p))2 − 4p2n2.

It is easy to see that u2 > u1 > 0, so we can choose a = u1, b = u2.

2. Since the system of simultaneous inequalities (3.7.6) and (3.7.8) is equivalent

to:

max(µ(y) + k1σ(y), k2σ(y)) ≤ s,

then for each y, we consider the function s(y) defined by

s(y) = max[yp+ k1

√
yp(1− p), k2

√
yp(1− p)] (3.8.17)

where y ∈ [a, b].

3. Let

f(y) = αs(y) + c(n− y),

Then the problem (3.7.5) -(3.7.10) is equivalent to the following problem:

minimizef(y)
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p 0.05 0.10 0.15 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90

TC 968 1753 2446 3042 4234 5428 6424 7519 8317 9213 9909

s 9 17 24 30 42 54 64 75 83 92 99

yd 68 53 46 42 34 28 24 19 17 13 9
c
α

= 0.01, n=100, normal distribution.

Table 3.1: Result one from direct method

subject to

y ∈ [a, b], y is integer. (3.8.18)

To solve this problem we need to find all integers y between numbers a and b,

calculate values f(y) and find the least of them.

The code was written in C. Numerical experiments were carried out on PC Pen-

tium II with 400 MHZ main processor. In this code we considered different values

of k2, c
α

, and p. We made some calculations and compared some of our results

with those from [1]. We obtained the same results that confirm that both the dual

approach from [1] and the direct approach from the current paper are correct.

Tables 3.1-3.2 describe the results obtained by using the direct method. We use

k2 − k1 = 0.15, n = 100, k1 = 5.9605, α = 100, and c
α

= 0.01, 1.0, respectively.

In these tables, p is the probability of failure of hub per unit time. TC is the total

cost of the salary of the repair persons and the cost of duplication in per unit time,

and s is the total number of repair persons needed. Here yd = n− y represents the

total number of hub duplicates. Table 3.3 presents the results of different value of

n in this model. Comparing these three tables, we get the trend: TC increases as p

increases, so does the c
α

. It is also evident from the formulations: it costs more to

maintain a more unreliable network; when the salary of repair person is the same,

the greater the cost of duplication the greater the TC. Of course, when the cost of

duplication is too much, reducing or eliminating duplication will be the right choice

(see Table 3.2).

The choice of k2 is also very important in this model. Tables 3.4-3.5 summarize

the influence of different choices of k2. In Table 3.4, c
α

= 0.1, n = 100, k1 = 5.9605,
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p 0.05 0.10 0.15 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90

TC 1800 2800 3700 4400 5800 7000 8000 9000 9800 10400 10800

s 18 28 37 44 57 69 80 87 94 103 99

yd 0 0 0 0 1 1 0 3 4 1 9
c
α

=1.0, n=100, normal distribution.

Table 3.2: Result two from direct method

p 0.05 0.10 0.15 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90

TC 7205 13020 18580 23957 34621 44997 55081 64967 74655 84142 93128

s 69 128 184 238 345 449 550 649 746 841 931

yd 305 220 180 157 121 97 81 67 55 42 28
c
α

= 0.01, n=1000, normal distribution.

Table 3.3: Result with different n

k2 − k1 -1.05 -0.75 -0.45 -0.15 0.15 0.45 0.75 1.05 1.50 1.95 3.00

TC 2000 2060 2060 2180 2230 2340 2450 2550 2700 2750 2800

s 13 14 14 16 17 19 21 23 26 27 28

yd 70 66 66 58 53 46 35 25 10 5 1
c
α

= 0.1, p= 0.1, n=100, different k2.

Table 3.4: Result with different k2, p = 0.1

k2 − k1 -1.05 -0.75 -0.45 -0.15 0.15 0.45 0.75 1.05 1.50 1.95 3.00

TC 8890 8890 9070 9150 9330 9600 9780 9960 10230 10310 10310

s 87 87 91 89 90 95 97 99 102 103 103

yd 19 19 17 15 14 10 8 6 3 1 1
c
α

= 0.1, p= 0.8, n=100, different k2.

Table 3.5: Result with different k2, p= 0.8
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p = 0.1 and α = 100. In Table 3.5, c
α

= 0.1, n = 100, k1 = 5.9605, p = 0.8 and

α = 100. So we get the conclusions: first, as k2 increases TC increases. Second, if k2

and p are large enough, then s will be decided by k2σ(y) according to formulation

(3.7.7) (when k2 > k1 + yp√
yp(1−p). In this case it contradicts the assumption that the

non-duplicated hubs will be given the highest service priority, and it also leads to an

unreasonable answer: 103 service persons are needed to service one hub duplicate

and 100 hubs ( see Table 3.2). The same result can be seen in Table 3.5. In fact we

can simply choose no duplication and 100 service persons and get TC= 10000. This

is the weak point in this model: when the value of p is too large and n is not big

enough, the normal distribution does not approach the real distribution (binomial

distribution ) and µ(y) + k1σ(y) may be more than n. When n > 500 and p < 0.95

this does not happen (see Table 3.3). We have some doubts about SMN with a small

value of p because of its application. We also need to clarify the limitation for normal

distribution, because it does not always work. That is why we tried the following

approach with different distributions.

3.9 Model with Poisson and binomial distribution

(SMP and SMB)

We now consider the SM model with binomial (SMB) and Poisson (SMP) distri-

butions respectively. In fact the binomial distribution is the real distribution in

stochastic binary, but in telecommunications we usually use Poisson distribution,

since it describes queueing systems.

Some definitions of new variables and parameters in SMB and SMP:

s1 — the number of service persons needed to fix the malfunctioning non-duplicated

hubs.

s2 — the number of service persons needed to fix the malfunctioning duplicated

hubs.

s3 — the number of service persons needed to fix the failures of duplicated hubs

and duplicate hubs happen simultaneously.
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s — the total number of service persons to fix all kinds of above failures.

We introduce following parameters:

λ1 — the mean of Poisson random variable related to non-duplicated hubs.

λ2 — the mean of Poisson random variable related to duplicated hubs.

cl1 — the criterion of the level of service for the malfunctioning non-duplicated

hubs.

cl2 — the criterion of the level of service for the malfunctioning duplicated hubs.

cl3 — to adjust the criterion of the level of service for the malfunctioning dupli-

cated hubs.

cl4 — to produce different pdi (=cl4p).

For Poisson distribution we have (SMP)

minimize TC(y, s) ≡ αs+ c(n− y), (3.9.1)

subject to

P (X > s1) = 1−
s1∑

k=0

λk1e
−λ1

k!
< cl1, (3.9.2)

s1 ≥ µ1, (3.9.3)

P (X > s2) = 1−
s2∑

k=0

λk2e
−λ2

k!
< cl2, (3.9.4)

s2 ≥ µ2, (3.9.5)

s3 = d(n− y)ppcl4e, (3.9.6)

s = s1 + cl3s2 + s3, (3.9.7)

y, s ≤ n, (3.9.8)
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s, y ∈ N.
N is the set of all nonnegative integers.

(3.9.9)

Here we use µ1 = y and µ2 = (n − y)pdi. The parameters cl1 to cl3 are used as

a measure of the service levels in our model. In constraint (3.9.2) the probability of

not enough service persons to repair the malfunctioning non-duplicated hubs should

be less than cl1, similar to constraint (3.9.4) where we also assume that the number

of failures of duplicated hubs is Poisson distributed. In constraint (3.9.3) we use the

mean of the number of failures of non-duplicated hubs as the lowest boundary of

the service level. In other words, there are at least enough service persons to fix at

least the mean malfunctioning non-duplicated hubs in unit time. The same is the

constraint (3.9.5). From the formulation of the Poisson distribution we have

λ1 = yp,

and

λ2 = (n− y)pdi.

In this model pdi is the probability of the number of failures of hub duplicates per

unit time. In general pdi < p. To simplify the calculation, we can assume pdi = p.

Since one can take more time to repair the malfunctioning duplicated hubs (we also

assume that the switch over time is zero), sometimes one service person can fix the

malfunctioning duplicated hubs after fixing the malfunctioning non-duplicated hubs.

In equation (3.9.7) we use cl3 to adjust the number of service persons in this case. To

make the model more reliable, we also consider the case of the failure of duplicated

hubs and duplicate hubs happen simultaneously. In equation (3.9.6), we use cl4 to

produce different pdi(=cl4p), so, the variable s3 is the ceiling of the mean of the failure

number of hubs and duplicate hubs happening simultaneously.

For binomial distribution model (SMB)

minimize TC(y, s) ≡ αs+ c(n− y), (3.9.10)
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subject to

P (X > s1) = 1−
s1∑

k=0

(
y

k

)
pk(1− p)y−k < cl1, (3.9.11)

s1 ≥ µ1(= yp), (3.9.12)

P (X > s2) = 1−
s2∑

k=0

(
n− y
k

)
(pdi)

k(1− (pdi))
n−y−k < cl2, (3.9.13)

s2 ≥ µ2(= (n− y)pdi), (3.9.14)

s3 = d(n− y)ppcl4e, (3.9.15)

s = s1 + cl3s2 + s3, (3.9.16)

y, s ≤ n. (3.9.17)

All the meanings of constraints are similar to SMP. The codes for SMP and SMB

were also written in C. Numerical experiments were carried out on PC Pentium II

with 400 MHZ main processor as well. To solve this problem we needed to try all

integers y between the numbers of 0 to n, then calculate the values of s1, s2, s3 and

s respectively, and finally calculate values of TC(y, s) and find the least of them.

3.9.1 The result and comparison

In the model of SMP, we chose cl1, cl2 = 0.009 and cl3, cl4 = 0.3 and c
α

= 0.01, we

obtained the result shown in Table 3.6. We only changed the value of c
α

from 0.01

to 1.0 and obtained Table 3.7.
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p 0.05 0.10 0.15 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90

TC 600 800 1000 1300 1797 2300 2998 3600 4400 4500 5398

s 5 7 9 12 17 22 29 35 43 44 53

yd 100 100 100 100 97 100 98 100 100 100 98
c
α

= 0.01, n=100, Poisson distribution.

Table 3.6: SMP with c
α

= 0.01

p 0.05 0.10 0.15 0.20 0.30 0.40 0.50 0.60 0.70 0.80 90

TC 1100 1800 2500 3100 4400 5600 6700 7900 9100 10000 10000

s 11 18 25 31 44 56 67 79 91 100 100

yd 0 0 0 0 0 0 0 0 0 0 0
c
α

= 1.0, n=100, Poisson distribution.

Table 3.7: SMP with c
α

= 1.0

p 0.05 0.10 0.15 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90

TC 600 800 1000 1200 1700 2200 2700 3400 4000 4800 5500

s 5 7 9 11 16 21 26 33 39 47 54

yd 100 100 100 100 100 100 100 100 100 100 100
c
α

= 0.01, n=100, binomial distribution.

Table 3.8: SMB with c
α

= 0.01

p 0.05 0.10 0.15 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90

TC 1100 1800 2400 3000 4100 5200 6200 7100 8000 8900 9600

s 11 18 24 30 41 52 62 71 80 89 96

yd 0 0 0 0 0 0 0 0 0 0 0
c
α

= 1.0, n=100, binomial distribution.

Table 3.9: SMB with c
α

= 1.0
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In the model of SMB, we also chose cl1, cl2 = 0.009 and cl3, cl4 = 0.3 and c
α

= 0.01,

we obtained the results in Table 3.8. We only changed the value of c
α

from 0.01 to

1.0 and obtained the results in Table 3.9.

We achieved nearly the same solution with the Poisson (SMP) and binomial

distribution (SMB)(see Tables 3.6-3.9). We found that, in this model, if the value of
c
α

is lower we can duplicate all the hubs and have no duplicated hub otherwise. Here

we need to mention that Poisson distribution approach to binomial distribution only

if the value of np is not too large. One can suggest that p ≤ 0.10 and n ≥ 1000p

(See [7], p205). The computation inaccuracy also affected the result of our model,

so when p is too large the result is not very accurate. In real life we could not accept

a hub with a higher than 0.5 probability of failure in per unit time, even the unit

time is long.

By comparing SMP and SMB with SMN we find that they gave different results.

It means, although we used the same SM, the different distribution of the number of

failures of hubs may lead to a different maintenance policy. With our assumptions

in this thesis, the binomial distribution is the real distribution. In our experiment

we found that the SMN results in a more expensive maintenance policy.

3.9.2 A more practical model (MPM)

Failures have different consequences to different clients. For most clients the inter-

mittent failures are usually not catastrophic. But failures of even a few seconds

in some fly-by-wire avionics software may result in the aircraft’s destruction. The

tradeoff between high level service and cheap cost with lower service level has been

positive. We define different clients. From the view of maintenance, the main dif-

ference between different clients is the maximum breakdown time. For the highest

level clients, the minimum breakdown time should be very small, these clients are

willing to pay a substantially higher cost for the best possible service level, then

the higher ones, and then the common clients. For common clients breakdowns are

not as sensitive. Taking all these mentioned points into account, we propose a more

practical model (MPM) in this section.

Telecommunications networks exist in a variety of shapes and sizes. We consider
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Figure 3.6: Network architecture for the practical model (MPM)

the generalized model, and more practically, we take the variation in travel distances

into account. We also store some hubs to replace a failed hub when needed. Finally

we introduce the difference of time needed to fix the duplicated hub, non-duplicated

hub and replace the malfunctioning hub. Following the assumptions above, an ex-

ample of the network architecture for MPM is illustrated in Figure 3.6.

Now we need to introduce some parameters and variables:

tdi = Di/V ;

Di is the distance from hub i to the exchange, and V is the travel speed of the

repairman.

t0, the time needed to repair the duplicated hub. If the hub duplicate starts work

automatically when the original hub fails, t0 = 0.

t1, the time needed to fix the non-duplicated hub .

t2, the time needed to replace the non-duplicated hub.

Tmi, the minimum download time for hub i, which is decided by the clients
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served.

ci, the price for duplicating one hub in unit time, the price for each hub is different.

csi, the price for storing one hub in per unit time, the price is also different.

α — salary of one repair person per unit time;

pi — probability of failure of original hub i per unit time;

pdi — probability of failure of hub duplicate i per unit time.

s — total number of repair persons employed; s is the nonnegative integer;

xi =





1, if the repairman wants to replace the failed hub with a stored one,

0 otherwise.

We can get the total number of stored hubs by

x =
n∑
i=1

xi,

yi— indicates the duplication of the i-th hub:

yi =





1 if hub i is not duplicated,

0 otherwise.

The total cost function per unit time, TC can be defined as follows:

TC(yi, xi, s) = αs+
n∑
i=1

ci(1− yi) + csixi (3.9.18)

We can formulate it as a optimization problem:

minimize TC(yi, xi, s) (3.9.19)

subject to

yi, xi, s ≥ 0. (3.9.20)
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The first term in TC is the total salary of the crew of service persons and the

second term gives the total hub duplication cost. The third term denotes the total

hub store cost, which are hubs stored in the center.

We also assume that the number of failures of non-duplicated hubs is normally

distributed with mean, µ(y) and standard deviation, σ(y).

µ(y) =
n∑
i=1

yipi, (3.9.21)

σ(y) =

√√√√
n∑
i=1

yipi(1− pi). (3.9.22)

Now let us think about the situation when the duplicated hub fails and the

duplicate hub also fails simultaneously. In this case, the probability is pipdi. pdi is

the probability of the number of failures of duplicate hubs in per unit time. We

also assume that the probability of the number of failures of duplicated hubs and

duplicate hubs happening simultaneously is normally distributed with mean, µ1(y)

and standard deviation, σ1(y). So we get:

µ1(y) =
n∑
i=1

(1− yi)pipdi. (3.9.23)

In this formulation the level of service provided to repair malfunctioning non-

duplicated hubs is given as µ(y) + k1σ(y). µ1(y) repair persons are needed to repair

malfunctioning duplicated hubs and duplicate hubs together.

Now we can formulate the MPM as below:

Minimize [TC(yi, xi, s) = αs+
n∑
i=1

ci(1− yi) + csixi] (3.9.24)

subject to

µ(y) + k1σ(y) + µ1(y) ≤ s, (3.9.25)
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tdi + t0 + yit1(1− xi) + yixit2 ≤ Tmi, (3.9.26)

where, i=1,2,..., n.

y, x ≤ n, (3.9.27)

s, y, x ≥ 0, (3.9.28)

s, y, x, are integers. (3.9.29)

3.9.3 The “toy bricks” method

Now we simplify the problem by defining only three kinds of clients: gold, silver, and

bronze. And then we assume there are only three kinds of distance: longest, middle,

and small and the corresponding travel times are tdl, tdm, and tds respectively. Finally

we assume that all hubs are the same. So pi = p, pdi = pd and ci = c, csi = cs. In

this case the network architecture can be illustrated as Figure 3.7.

We add some new definitions:

mj— is the number of hubs servicing j clients.

Tmj, the minimum download time for the hub j, which is decided by the clients

served.

xji =





1, if the repairman wants to replace the failed hub with a stored one,

0 otherwise.

We can get the total number of stored hubs by

xj =

mj∑
i=1

xji,

yji— indicates the duplication of the i-th hub:
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Figure 3.7: Network architecture for the simplified practical model (SPM)

yji =





1 if hub i is not duplicated,

0 otherwise.

yj =

mj∑
i=1

yji.

After our simplification we have

µj(yj) = yjp, (3.9.30)

σ(yj) =
√
yjp(1− p), (3.9.31)

µj1(yj) = yjppd. (3.9.32)

So our problem can be described as

Minimize TC(yj, sj, xj) = αsj + c(mj − yj) + csxj (3.9.33)
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Subject to

µj(yj) + k1σ(yj) + µj1(yj) ≤ sj, (3.9.34)

tdl + t0 + yjit1(1− xji) + yjixjit2 ≤ Tmj, (3.9.35)

for i ∈ Lo
Lo is the set of hubs which are far away from the center.

tdm + t0 + yjit1(1− xji) + yjixjit2 ≤ Tmj, (3.9.36)

for i ∈Md

Md is the set of hubs which have middle distance from center.

tds + t0 + yjit1(1− xji) + yjixjit2 ≤ Tmj, (3.9.37)

for i ∈ St.
St is the set of hubs which have middle distance from center.

Here for gold clients j = 1, silver j = 2 and bronze j = 3. It is obvious that

Tm3 > Tm2 > Tm1.

Now the algorithm is as follows:

Let j = 1 and solve the above problem we get a set of s1, y1, x1. Then let j = 2,

and then j = 3.

Our final solution will be s = s1 + s2 + s3, y = y1 + y2 + y3 and x = x1 + x2 + x3.

We do not have numerical experiments for the MPM model using the “toy bricks”

method. It is open for further study.

3.10 Conclusion

Although the SM model in paper [1] is simple, it gives the main idea of optimization

in telecommunications network maintenance. The exchanges and hubs are some of

the basic equipment in telecommunications. From the SM model we can get some
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ideas about how to decide the number of repair persons and duplications of hubs,

which are two of the basic factors in network maintenance.

For the SMN, the assumption of the number of failures of non-duplicated hubs

per unit time is normally distributed with mean µ(y) and standard deviation σ(y)

making the model be more easily solved and visual.The idea of the ‘repair of malfunc-

tioning duplicated hubs will only be performed when there are k2µ(y) repair persons

available’ is also novel. We also found some inadequacies in this model. When the

value of np is too large, the normal distribution does not approach the real distri-

bution (binomial distribution) and µ(y) + k1σ(y) may be more than n. Thus, the

limitation of applicability of normal distribution should be found. A direct method

is introduced in my thesis to solve the SMN. The results prove this method is feasible

and simple.

Binomial distribution is the real distribution under our assumptions in this thesis.

Poisson distribution is more practical and common in queue systems. We introduce

the SM model with binomial (SMB) and Poisson (SMP) distribution and compare

them with the SM with normal (SMN) distribution. SMB and SMP need to be

improved to make them more practical.

Here we would like to emphasize that there should be a very important prereq-

uisite for the objective function: we must repair the malfunctioning hubs in time or

duplicate them. Otherwise the penalty will be excessive. In other words, there is no

such solution as TC = 0, where s = 0, and yd = 0.

It is becoming apparent that there will likely be a demand for several service

classes. One service class will provide predictable services for companies that do

business on the telecommunications network. Such companies will be willing to pay

a certain price to make their services reliable and to give their users a fast feel to

their Web sites. This service class may contain a single service. Or, it may contain

Gold Service, Silver Service and Bronze Service, with decreasing quality. Our MPM

model is based on this idea. We believe that further research on this model might

give more practical results.



Chapter 4

Queueing programming models in

Telecommunications Network

Maintenance—Corrective

maintenance

4.1 Introduction

Network availability is an important criterion for mission-critical network-based ser-

vices. This is particularly important as the high speed and high capacity technologies

are deployed. The impact of a single failure in this case can be catastrophic and a

large number of services might be affected. It is expected, therefore, that the main-

tenance cost will become a significant percentage of the total cost especially as the

price of bandwidth is declining. Finding the optimal trade off between the cost of

deployed capital and ongoing maintenance is therefore a very significant problem.

In this chapter we introduce queue programming models in telecommunications

networks maintenance. The ideas of profit, loss, and penalty will help telecommuni-

cations companies to have a good view of their maintenance policies and help them

improve their service. This new approach allows us to consider the time factor which

is hard to take into account in the stochastic approach discussed in previous chapter.
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Figure 4.1: A star network configuration

How many hubs will stop working, and for how long will they be broken down (can

we fix them)? That is the question that leads us to start our new approach with

queuing theory in this chapter.

4.2 Configuration and definitions

Telecommunications networks exist to provide communication channels between points,

which may be geographically close or, may be separated by worldwide distances. A

telecommunications network generally is comprised of the following major compo-

nents: exchanges, cables, power supplies, switches, routers, hubs, ports, and lots of

software. In our work, for the sake of simplicity, initially we use the same star topol-

ogy for network configuration as was used in the precious chapter shown in Figure

4.1.

The definitions of some terms such as Exchange, Hub, Original Hub and etc.

are the same as those in section 3.5 in chapter 3.
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4.3 Some assumptions for a simplified network ar-

chitecture

For the sake of simplicity we rewrite the assumptions from chapter 3 as follows:

• The exchange is

a. too expensive to be duplicated, and therefore will not be duplicated

b. ideal, i.e. has zero probability of failure, pe = 0.

• All original hubs

(a.) are independent.

(b.) are located equidistant from the exchange.

• A simple, but very general model is the stochastic binary system. Each hub

can take on either of two states: operative or failed.

• The hub duplicates are ideal with pdi = 0, which guarantees the hub duplicate

will work instead of the failed original hub. Each hub can only have one

duplicate.

• The duplication costs are the same for every hub.

• The crew of repair persons is stationed at the exchange.

• There will be no absenteeism in the crew of repair persons and their skills are

homogenous, i.e. the total service time taken by any repair person servicing a

malfunctioning hub is equal.

• Only one repair person is needed to service one malfunctioning hub, regardless

of the type of failure.

Following these assumptions, an example of the simplified network architecture

is illustrated in Figure 4.2.
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Figure 4.2: The simplified network architecture

4.4 The M/M/s model

A queue can be defined by two elements:

1. the customers forming the queue: they are characterized by their numbers, and

their arrival rates;

2. the servers, serving the customers from the queue, characterized by their num-

bers and the service times.

Queueing theory applies some probabilistic methods to find a deterministic model

to queues: from arrival and service time patterns, it is possible to predict the average

number of customers in the queue, as well as the average waiting time.

By analogy we can see the network maintenance as a queue: the service provided

is the repairing of the malfunction hubs.

• The customers are the hubs, arriving in the line when they break down

• The servers are the repair persons
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We assume that the s repair persons each are in charge of m identical hubs, each

of which breaks down independently and randomly at an average rate λ in running

time. It can be shown that the time between two hubs breaking down has a negative

exponential distribution with a mean 1
λ
.

It is further assumed that repair times also have a negative exponential distribu-

tion with mean 1
µ
.

The M/M/s model with finite customer population has been discussed by Brian

D. Bunday [10]. Its solution can be obtained from a special case of the birth-death

equations.

Let λn be the rate of arrivals and 1
µn

the average service time when there are n

hubs broken down. Then:

λn =




λ(m− n) n ≤ m;

0 n > m;

µn =




nµ n = 1, 2, ..., s,

sµ n = s+ 1, ...,m.

(4.4.1)

Let pn(t) be the probability that n hubs are break down at time t. Then it is

possible to obtain pn(t+ δt) in function of the pk(t), as:





p0(t+ δt) = p0(t)(1− λ0 + ◦(δt)) + p1(t)(1− λ1 + ◦(δt))(µ1δt+ ◦(δt));

pn(t+ δt) = pn−1(t)(λn−1δt+ ◦(δt))(1− µn−1δt+ ◦(δt))
+pn(t)(1− λnδt+ ◦(δt))(1− µnδt+ ◦(δt))
+pn+1(t)(1− λn+1δt+ ◦(δt))(µn+1δt+ ◦(δt));

pm(t+ δt) =pm−1(t)(λm−1δt+ ◦(δt))(1− µm−1δt+ ◦(δt))
+pm(t)(1− µmδt+ ◦(δt)).

(4.4.2)

From equation (4.4.2), are deduced some differential equations, which can lead

to some steady state equalities:
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pn =





m!
(m−n)!n!

ρnp0 n = 1, 2, ..., s,

m!
(m−n)!s!sn−sρ

np0 n = s+ 1, ...,m,

under the condition

ρ =
λ

µ
< 1,

that is λ < µ, or a repairman can repair a hub faster than its average life duration.

From the equality
m∑
n=0

pn = 1 we then deduce that

p0 =
1

s∑
n=0

m!
(m−n)!n!

ρn +
m∑

n=s+1

m!
(m−n)!s!sn−sρ

n

.

We can then easily deduce the average number of down hubs at a given time:

L =
m∑
n=0

npn;

the average time spent in the queue is then

tw =
L

λL
,

where λL is the arrival rate of the hubs in the queue when there are L hubs down.

By analogy with equation (4.4.1), we have

λL = λ(m− L). (4.4.3)

We might also want to know the distribution of the time spent waiting for repair.

The event (t ≤ T ≤ t+ δt) is the union of the mutually exclusive events

En =





[pn(t0)] There are already n hubs down at the breaking time.

[Pt,n−s] There are (n− s) service completions during time t.

[µsδt] There is one service completion in the interval (t, t+ δt).

If there are less than s hubs down, there are some free repair persons, and there

is no waiting time.
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Otherwise, we have

Pt,n−s =
(µst)

n−se−µst

(n− s)! .

Thus the distribution for the time spent waiting for repair by one hub is





P (t = 0) =
s−1∑
n=0

pn,

Φ(t)δt =
m∑
n=s

pn · (µst)n−se−µst
(n−s)! · µsδt.

(4.4.4)

Thus the probability of exceeding a given time tm is

P (t ≥ tm) =





1, if tm=0,
∫∞
tm

Φ(t)δt =
m∑
n=s

(
pn · e−µstm

n−s∑
i=0

(µstm)i

i!

)
, otherwise.

(4.4.5)

Remark 1
∫∞

0
Φ(t)δt 6= 1 because P (t = 0) 6= 0. It is easy to verify that

∫∞
0

Φ(t)δt = 1−
s−1∑
i=0

Pn.

4.5 The general model (GM)

We start to consider the general queueing model:

(M/M/s) : (F/2m/2m);

the meanings are given as below

• M means Poisson failure rate distribution with

λ1 — the rate of failure of original hub per unit time,

λ2 — the rate of failure of duplicated hubs per unit time,

In our current models for the simplicity we take λ1 = λ2 = λ.

• Second M Exponentiation distribution fix time with
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µ1 — the rate of service time to fix the failed hub for hubs without hub dupli-

cate,

µ2 — the rate of service time to fix the failed hub for hubs with hub duplicate.

In our current models for the simplicity we take µ1 = µ2 = µ.

ρ — the utilization of service, ρ = λ
µ
.

• Repair persons

There are s homogeneous repair persons.

• The service discipline of F.

• The maximum number of hubs in the queue:

there are at most 2m failed hubs that wait for repairing.

• The size of source:

the possible total number of original hubs and hub duplicates in this model is

2m.

Variables and parameters:

m — The total number of original hubs in this model,

s —total number of repair persons employed,

yi =





1 if hub i is not duplicated,

0 otherwise.

The total number of non-duplicated hubs will be:

y =
n∑
i=1

yi

yd— the number of original hubs with duplicated hubs (y+yd=m).

L — the number of failed hubs waiting and being repaired.

Lq — the number of failed hubs in queue waiting for repair.
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tn— breakdown time for non-duplicated hubs.

td— breakdown time for duplicated hubs.

tm— the permitted minimum breakdown time.

t0— penalty time for non-duplicated hubs.

t0 = tn − tm.

ip — indicator of penalty:

ip =





1 if the breakdown time exceeds the permitted minimum breakdown time.

0 otherwise.

pn — the steady-state probability of n failed hubs in system parameters.

cd — cost of duplicate per hub duplicate per unit time.

cn — the profit loss of one no working hub per unit time.

cp — cost of penalty when the waiting time exceeds the minimum breakdown

time.

cs — cost of repair person’s salary in per unit time.

4.6 GM with a maximum objective function (GMA)

Now we consider the way to maximize the income. Under the assumptions defined

before, we add some new definitions and redefine some parameters for this model.

• Among y hubs composing a network, there are two different types of hubs -

and thus of customers

– y − yd non-duplicated ones, with failure rate λ, and repair time rate µ,

– yd duplicated ones, with failure rate λd, and repair time rate µd.

• Each kind of customer can be assigned a different priority. Once these param-

eters are known, it is possible to find
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– L the average number of positions where no service is provided due to

failed hubs.

– tw the average waiting times repairs of non-duplicated hubs.

• The cost also depends of some independent parameters:

– tm, the permitted breakdown time,

– cd the cost per unit time for the duplication of one hub,

– cw the profit of one working hub location per unit time,

– cp fixed penalty cost when the waiting time exceeds the permitted break-

down time,

– cs one repair person’s salary per unit time.

There are s repair-persons working for the company. The cost of employing these

persons per unit time is

scs.

As well, the total cost per unit time for the duplicated hubs is

cdy
d.

We know there are on average L locations waiting for service in the queue, which

means that there are m − L locations working. The profit per unit time made by

the company with these hubs is

(m− L)cw.

Let ip be the indicator of the penalty being given (i.e. the probability of the time

tm − 1
µL

to be exceeded, defined in (4.4.5)):

ip = P (t ≥ tm − 1

µL
),
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where 1
µL

is the average repair time. By analogy with equation 4.4.1, we have

µL =

{
Lµ, if L < µ;

sµ, if L ≥ µ.

In other terms, for each hub breaking down, ip is the probability, that the com-

pany will have to pay the penalty to the users of this hub. The average penalty cost

per hub for the company is ipcp.

The average number of hubs breaking per unit time is: λL, defined in equation

4.4.3 and thus the penalty cost per hour for the company is

λLipcp.

Our objective is to maximize total income (TI) of the company, by constructing a

network composed of a judicious number of duplicated hubs, and hiring a reasonable

crew. The optimization problem to solve is

maximize TI(s, yd) ≡ cn(m− L)− css− cdyd − λLipcp (4.6.1)

subject to



0 ≤ yd ≤ m,

0 ≤ s ≤ 2m,

s, yd ∈ IN.

(4.6.2)

A simplified model of GMA (SGMA)

In this model, we consider that the duplicated hubs are too expensive, so there is

only one hub in one location. Our problem becomes:

maximize TI(s) ≡ cn(m− L)− css− λLipcp (4.6.3)

subject to{
0 ≤ s ≤ m,

s ∈ IN,
(4.6.4)

where all the values are defined as in Section 4.5.
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4.7 Solution method

The models with one queue discussed before was solved [105]. From a programming

point of view, the objective function presents two major problems:

4.7.1 The problem of large numbers and integer-type func-

tions

The size of the problem is extremely limited by the accuracy of the computer. As

the objective function contains factorials, a big size m can induce a very small value

for p0. In this case, the computer will approximate these values by 0, and the

calculations of pn will be wrong. Some programming techniques can be applied to

overcome this difficulty. The computation time will then be increased considerably.

These techniques have not been used here, the tests have been carried out over small

size functions (m=100).

Because the parameters of the objective function are integers, the optimization

technique has to be carefully chosen. Two different methods have been implemented.

For small sized integer problems, the basic method is to sort out all the solutions,

and select the best one. Tests having been carried out over small-sized problems.

This method has the fastest calculation time for the maximal value for the objective

function.

4.8 Numerical results

For reasons of confidentiality, real telecommunications network architecture is rarely

published by any company. It is impossible to find any data from real networks and

compare them with our theoretical results. In this thesis, we have therefore evaluated

the reaction of our model to some tendency and evaluated its performance.

On Figures 4.3 and 4.4, we can see that

• The total income (TI) decreases in a function of ρ (the probability of failure).
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the probability of failure vs total income

TI

ρ

Figure 4.3: The TI(ρ) .

the probability of failure vs crew size

ρ

s

Figure 4.4: The probability of failure vs crew size
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Total income vs penalty cost

TI

cp

Figure 4.5: The TI(cp)

penalty probability vs penalty cost

ip

cp

Figure 4.6: The penalty probability vs penalty cost

• The number of employees (s) needed increases when the arrival rate of failed

hubs increases.

All these results are logical and the same with the results we got in previous

chapter. When the optimal income of the company becomes negative, our model

recommends to stop using this company.

From Figures 4.5-4.7, we can reach the conclusion:

• The optimal income decreases when the penalty cost increases.

• When the penalty cost increases, the optimal solution for the probability to

pay it decreases.

• We can also observe the size of the queue which decreases as the penalty cost

increases.
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size of the line vs penalty cost

L

cp

Figure 4.7: The size of the line vs penalty cost

Also we should notice here some results about the relations between the penalty

and total income, the size of queue and the penalty cost. We need to have a tradeoff

to meet different goals. If we want to offer more reliable service to users then we

choose a big penalty in the objective function. Of course we can charge users more.

For cheap reasonable reliable service we can choose small value of penalty and longer

permitted breakdown time.

4.9 Conclusion

In this chapter we proposed telecommunications maintenance models based on queue-

ing theory. Queueing theory is based on the concept of probability and being used

to reduce stochastic model to a deterministic model. Although the queueing models

we used are relatively simple and certain practical aspects are ignored, our objective

is to gain insight that can guide the design of our maintenance policy. The results

obtained in this thesis are very reasonable, although no comparison is possible with

real networks.

All the models proposed in the previous chapter and this chapter are aimed

to solve the same problem: telecommunications network maintenance. However

they approach this problem in different ways. Stochastic programming approach

is relatively simple and emphasizing the static state of this problem, so it is good

for a decision maker to consider it as a long term monitoring approach. While

the queueing approach takes the sort of dynamic states into account and it also
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reduces this problem to a certain optimization problem. All these can help the

telecommunications companies to put this model into the use in their businesses.

This area is not completed if only a study the corrective maintenance without

preventive maintenance is done. So in section 7.3 we will introduce preventive main-

tenance. We believe that it has the same important as corrective maintenance.

Unfortunately we do not have time to do more study in this area.

Queueing theory can also be useful for models in some other fields, and our

model can be adapted to these fields with considerable success. In this case, the

optimization process described here is quite efficient, and can also be adapted.



Chapter 5

Optimization based clustering

algorithms (OBC) for network

evolution

5.1 Introduction

As the telephone industry moves into the 21st century it has become necessary for its

architects to make some fundamental decisions about the way traffic is transmitted,

switched, and managed. The issue that faces all of us, equipment vendors, service

providers, and end-users alike, is that legacy networks no longer can handle the

multiplicity and diversity of traffic that it increasingly has to support.

The success of the Internet is due to best-efforts delivery which allows for easy

expansion, coupled with a congestion-adaptive reliable transport protocol (TCP),

which serves well for the delay insensitive traffic of Web browsing or file transfer.

There are several new proposals for handling Quality of Service (QoS) for real-time

and multimedia traffic, but their introduction is slow. The scale of the Internet is one

of the impediments to successful QoS provision. Making fundamental decisions that

will change the shape and direction of telecommunications and Internet architecture

is not easy. It requires resolve and clear thinking on the part of everyone involved.

Hierarchical structure is the key to scaling problems, but it must be provided in a

73
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way that helps evolution.

5.1.1 Model for network design

There are many types of devices used to construct a network, often referred to

generically as: nodes. Sometimes nodes are distinguished by their functions. Such

as

• terminals: simple devices, usually serving a single user;

• Hosts: a large computer serving many users and providing computing capabil-

ity or access to a database.

• Multiplexors/concentrators: devices which join the traffic on low speed lines

into a single stream which can use a higher speed line.

• Local switches: devices which allow attached facilities and devices to commu-

nicate directly with one another.

• Routers: devices which are used to connect multiple local area networks.

In this thesis the node refers to different things. Sometimes it refers to city and

sometimes refers to routers. This will not lead to any misunderstanding.

The network design problem is usually thought of as one of minimizing cost while

satisfying throughput requirements. However, constraints on performance must also

be satisfied. The following is a very general formulation:

Given: Node locations, channel capacity options and costs

Minimize: Total communication cost

over: Topology, channel capacities, routing

Subject to: Delay constraint,

reliability constraint,

traffic requirement.

In general, there are 2N(N−1)/2 possible topologies, where N is the number of

nodes. A network with ten nodes, for example, has 45 potential links, each of which
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could be either included or excluded from the network. Even if it is assumed there

is only one possible link speed, this gives rise to 245 possible solutions, more than

1013 possibilities. Furthermore, capacities are available in discrete sizes. In addition,

the constraints must be satisfied. This means that an enormous integer optimization

problem must be solved.

Existing heuristic design procedures are quite efficient for the design of small to

moderate sized networks (25-75 nodes); however, they become very costly and even

prohibitive when dealing with large networks [196].

Suppose that a given set of city’s locations is to be connected and that the cost of

all possible connections is known. We do not care about capacity, reliability, delay, or

any other performance objectives. We simply want to connect the cities at minimum

cost. The focus in this chapter is on specific problems in topological optimization

within the evolution of network [29].

5.1.2 Hierarchical network design

All large scale networks are hierarchical. Network design problems can (roughly) be

divided into two categories (I) Access network design and (II) Backbone network

design [125]. Access network design assumes a centralized traffic demand and may

involve hierarchical structures. These problems are closely related to facility location

problems and clustering problems. Backbone network design, on the other hand,

assumes a distributed (several sources and destinations) traffic demand and allows

arbitrary topologies of the network to be chosen.

In backbone telecommunications networks, switches are arranged in groups and

the groups of switches are connected. Very little research has been done on hierar-

chical backbone networks with a distributed demand pattern. Several reasons are

immediately obvious, one being that dividing the network into groups limits the

choice of solutions, and hence low cost solutions may be overlooked. Additionally,

routing the distributed demands while designing the topology of the network presents

substantial difficulties.
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5.1.3 Hierarchical routing

Hierarchical routing protocols were introduced in the early 80’s [100, 101] with the

growth of data communication networks. It was envisaged that the storage and

updating costs necessary for dynamic routing algorithms would become prohibitive

as the network size increased.The proposed solution was to divide the network into

several routing areas. With this scheme, the nodes have complete routing informa-

tion about their routing area: They have knowledge of all the addresses which are

reachable within their area and what is the best path to reach them. Nevertheless,

the nodes of this network have only partial information on the outside world (i.e. the

other partitions). Information exchanged between two adjacent routing domains is

summarized by special nodes in order to achieve this goal. This summary process is

known as aggregation and is usually based on address masks. This way, the routing

table contains one “entry” (which roughly consists of a destination address and path

information necessary to reach it) for subnetworks in the same area, and one entry

per set of subnetworks (possibly one per remote area) for destinations beyond the

area limits.

Hierarchical routing schemes based on the hierarchical clustering of the network

nodes are therefore proposed to reduce the cost of routing. Those studies show

a remarkable efficiency of optimally selected hierarchical routing schemes for large

networks.

In general, hierarchies are needed to reduce the burden on routers of keeping large

amounts of network state information and to reduce the number of signalling mes-

sages exchanged. Provided suitable hierarchies are available, full information need

only be kept on systems within the same hierarchical level together with summarized

information about adjoining levels. The technique is therefore particularly helpful

for routing where large tables must currently be maintained. Increasingly, routers

and servers on the Internet are being equipped to provide specialized services, es-

pecially those associated with QoS provision or multicast. To evolve such services

to a large user population, it is important that systems with similar capabilities can

be categorized and merged to form larger systems which can then form their own

hierarchies.
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5.1.4 QoS on the Internet

Todays Internet offers a best effort connectionless service, in which datagrams may be

lost, discarded, unpredictably delayed or mis-ordered. Fortunately, the Transmission

Control Protocol (TCP) can both recover from errors and reduce injected traffic

when there is congestion, so that non-delay sensitive (elastic) traffic requiring reliable

delivery (e.g.file transfer, Web page retrieval) is well served. Real time traffic, such

as voice or video that have delay and bandwidth constraints (inelastic traffic) are

poorly served, but there is increasing demand for them to be carried on the Internet.

Such traffic can only be carried if the network allows the negotiation of Quality of

service parameters and offers resource reservation, queueing disciplines and routing

together with the protocols to support them. A number of proposals have been

put forward including the Integrated Services Architecture (Intserv), Differentiated

Services (Diffserv) and Multi-Protocol Label Switching (MPLS).

Intserv [120] follows similar conventions to those of ATM networks and supports

individual flows with specific QoS requirements. It is intended to support guaranteed,

controlled (i.e. within some tolerance limits) and best efforts traffic. To maintain

QoS and control congestion, Intserv requires admission control, routing algorithms,

queueing disciplines and discard policies. A router must deal with the flows as a

whole and maintain look-up tables that allow fast decisions on classification and

priority queueing for each packet. Intserv is complex and has therefore been slow

to be implemented. One important component, which is now implemented in many

routers, is the Resource ReServation Protocol (RSVP) [121] which can handle both

unicast and multicast resource provisioning.

Because of the difficulty of introducing Intserv, an alternative technique based

on service classes, Diffserv, was introduced [122]. This is intended to aid scalability,

to offer an evolutionary approach and to reduce complexity within the network. In

Diffserv, the QoS is based on a field in the IP header. It offers differential levels of

service for aggregated traffic (normally unidirectional) and uses well-defined building

blocks for end-to-end agreement and hop by hop treatment, thus separating policy

from forwarding. Diffserv works well for bandwidth-intensive data applications. But

it does not give service guarantees per se.
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More recently, MPLS has been proposed [116]. In this, packets are forwarded in

Forward Equivalence Classes (FEC) indicated by a label. Each packet is assigned

to an FEC and labelled as it enters the network (based on analysis of the header).

The label is used to determine QoS and forwarding policy. Because of its similarity

with lightweight virtual circuits, MPLS offers easy integration with ATM and Frame

Relay networks. If the QoS needed is just within a subnetwork or a WAN cloud,

these Layer 2 technologies (such as ATM, Frame Relay, and Token Ring), especially

ATM, can provide the answer. But ATM or any other Layer 2 technology will never

be pervasive enough to be the solution on a much wider scale, such as on the Internet

[197].

Because of the variety of schemes and the difficulty of introduction of the services,

it is likely that QoS will initially only be offered in small clouds. Most current

implementations are on IP-based intranets belonging to specific organizations or

consortia. As the techniques begin to be more widely accepted, it is likely that they

will be made available to users on the public Internet and the problem of scaling

arises. To overcome this, we need to be able to identify routers and servers which

offer specific public QoS support and to group them in the most appropriate way.

In order to do this, we need information on geographical location, services provided,

and whether subscription and charging are supported. Some of this information is

already available, but better availability would help Internet evolution regardless

of the scalability mechanisms used. Intuitively, we need to group systems together

geographically - hence clustering seems a sensible approach [29].

5.1.5 Clustering algorithms

Clustering algorithms are a method of partitioning a set of points based on the

characteristics of the points; the aim is to produce clusters of points that are more

similar to other points in the same cluster than to points in other clusters.

There are two main types of clustering algorithm: hierarchical and non-hierarchical.

See for example [92]. A hierarchical clustering algorithm assigns each node in turn

to an appropriate cluster, then repeatedly merges two nearby clusters until all points

belong to a single cluster. (Note that the term hierarchical is used in a different
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sense when we discuss multicast hierarchies.) Non-hierarchical clustering algorithms

typically divide the set of points into a given number, k, of clusters based on a given

starting set of cluster-centers and then iterate to optimize the membership of the

clusters.

An important example of non-hierarchical clustering is the k-means algorithm,

that partitions a data set into k clusters as follows:

• Specify k nodes as initial centers

• Allocate each node to the cluster containing the nearest center to the node

• Re-calculate the center of each cluster.

• Repeat steps 3 and 4 until solutions converge (or for a maximum number of

rounds).

For each type of clustering algorithm, we can choose from a number of options,

for example, to find the nearest neighbor or to optimize cluster cohesion. One rec-

ommended technique is to determine a suitable number of clusters by evaluating the

results of a hierarchical technique and then to optimize for this number of clusters

by using a non-hierarchical technique. In paper [93], Waters wrote: “We have cho-

sen clustering algorithms firstly, for the flexibility they offer in dividing the receivers

in different ways e.g. by the maximum number in a cluster, by the total number

of clusters, by limiting the number of sub-clustering steps to control the depth of

the tree. Secondly, clustering has worked successfully in previous networking design

scenarios. We believe that clustering algorithms can be particularly useful in high

level design e.g. for overnight reconfiguration for file or content distribution. Such

clustering can also reflect large distributed communities and populations, as occur

in Grid Computing.”

The easiest way to perform the clustering is to use a Euclidean distance to de-

termine the closeness of the systems considered. In the first set of evaluations, we

used geographical co-ordinates as our Euclidean plane. This in fact assumes a plane

where each degree of longitude and latitude is treated as identical and does not take

account of the spherical nature of the earths surface. If we consider the distribu-

tion of Internet users, they are concentrated on major cities and are certainly not
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evenly spread around all possible physical locations around the globe. It is therefore

appropriate to consider the use of clustering to determine the general location of

users. Although the geographical location of all Internet users may not be available,

it is probable that the geographical location of the members of a global Intranet

community would be known.

If we consider maps of Internet use, this is concentrated on major cities and is

certainly not evenly spread around all possible physical locations. By arranging the

system into clusters, the number of trunk interconnections can be reduced. Iterative

use of clustering algorithms should also help to divide very large numbers of systems

into further levels.

Clustering techniques have been applied in many fields, including image analysis

and vowel discrimination in speech. Their application to the design of backbone

communication networks is described in [91]. One of the first problems of applying

this technique to packet networks is to decide what are the optimization criteria?

For instance, multicast applications may need a maximum fan-out at each level or

may need to minimize the number of levels in the hierarchy. Note that clustering

algorithms will always partition the nodes into sets and in many cases a useful

grouping will be obtained even if it is not optimal.

5.1.6 Related Work

Hierarchical network design

Papers that discuss a centralized demand structure and hierarchies include [131]

which solves an access network design problem and [133] which solves a network de-

sign hierarchical star-star problem. The multi-level capacitated minimum spanning

tree problem [128] has a centralized demand structure, and a hierarchical structure

emanates, because the edges have different levels representing the capacities.

Another type of hierarchical network design problem is defined in [130]. The

problem is somewhat different from others: Given two primary nodes and some

secondary nodes, the least expensive network connecting the primary nodes with a

primary path and connecting secondary nodes not on the primary path to a node on
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the primary path via a secondary path is to be found. The problem is extended with

transshipment facilities in [129]. In [135] a new formulation is presented which is

used to obtain a Lagrangean relaxation based algorithm. The algorithm is modified

to handle the transshipment facilities in [127]. In [136] a dynamic programming

based algorithm is suggested and in [137] the problem is enhanced to allow multiple

paths and the dynamic programming algorithm is modified to handle this. Paper

[132] presents an arborescence formulation for the problem, with multiple primary

nodes. Paper [126] solves a multi-level network problem with more destination nodes

but only one source node of the highest level. The destination nodes require service

of different levels, and potential source nodes of lower levels require service of higher

levels to be able to supply the service. Yet another way to use multi-level (or -layer)

network design is to let each layer represent a network protocol layer. This is the

approach of [134]. The layers can have different properties; some layers may, for

example, be able to reconfigure the routing of traffic to avoid cables which have

failed. Thereby, robustness of the network can be addressed.

Hierarchical clustering

A number of authors have considered techniques for networking hierarchies and,

although several of these discuss clusters, they do not actually use clustering algo-

rithms to group nodes into clusters as we propose. Most proposals are related to

multicasting or to Web caching [29].

An approach to hierarchical clustering for multicast routing based on Voronoi

diagrams is discussed by Bacelli et al [90]. (A Voronoi diagram divides a plane into

regions each based on a specified node. Within each region, any other node is closer

to that regions specified node than to the specified node in any other region.) The

technique divides the network into domains each fed by a core and cores are organized

into a hierarchy of center-based trees.

Although this approach looks promising, their evaluation uses a uniform distribu-

tion of nodes, which may not be realistic. The authors found that optimum tree cost

can be found by having much bigger fan-outs nearer the source of the multicast tree,

with successively lower fan-outs at lower levels in the hierarchy, whereas practical

systems may require similar fan-outs at each level.
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Another hierarchical scheme is that of Chatterjee and Bassiouni who describe a

two level hierarchy [25]. Optimization at the top level (linking the clusters) uses

a minimum spanning tree and at the lower levels, a broadcast tree with optimal

delay within each cluster. Yallcast is another protocol-based approach to hierarchical

multicast trees in the Internet [119].

A project to evaluate hierarchical structures for reliable multicast distribution

is being undertaken at Carnegie Mellon University [124]. One such scheme is the

TRAM protocol [118] with a hierarchical tree structure of “repair heads” for repairing

failures in transmission to a multicast group. Tree organization uses advertisement

protocols with expanding ring searches and dynamic distributed procedures.

Web caching often uses hierarchical structures; these methods combine a method

of detecting well-used pages with decisions about the hierarchy. For example, in the

LSAM proxy cache [95], their Intelligent Request Routing uses a neighbour-search

operation to configure the proxy hierarchy. Another example is the Squid Proxy

Cache [94].

We believe that it will be useful to combine distributed algorithms with the more

centralised approaches described here. Distribution and searching are best used for

finding service-capable portions of the network and for dynamically updating existing

hierarchies.

The description of the use of clustering algorithms for backbone design in tele-

phony networks in Cahn ([91]) prompted our examination of their application to

network evolution. Inspired by Waters’ work [29, 93] we started to using optimiza-

tion based clustering algorithms to solve the similar problems in [71, 72]. In paper

[71] we compared several optimization based clustering methods and their combi-

nations with the k-means method. In paper [72], we formulated this problem as

an optimization problem with a non-smooth, non-convex objective function. We

introduce the penalties to find the real nodes as centers and total center.

5.2 Setting of the problem

We now describe our problem. Assume that a set A of m nodes on the plane is given:
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A = {a1, . . . , am}, where ai = (ai1, a
i
2)

The aim of the hard clustering is to decompose A into a given number k of disjoint

subsets (clusters) Ai, i = 1, . . . , k. The choice of k is according to the scale of

network and hop-constraints (hierarchical levels). We can consider different value of

k then choose the one which gives the best result. In each cluster we choose one node

as a center (xi) and all other nodes will be connected to the closest center. Then we

will choose one node (x∗) from all nodes as a total center; all centers will connect to

this total center. Assume that clusters A1, . . . , Ak, their centers x1, . . . , xk and the

total center x∗ are given. Then the total cost C of this tree can be calculated as

C(A1, . . . , Ak, x1, . . . , xk, x∗)

=
k∑
i=1

∑

a∈Ai,a6=x∗
‖a− xi‖

+
k∑
i=1

‖xi − x∗‖.

We include the condition a 6= x∗, since when we do clustering the total center

node belongs to one of the clusters. Our goal is to solve the following problem (P ):

find clusters Āi, their centers x̄i and the total center x̄∗ such that

P : C(Ā1, . . . Āk, x̄1, . . . , x̄k, x̄∗)

≤ C(A1, . . . , Ak, x1, . . . , xk, x∗)

for all collections of clusters Ai, their centers xi and the total center x∗.

Thus the problem of finding clusters Ai can be formulated as the following opti-

mization problem (P1):

P1 : minimize C(A1, . . . , Ak, x1, . . . , xk, x∗)

subject to
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{Ai}i ∈ C̄

Here C̄ is a collection of all possible partitions of the set A.

This formulation is not suitable for direct application of optimization techniques.

Therefore we replace problem (P ) with the problem (P1), which can be solved by

methods of non-smooth optimization. First, we assume that the center of a cluster

Ai (i = 1, . . . , k) is not necessarily a real node, it can be an arbitrary point yi on the

plane. In such a case we call it an artificial center. If the set (y1, . . . , yk) of artificial

centers of clusters is known then the clusters themselves can be easily described;

namely the cluster Ai consists of points a ∈ A such that ‖yi− a‖ < mini′ 6=i ‖yi′ − a‖.
Here ‖x‖ is the Euclidean norm of a point x. Thus

a ∈ Ai ⇐⇒ ‖yi − a‖ = min
i′=1,...,k

‖yi′ − a‖. (1)

It follows from (1) that

∑

i=1,...,k

∑

a∈Ai
‖yi − a‖ =

∑
a∈A

min
i=1,...,k

‖yi − a‖. (2)

We also assume that the total center y∗ can also be an artificial point. Moreover y∗

is the centroid of the set (y1, . . . , yk):

y∗ = (1/k)(y1 + . . . , yk) (3)

Assume that centers of clusters y1, . . . , yk are known. It follows from (1), (2) and the

definition of y∗ that the total cost C̃ of this tree depends only on centers:

C̃(y1, . . . , yk) =
∑
a∈A

min
i=1,...,k

‖yi − a‖

+
k∑
i=1

‖yi − y∗‖, (4)

where y∗ is defined by (3). Thus if we restrict ourselves to the search for clusters

with artificial centers, we need to minimize the function C̃ defined by (4) without

any constraints.
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Recall that the search for clusters can be characterized as the simultaneous min-

imization of the variation within clusters and the maximization of the variation

between clusters. A formalization of this idea can be given as follows:

We say that a set (y1, . . . , yk) of artificial points is the set of centers of k-clusters

of the set A if ∑
a∈A

min
i=1,...,k

‖yi − a‖ = min
y′1,...,y

′
k

∑
a∈A

min
i=1,...,k

‖y′i − a‖, (5)

where the minimum is taken over all collections of points y′1, . . . , y
′
k, where y′i belongs

to the plane. A detailed discussion of this definition can be found in [27].

Let

f1(y1, . . . , yk) =
∑
a∈A

min
i=1,...,k

‖yi − a‖, (6)

f2(y1, . . . , yk) =
k∑
i=1

‖yi − y∗‖. (7)

Then C̃ = f1 + f2. Thus the minimization of cost does not coincide with the search

for clusters. Indeed, the search for clusters can be characterized as the simultaneous

minimization of the variation within clusters and the maximization of the variation

between clusters. This can be done by the minimization of f1. See [27] for details.

However we are not interested in the maximization of the variation between clusters.

This is the reason for involving the term f2.

The function C̃ is non-smooth and non-convex. Its optimization is a difficult

problem. Since the result of this optimization is a collection of artificial centers

y1, . . . , yk, y∗, we need to replace these centers by real centers x1, . . . , xk, x∗. In the

rest of this section we shall discuss some ways of searching for the real centers with

the smallest cost.

5.3 Optimization approach: search for artificial

centers

Assume that we have found a collection of artificial centers y1, . . . , yk, y∗ by the

minimization of the cost function C̃. The most natural way to find real centers is
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the following: we keep the clusters that are found by the minimization; then we

substitute yi with xi which is the node from the cluster Ai closest to yi and we

substitute y∗ with the closest node x∗ from all of the nodes. However, this procedure

can lead to a substantial increase in the cost. One possible approach to limiting this

increase is to include an extra parameter within the definition of the function C̃ and

then to choose the value of this parameter in order to reduce the difference between

the artificial cost C̃ and the real cost C. Recall that C̃ = f1 + f2. The simplest

way to include a parameter γ is to consider a modified artificial cost of the form

C̃ = f1 + γf2. Thus we consider a function

C̃γ(y1, . . . , yk) =
∑
a∈A

min
i=1,...,k

‖yi − a‖

+γ
k∑
i=1

‖yi − y∗‖, (8)

Thus the problem of finding artificial centers is formulated as:

minimize C̃γ(y1, . . . , yk)

subject to

(y1, . . . , yk, y∗) ∈ R2(k+1).

Since the number of variables in function C̃γ is large, so general-purposed global

optimization method fails to solve such problem. We can only use methods of local

optimization for the minimization of function C̃γ. This function is a saw-tooth

function with a large number of shallow local minima and saddle points. We use the

derivative-free discrete gradient method (see subsection 2.3) for local minimization

of C̃γ. Numerical experiments confirm that the discrete gradient method escapes

from saddle points and sometimes even from shallow local minima.

The discrete gradient method shows less dependance on the choice of an initial

point than the k-means method. We propose to use a combination of optimization
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techniques with the k-means method. In particular, we use the results obtained by

the k-means method as an initial point for optimization.

5.4 Constraint optimization: centers are real nodes

We can also use constraint optimization in order to reduce the difference between the

cost with artificial centers and the real situation. Consider the following optimization

problem;

minimize C̃(y) s.t h(y) = 0, (9)

where y = (y1, . . . , yk) ∈ R2K and

h(y) =
k∑
i=1

min
a∈A
‖yi − a‖. (10)

It is easy to check that h(y) = 0 is equivalent to the following: for each i there exists

a ∈ A such that yi = a. This means that each yi is a real node. We can convert the

constrained problem (9) to an unconstrained problem, using the penalty function

method. Namely, a solution of the following unconstrained problem

minimize C̃(y1, . . . , yk) + λh(y1, . . . , yk) (11)

is close to a solution of (9) for all sufficiently large λ. Thus we can automatically

find centers of clusters y1, . . . , yk that are real nodes. However, the total center is

still artificial and we need to find a corresponding real node to replace this artificial

center.

Numerical experiments show that this approach works well if the penalty coeffi-

cient λ is not too large.

5.5 Numerical experiments

In our first numeral experiment we use the similar data set of the geographical

locations of 51 North American cities presented in the paper [29]. We got this data

from the picture included in the paper [29]. The picture of this data set is shown in
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Figure 5.1: A similar data set of 51 North American cities

figure 5.1. In paper [29], the author chose k = 6 to maintain a maximum fan-out of

six at each level. We first choose k = 6 within a two-level hierarchical tree topology

in order to make our results comparable to those in [29]. The two-level hierarchical

tree topology is shown in figure 5.2.

We designate the optimization algorithm described in Section 5.3 as op1, and the

optimization algorithm described in Section 5.4 as op2.

Table 5.1 shows the relationship between the cost and the value of γ in op1.

For each value of γ the left column represents the real total cost( in some units) of

the tree, while the right column represents the total cost of the tree with artificial

centers. Each row represents a different group of initial center nodes. Comparing the

two columns under each γ we can see a big difference between the real cost (RC)(this

cost is calculated by using the real nodes as centres) and artificial cost (AC) (this

cost is calculated by using the artificial nodes as centres), and the minimum AC are

not guaranteed to give the minimum RC. When the value of γ increases from 0.1 to

0.6, there are no changes in either RC or AC. When the value of γ is larger than 0.6,
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Figure 5.2: The two-level hierarchical tree topology

both AC and RC decrease.

Table 5.2 shows that the best value of γ for this example is 2.5. Comparing the

results of γ = 1.5 and γ = 2.5 we find that the former gives better results with some

initial nodes but the latter show less sensitivity with the initial nodes. The best

result from this table is RC = 317, the picture is shown in Figure 5.3. When the

value of γ increases (> 2.5) the cost also increases. In fact the results show that

this method tends to reduce the number of clusters. If the value of γ is too large,

the algorithm will try to put all nodes in one cluster in order to decrease the cost

between clusters. So some clusters will have only one member, for example γ = 5,

RC = 365, see the Figure 5.4. The more interesting result is that the value of AC

becomes larger than that of RC.

Table 5.3 shows the relationship between the cost and the value of the penalty

parameter. All results were obtained when γ = 1. The results show that our opti-

mization with penalty (op2) is also sensitive to the choice of initial nodes. Generally

speaking the values of penalty parameter λ less than 10 and more than 2 are suitable.

When the value of penalty parameter is too big the algorithm will choose the initial

nodes as centers and for some initial nodes there will be many clusters with only one

node, and one cluster with nearly all the other nodes. That is the reason for high

total cost obtained by the op2 method (for example, RC = 913 in the table).
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Table 5.1: Cost comparisons: γ ≤ 1

γ = 0.1 γ = 0.6 γ = 1.0

RC AC RC AC RC AC

401 302 401 302 325 273

422 305 422 305 370 288

390 302 390 302 363 295

355 278 355 278 325 266

355 278 355 278 325 267

345 279 345 279 317 268

342 279 342 279 325 264

337 275 337 275 323 264

Table 5.2: Cost comparisons: γ ≥ 1

γ = 1.5 γ = 2.5 γ = 3 γ = 5 γ = 25

RC RC RC RC RC

325 318 345 541 633

370 325 403 541 604

363 320 345 541 583

325 325 396 439 619

325 330 345 365 633

317 318 373 378 611

325 326 373 417 574

323 327 368 385 597

In Table 5.4 we compare the results from the op1 method, the k-means method,

and the combination of both methods, with the same initial center nodes. Here

op1 − km means we choose the result of centers from the k-means method as the

initial center nodes for the op1. While km−op1 means we choose the result of centers

from op1 method as the initial center nodes for k-means method. We choose 2 for the

value of γ. From our numeral experiments we can draw the following conclusions:
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Table 5.3: Cost comparisons: different values of λ

λ = 0.3 λ = 0.9 λ = 7.2 λ = 10 λ = 50

RC RC RC RC RC

471 434 421 491 586

452 430 385 913 913

371 374 396 364 402

349 375 396 442 488

381 382 400 406 451

352 420 425 412 353

377 376 352 384 373

469 395 340 373 381

Table 5.4: Cost comparisons: the combination of op1 (γ = 2.0) and k-means method

k-means op1 km− op1 op1− km
RC RC AC RC RC AC

374 318 273 316 366 294

344 326 274 323 324 266

344 321 273 316 325 268

344 326 275 323 324 266

318 330 279 324 325 268

323 318 273 316 317 268

320 326 279 316 324 266

338 328 274 330 324 265

the k-means method is influenced by the choice of initial centers; while the op1 is

much less sensitive (compared with the k-means method) to the initial center nodes;

the cost of the objective function with artificial nodes is still much less than the real

cost. This reminds us to find a way to narrow this gap. The best result from k-

means method in Table 5.4 is shown in Figure 5.5. The results from the combination

of the two methods show that the improvement of the k-means method after op1
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Figure 5.3: The best result from op1

(km − op1) is obvious compared with the results of the k-means method only or

op1 only. This might be a way to overcome the problem of the k-means method’s

strong dependence on the choice of initial nodes. But the improvement of op1 after

the k-means method (op1− km) is not so obvious. This also indicates that the op1

method is not as dependent on the choice of initial nodes, if we can find a suitable

value of γ.

Table 5.5 shows the results of the k-means method and the op2 with the same

initial center nodes. The combinations of both methods are also shown in table 4.

The results for op2 are under the condition of γ = 2, and λ = 7.2. For op2 − km
we try different values of λ in order to get the best result. We conclude that the

combination of the k-means method with the op2 method (op2 − km) often works

efficiently and produces much better results than both results from the k-means

method and the op2 method only. Using the op2− km method we achieved the best

result over all of our experiments: RC = 308. The best result from op2−km method

is shown in Figure 5.6. Thus the op2 − km allows us to improve on the best result

obtained by the k-means method (RC=318) by more than 2.5%. Although km−op2
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Figure 5.4: The result from op1 when γ = 5

Figure 5.5: The best result from k-means
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Table 5.5: Cost comparisons: the combination of op2 and the k-means method

k-means op2 op2− km km− op2
RC RC RC RC

374 392 308 371

344 415 322 371

344 392 325 322

344 389 322 317

318 390 317 312

323 352 320 325

320 384 315 336

338 383 324 333

also improved the result compared with the result obtained by op2 only, some of

them are not as good as the results obtained by the k-means method only.

Figure 5.6: The best result from op2− km

To compare the results obtained from k-means method (Figure 5.5) and km−op2
(Figure 5.6) and op1 method (Figure 5.3) we can see that the optimization based
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Figure 5.7: TC(k) for 51-nodes

clustering (OBC) algorithms not only result in less cost, but can also give an even

fan-out result, which is good to the traffic control for the network.

Finally, we used different methods to do the experiment with different k(number

of clusters) for this data. This result is shown at Figure 5.7. This result shows that

k-means method is the best one when used as a single method. The combination

op2− km can improve the results from k-means method.

In our second numerical experiment, we use the set of the geographical locations

of 88 American cities [34]. We did similar experiment as with the last data. The

result is shown at Figure 5.8. As a single method, the k-means method is the best

when the number of clusters k is less than 11. Then op1 shows better result. The

op2−km can improve the result from k-means method by up to more than 2 percent.

In our third numerical experiment we used a randomly generated database with

2,000 nodes on the plane. The result is presented in Figure 5.9. When k is less than

10, the k-means method is better than op2. Then the op2 method can offer more

than 2.5 percent better result compared with the k-means.
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Figure 5.8: TC(k) for 88-nodes

Figure 5.9: TC(k) for 2000-nodes
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5.6 Conclusion

In this chapter we formulated the problem of finding of networks with minimal cost

as a problem of the cluster analysis. The latter problem is formulated as a non-

smooth, non-convex optimization problem. We tried three clustering methods and

their combinations. From our numeral experiments we conclude:

1. The k-means method, which is cheap and popular, could be used as a clustering

method in network evolution.

2. The k-means method is influenced by the choice of initial centers. So an im-

provement of the k-means method or the combination of the k-means method

with some other methods is needed.

3. Both op1 and op2 show less sensitivity to the choice of the initial center nodes,

especially op1.

4. The combination of these methods has showed promising directions for further

study.

5. The method op2−km is the best method among all combination methods used

in our experiments.

6. For large data, the remaining problem is how to choose suitable values of γ

and λ.

The Internet is widely acclaimed for making interaction between distant locations

more feasible and much faster. Over a decade ago, Gillespie and Williams (1988)

[138] suggested that the Internet would allow for a certain measure of time-space con-

vergence. When the time taken to communicate over 10,000 miles is indistinguishable

from the time taken to communicate over 1 mile, then time-space convergence has

taken place at a fairly profound scale. (Gillespie and Williams 1988, p. 1317)

However, many authors argue that relative location, now more than ever, plays a

pivotal role in access to telecommunications infrastructure ([139], [140], [141]). For

example, using a large database of commercial Internet backbones for the United

States, Wheeler and OKelly [139] found that the most accessible American cities on
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the Internet are located at major network access points. In another study Gorman

and Malecki [141] suggest that the topology of the U.S. commercial Internet backbone

favours coastal cities such as New York and San Francisco, versus interior cities such

as Cleveland and Denver. In this case our algorithms can be used to solve this

problem and evolve the Internet backbone in America.

Although the number of nodes and the model we use are small and simple and

certain practical aspects are ignored, our objective is to gain insights into opti-

mization clustering methods and their combinations that can be used in network

evolution. Our techniques for organizing hierarchies using clustering can not only

solve the scaling problem in network evolution but also can be used in multicast

routing (This will be discussed in next chapter) and other services such as Reliable

Multicast Transport(RMT), Quality of Service(QoS).



Chapter 6

Optimization based clustering

algorithms (OBC) in Multicast

group Hierarchies

6.1 Introduction

In this chapter we use the optimization based clustering algorithms (OBC) in Multi-

cast group Hierarchies. The setting of the problem is similar to that of the previous

chapter, but we use different approaches to this problem. For example, in the opti-

mization approach search for artificial centers, we use a different objective function in

this chapter. Also, our second approach here is a direct calculation of centers which

is not used in the previous chapter. Furthermore we realize a three-level hierarchy

and conduct related numerical experiments.

In the following sections, we discuss the problems of multicast, and the advantages

of hierarchies for multicasting; we briefly introduce the concepts of hierarchical rout-

ing, and hierarchies using clusters, their constraints and optimization criteria. We

also give a short review of the related work. In section 6.3, we explain why we have

chosen to apply optimization based clustering (OBC) algorithms to the problem. In

section 6.4, we describe a non-smooth optimization approach for finding two-level

hierarchies in multicast routing. In section 6.5, we examine a non-smooth optimiza-

99
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tion approach for finding three-level hierarchies in multicast routing. In section 6.6,

we discuss algorithms for solving problems using non-smooth optimization approach.

This is followed the section 6.7 where we discuss the numerical experiments that were

conducted using three different databases. We compared the results obtained by our

algorithms with those obtained by the algorithms from [30]. In the final section, we

summarize our work, suggest the best ways of applying the techniques.

6.2 Multicast

In today’s Internet, the dominant model of communication is “unicast”—the data

source must create a separate copy of the data for each recipient. When there are

many recipients, and when large amounts of data (e.g. streaming video) are being

sent, unicast becomes prohibitively wasteful of bandwidth. The key idea behind

multicast is to create each recipient’s copy of each message at a point as close to

that recipient as possible, thus minimizing the bandwidth consumed. Generally

speaking, there are three types of multicast services, namely one-way multicast, two-

way multicast, and N-way multicast. The one-way multicast service requires point

to multipoint routes that start from sender to all the members in the group. In

the two-way multicast, a sender sends messages to all the members of the multicast

group and may also receive replying messages from the group members. In N-way

multicast, any message sent by a member is multicasted to every other member of

the same multicast group (More details see [152]).

In order to cater to a very large number of internetwork-wide multicast appli-

cations, it is important that the multicast routing protocol used be first and fore-

most scalable with respect to a network of very large size, and low-cost in terms of

computational overhead and storage requirements - properties lacking in current IP

multicasting techniques [79]. Furthermore, with the introduction of applications de-

manding quality of service (QoS), the multicast problem becomes more challenging.

The problem of providing QoS in multicast routing is difficult due to a number

of factors. First, distributed continuous media applications such as teleconference,

video on demand, Internet telephony, and Web-based applications have very diverse

requirements for delay, delay jitter, bandwidth, and packet loss probability. Multiple
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constraints often make the multicast routing problem intractable. Second, there are

many practical issues that have to be taken into account when a routing algorithm

is incorporated as part of a multicast routing protocol (e.g., state collection and

update, handling of dynamic topology and membership changes, tree maintenance,

and scalability). Figuring in QoS further complicates the protocol design process.

Moreover, one has to consider how to collect/maintain QoS-related state at minimal

cost, how to construct a QoS-satisfying route/tree in the presence of aggregated

imprecise state information, and how to maintain QoS across routing domains [78].

In summary, the main objective of multicast communication is to supply vari-

ous group communication services with required QoS while reduce the cost of data

transfer (i.e. minimizing the multicast tree cost). In this thesis we try to solve this

problem by using optimization based clustering algorithms to determine Multicast

group Hierarchical trees. Some requirements of QoS will become our objectives and

some become constraints.

To simplify the problem we first only consider a two-level constrained hierarchical

multicast tree, see Figure 6.1. It is similar to the hop constrained spanning tree

problem or HCSP [45]. This problem has been shown to be NP-hard [44]. We

further only consider the geographical locations of the nodes: all nodes are equally

weighted and the distance covered by the tree is the total cost of our tree topology

network. However, the approach also allows us to consider different types of cost

functions and constraints. Then we consider a three-level hierarchical multicast tree.

Based on this idea we can develop more levels in the hierarchical multicast tree as

needed.

We are interested in hierarchical multicast trees capable of scaling to very large

groups. Our chosen strategy has the potential for adaptation to a number of different

optimization criteria. These include the number of levels in the hierarchy, the size

of the clusters (and thus the number of children served, which is the degree of the

node.), and the level of delay to the recipients.
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Figure 6.1: Two-level constrained hierarchical multicast tree

6.2.1 Hierarchical routing for multicast

Hierarchical structuring as a means to improve the performance of routing in large

networks was first introduced by McQuillan [65] and first analyzed by Kamoun and

Kleinrock in the early 80’s [100, 101]. In their paper [77], Robert C. Chalmers, and

Kevin C. Almeroth suggested that it is helpful to understand hierarchical structure

in multicast by understanding the evolution of multicast deployment in the Internet:

• From 1992 until 1997 (the first large-scale experiments), deployment consisted

of a flat, overlay network referred to as the multicast backbone (MBone) [97].

This flat routing topology was inefficient and became difficult to manage as

multicast deployment increased.

• After 1997, work began to develop a hierarchical multicast infrastructure. An

Autonomous System (AS) is a network under a single administrative author-

ity. ASs connect to each other through border routers, so the Internet can

be considered as consisting of interconnected ASs. Analogous to interdomain

unicast routing, ASs are allowed to deploy separate intra-domain multicast

routing protocols. Each AS exchanges with its peers information concerning

the reachability and activity of multicast sources. Based on these exchanges,

a global, interdomain distribution tree is constructed for a multicast group,
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connecting the individual intra-domain trees.

• By mid-1999, the two Internet2 backbone networks, vBNS and Abilene, had

deployed interdomain multicast with peering points across the US. Around

this time, the existing MBone and its collection of tunnels were relegated to

a special AS, AS10888. Since then, the size of the old MBone has diminished

significantly [98]. Although native multicast support in commercial backbones

has been slow to evolve, recent developments in Sprints backbone and several

other major ISP networks have followed the deployment model of Internet2.

Hierarchical multicast trees have been shown to be easily implemented in ATM

networks, using the inherent PNNI hierarchy [102]. Hierarchical trees have been

introduced in the Internet community as they represent the most scalable multicast

routing solution for use in large networks. Their utilization in ATM networks would

allow to better optimize network resources.

In PNNI [99] and at each level, nodes which have the same address prefix form

a Peer Group (PG). Each PG elects one of its node as a leader which represents the

group at the higher level. This leader aggregates the information about the PG and

passes it up. It forwards down the information received from higher levels on the

rest of the network. At the bottom of the hierarchy, we find the physical switches.

At the other levels, the nodes and the links are logical. A logical node represents

the set of PGs below it and a logical link aggregates the information on the physical

links between the PGs represented by logical nodes.

For multicast applications, hierarchies are useful for network layer routing and at

the transport and application layers. For example, scalable reliable file distribution

can be achieved with a hierarchy of systems that provide error recovery on behalf of

the users at their level (Reliable Multicast Transport). Real time video distribution

is an example of an application that is likely to require optimized hierarchies to scale

to very large groups.

An example of reliable multicast transport is the TRAM protocol [96] with a hi-

erarchical tree structure of “repair heads” for repairing failures in transmission to a

multicast group. The IETF group on Reliable Multicast Transport (RMT) is putting

together a number of building blocks which will enable the selection of different tech-
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niques suited to a variety of applications (IETF). At the 47th IETF meeting in Ade-

laide, tree building for RMT was raised as an important issue. Requirements include

techniques for optimally organizing hosts into a tree and optionally, re-organizing the

trees. Solutions should be capable of scaling to 10,000 receivers with fan-out sizes

from 50 to 1000. It is likely that solutions will include top-down techniques (such

as discussed in the optimization approach of this paper) and bottom-up techniques

(e.g. by receivers carrying out a local search for the nearest Repair Heads).

Web caching often uses hierarchical structures; these methods combine a method

of detecting well-used pages with decisions about the hierarchy. For example, in the

LSAM proxy cache [95], their Intelligent Request Routing uses a neighbour-search

operation to configure the proxy hierarchy. Another example is the Squid Proxy

Cache [94].

6.2.2 Application of optimization techniques in multicast

Application of optimization techniques was considered in [47]. This problem can be

formulated as follows: Given a multicast group M and a set of possible optimiza-

tion objective functions O, multicast routing is a process of constructing, based on

network topology and network state, a multicast tree T that optimizes the objective

functions (Figure 6.2). In the case of constraint-based multicast routing, a set of con-

straints C in the form of end-to-end delay bound, interreceiver delay jitter bound,

minimum bandwidth, packet loss probability, and/or a combination thereof is given.

The resulting multicast tree must provide not only reachability from source(s) to

a set of destinations, but also certain QoS merits on the routes found in order to

satisfy the constraints.

There are many performance measures that could be used as the objective of the

optimization in multicast. Using different objective functions and constraints pro-

duces different optimization problems. For example, in [100], an optimal hierarchical

structure was outlined in order to minimize the routing table length. These results

lead to general dimensioning rules on the number of hierarchical levels and the size

of the different peer-groups for a given network.

The aim of our work is to understand and quantify some aspects of the influence
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Figure 6.2: The various components in multicast routing

of optimization based clustering (OBC) process on network performance, and to

determine how a given network (of a given topology) should be clustered under some

optimization criteria in order to provide multicast with QoS.

6.2.3 Tree construction for multicast

A widely-used approach in solving the multicast routing problem requires tree con-

struction. Hierarchical trees have been introduced in the Internet community as they

represent the most scalable multicast routing solution for use in large networks.

The properties of a good multicast tree are:

• Low Cost: The cost of the multicast tree is the sum of costs of all individual

tree links. The cost of the multicast tree should be minimized.

• Low Delay: The end-to-end delay from a source node to a group member is

the sum of the delay along the tree links. The multicast protocol should try to

minimize the delay for each source-destination pair.
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• Scalability: It should be possible to create a multicast tree for a large number

of nodes with reasonable amounts of time and resources. Each node should

also be able to support a large number of trees.

• Survivability: The multicast tree should be able to survive multiple link and

node failures.

Other properties for a multicast tree include loop freedom and the ability to

support dynamic group membership.

Multicast trees can be classified into two categories: source-tree and shared-tree.

A key difference between the them is that the source tree is optimized for source

specific multicast communication, while a shared tree is optimized for communication

among the whole group. We will briefly introduce some trees mainly used in multicast

as follows.

Minimum Steiner Tree (MStT ) and Minimum Spanning Tree (MSpT )

In order to optimize network resources, a shared tree can be designed to minimize

the overall cost consumed by its branches. The cost can represent the number of

links used, the capacity reserved etc. This optimization is known as the Steiner

problem [85]: given an undirected, edge-weighted graph G(V,E), T (V ′, E ′) is the

subgraph of G that finds a spanning tree with the smallest weight among all spanning

trees of T .

The optimal Steiner Tree problem has been shown to be NP-Complete. Some

heuristics can be used in practice for constructing a Steiner tree. One heuristic algo-

rithm is based on joining clusters of small trees, which contain required destination

nodes, to build up a Steiner tree [43]. In paper [62], Hai Zhou discussed the effi-

cient Steiner Tree construction based on spanning graphs. Many authors generate a

Steiner tree by improving on a Minimal Spanning Tree (MSpT ) topology [60], since

it was proved that a minimal spanning tree is a 3/2 approximation of a SMT [61].

Let n = |V |, and m = |V ′|. If m = 2, MSpT reduces to the shortest path problem.

If m = n, MStT is a MSpT .
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Figure 6.3: Center Based Tree (CBT)

Center Based Tree (CBT)

The most widely used multicast tree is the Center Based Tree (CBT [84], PIM [83]).

With CBT, a particular node of the network is selected as the center (designated

“Core” in CBT or “Rendezvous Point” in PIM). The members join the shared tree

by connecting to the center (along the shortest path) — see figure 6.3. This solution

reduces the information volume needed to maintain this tree, but its performance

can degrade significantly if the center is not suitably placed. The Center placement

problem is, however NP-Complete. For more discussion on CBT, see [73, 74]

6.2.4 ALM (Application Layer Multicast)

Initial multicast proposals focused on network layer based solutions in which multi-

cast packet replication and forwarding mechanisms are all implemented in network

routers. Indeed, network layer solutions make the most efficient use of network re-

sources such as bandwidth. Unfortunately, global deployment of IP multicasting

has been hindered for a number of practical reasons [57]. Consequently, various

alternative proposals, such as simple multicast [55], source specific multicast [56]

and application layer multicast (ALM)([48, 49, 50, 51, 52, 53, 54] )have been in the
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limelight in recent years. This is because they utilise the existing Internet unicast

protocols, and facilitate instant deployment without modifying the existing network

infrastructure.

ALM members form an overlay network, which is a set of unicast connections

among themselves, for multicasting. Overlay multicast networks provide multicast

services through a set of distributed Multicast Service Nodes (MSN), which commu-

nicate with hosts and with each other using standard unicast mechanisms. Overlay

networks effectively use the Internet as a lower level infrastructure, to provide higher

level services to end users.

An overlay multicast network can be modelled as a complete graph since there

exists a unicast path between each pair of MSNs. For each multicast session, we

create a shared overlay multicast tree spanning all MSNs serving participants of a

session, with each tree edge corresponding to a unicast path in the underlying phys-

ical network [58]. The amount of available interface bandwidth at an MSN imposes

a constraint on the degree of that node in the multicast tree. We let dmax(v) denote

this degree constraint at node v. In their paper [58], Sherlia Shi and Jonathan S.

Turner introduced two natural formulations of the overlay multicast routing prob-

lem. The first minimizes diameter while respecting the degree constraints. They

define it as a “Minimum diameter, degree-limited spanning tree problem (MDDL)”:

Given an undirected complete graph G = (V;E), a degree bound dmax(v) ∈ N for

each vertex v ∈ V and a cost c(e) ∈ Z+ for each edge e ∈ E; find a spanning tree

T of G of a minimum diameter, subject to the constraint that dT (v) ≤ dmax(v) for all

v ∈ T . The MDDL problem is NP-hard.

In this thesis we consider a similar model. However, instead of a degree-limited

spanning tree, we propose a kind of level-constrained spanning tree. In fact, ap-

plication layer multicasting has additional advantages: optimizations can be geared

to specific requirements and the likely distribution of users may be known in ad-

vance. Thus we can use the known cities’ locations and populations to do some

optimizations in advance.
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6.2.5 Model for Multicast

A network is modelled as an undirected graph G(V,E). Each edge (i, j) is assigned

a positive cost cij = cji which represents the cost to transport unit traffic from node

i to node j (or from j to i). Given a multicast tree T, the total cost to distribute a

unit amount of data over that tree is

C(T ) =
∑

cij, link(i, j) ∈ T. (6.2.1)

Given a multicast group g and a tree T, we say that tree T covers group g if all

members of g are in tree nodes of T (i.e., in the vertex set of T). If a group g is

covered by a tree T, then any data packet delivered over T will reach all members

of g.

An approach to hierarchical clustering for multicast routing based on Voronoi

diagrams is discussed by Baccelli et al [90]. (A Voronoi diagram divides a plane into

regions each based on a specified node. Within each region, any other node is closer

to that region’s specified node than to the specified node in any other region.)

Another hierarchical routing scheme is that of Chatterjee and Bassiouni who

describe a two level hierarchy [89]. Optimization at the top level (linking the clusters)

uses a minimum spanning tree and, at the lower levels, a broadcast tree is found with

optimal delay within each cluster.

In their paper [93] Waters and Sei Guan Lim form their hierarchical trees by

performing k-means clustering at each hierarchical level and choosing a representative

member to act as a server for each of the k clusters found. Each cluster may then be

decomposed using k-means again to form a new layer of sub-clusters, whose servers

become children of the server in the cluster just partitioned. The top-level servers

become children of the source. The process is repeated until a suitable terminating

condition is reached, as discussed below. The non-server members of any cluster that

have not been partitioned become children of the clusters server and are leaf nodes

in the tree. Servers receive multicast messages from their parent and pass them on

to their children; they may also perform other functions (e.g. retransmission for

reliable protocols). Waters and Sei Guan Lim called their technique KMC (K-Means

Clustering).
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Inspired by Waters’ work [29, 93] we initially used optimization based clustering

algorithms to solve similar problems [71, 72]. We compared several optimization

based clustering methods and their combinations with the k-means method described

in [71]. We formulated this problem as an optimization problem with a non-smooth,

non-convex objective function as described in [72]. We introduced penalties to find

the real nodes as centers and identify a real node as total center. We only considered

a two-level hierarchical multicast tree in the previous two papers [71, 72]. In this

thesis we will continue our work based on the work in [72] to build a three-level

hierarchical multicast tree and n− level hierarchical multicast tree.

To our best knowledge we have not found other work studying optimization based

clustering algorithms for multicast trees. In this thesis we only consider the routing

service (i.e., as a replacement for, or complement to, IP multicast) and ignore any

upper-level services such as reliability or congestion control. Hierarchies based on

clustering have also been useful to define scalable routing solutions for multihop

wireless networks [66, 67, 68, 69].

6.3 Forming the hierarchical tree using clustering

The tree topology plays a very important role in whether the tree-first or mesh-first

approach or the hierarchical tree topology is used. In this chapter we only consider

the multicast routing problem as forming a hierarchical tree problem. Our algorithms

will be available to form a basis for other approaches in multicast.

The basic idea to form hierarchical trees is by performing clustering algorithms

at each hierarchical level and choosing a representative member to act as a center for

each of the k clusters found. Each cluster may then be decomposed using clustering

algorithms again to form a new layer of sub-clusters, whose centers become children of

the center in the cluster just partitioned. The top-level centers become children of the

source. The process is repeated until a suitable terminating condition discussed below

is reached. The non-center members of any cluster that has not been partitioned

become children of the clusters center and are leaf nodes in the tree. Centers receive

multicast messages from their parent and pass them on to their children; they may

also perform other functions (e.g. retransmission for reliable protocols).
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Figure 6.4: Forming multicast tree using clustering

In their paper [93], Waters and Sei Guan Lim form a multicast tree using k-means

algorithm. Figure 6.4 shows an example of the tree formation for a multicast group

with source s, using k = 4. The first application of clustering methods results in

four clusters. The nearest multicast member to the center of each cluster is chosen

to act as a center for that cluster. At level 1, these centers are a, b, c and d. The

cluster with center d is then further decomposed into four clusters whose centers (at

level 2 in the tree hierarchy) are e, f , g and h.

In our study our first approach is similar to Waters’ [93]. In stead of the k-means

algorithm, we use the OBC algorithm to find the artificial centers first, then choose

the nearest real nodes as the real centers (6.6.1). Our second approach is a direct

calculation of the real nodes as centers (6.6.2).

6.4 Two-level hierarchies

In this section we describe a non-smooth optimization approach for finding two-level

hierarchies in multicast routing.

Let

A = {a1, . . . , am}, where ai = (ai1, a
i
2)

be a given set of nodes on the plane. We assume that the coordinates ai1 and ai2



OBC in Multicast group Hierarchies 112

represent the geographical location of the node ai and all nodes are equally weighted.

Our aim is to find a total center and centers of the first level in order to get a

network with the least cost. We assume that

• the number k of centers in the first level is known;

• the total center is the node from the set A;

• the first level centers are nodes from the set A.

Let xt = xtotal be a total center and x = (x1, . . . , xk) ∈ R2k be a total vector of

the first level cluster centers. Here xi ∈ R2 stands for the center of the i-th cluster.

Then the cost of this network is as follows:

f1(xt, x
1, . . . , xk) =

k∑
i=1

‖xt − xi‖+
m∑
j=1

min
1≤i≤k

‖xi − aj‖. (6.4.1)

Here ‖ · ‖ is an Euclidean norm on R2. In (6.4.1) the first term characterizes the cost

between the total center and the first level centers. The second term in the expression

of this function is the non-smooth optimization formulation of the clustering function

(see [27, 109, 110]). It represents the cost between the first level centers and nodes

from the lowest level (leafs of the hierarchical tree). Thus the first level centers are

defined as centers of clusters of the set A.

The total center of the set can be found either as the centroid of the set A or as

the centroid of a set of cluster centers X = {x1, . . . , xk}. Consequently either

xt =
1

m

m∑
j=1

aj (6.4.2)

or

xt =
1

k

k∑
i=1

xi. (6.4.3)

Thus the function f1 from (6.4.1) can be rewritten as

f1(x1, . . . , xk) =
k∑
i=1

‖xt − xi‖+
m∑
j=1

min
1≤i≤k

‖xi − aj‖ (6.4.4)

where xt is defined from (6.4.2) or (6.4.3), that is the function f1 depends on 2k

variables. In this scenario we will use (6.4.3) for the calculation of the total center
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xt. In this case xt is the cluster center of the set X of the first level centers and the

problem of finding the two-level hierarchies in the set A is equivalent to the two-level

clustering problem.

In multicast, choosing the centroid of the set as the total center means that the

multicast tree is a shared tree by the group. Otherwise we can choose the sender

node as the total center if the multicast consists of only one sender with all others

being receivers.

Thus the problem of the finding two-level hierarchies in the set A can be reduced

to the following optimization problem:

minimize f1(x) (6.4.5)

subject to

xt =
1

k

k∑
i=1

xi ∈ A, (6.4.6)

xi ∈ A, i = 1, . . . , k. (6.4.7)

The problem (6.4.5)-(6.4.7) is reduced to the following unconstrained non-smooth

optimization problem:

minimize F1(x) subject to xi ∈ R2, i = 1, . . . , k (6.4.8)

where

F1(x1, . . . , xk) =
k∑
i=1

‖xt − xi‖+
m∑
j=1

min
1≤i≤k

‖xi − aj‖+ τ1 min
1≤j≤m

∥∥∥∥∥
1

k

k∑
i=1

xi − aj
∥∥∥∥∥

+τ2

k∑
i=1

min
1≤j≤m

‖xi − aj‖.

In the expression for the function F1 the first two terms represent the objective

function f1, the third term represents the penalty for (6.4.6) and the fourth term

represents the penalty for (6.4.7). Both τ1 > 0 and τ2 > 0 are penalty coefficients.

6.5 Three-level hierarchies

In this section we describe a non-smooth optimization approach for finding three-level

hierarchies in multicast routing.
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We again assume that

A = {a1, . . . , am}, where ai = (ai1, a
i
2)

is a given set of nodes on the plane.

Our aim is to find a total center and centers of the first level and the second level

so we describe a network with the least cost. We assume that

• the number k of centers in the first level is known;

• the maximum number q of the second level centers is known;

• the total center is the node from the set A;

• the first and second level centers are nodes from the set A.

Let xt = xtotal be a total center, x = (x1, . . . , xk) ∈ R2k be a total vector of the

first level cluster centers and y = (y1, . . . , yq) ∈ R2q be a total vector of the second

level centers. We define the total center xt by (6.4.3). Then the cost of this network

is as follows:

f2(x, y) ≡ f2(x1, . . . , xk, y1, . . . , yq) =
k∑
i=1

‖xt − xi‖+

q∑
j=1

min
1≤i≤k

‖xi − yj‖

+
m∑
j=1

min
1≤i≤q

‖yi − aj‖ (6.5.1)

In (6.5.1) the first term characterizes the cost between the total center and the

first level centers. The second term is the cost between the first and second level

centers. This term corresponds to the problem of finding k cluster centers in the

set Y of the second level centers Y = {y1, . . . , yq}. Again we use the non-smooth

optimization formulation of the clustering problem. Finally, the third term represents

the cost between the second level centers and the third lowest level nodes. The points

y1, . . . , yq are the centers of q clusters in the set A. We can conclude that the search

of three-level tree in the set A is reduced to the three-level clustering problem. Here

the total center xt is the only center in the set X = {x1, . . . , xk}.
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Thus the problem of finding three-level hierarchies in the set A can be reduced

to the following mathematical programming problem:

minimize f2(x, y) (6.5.2)

subject to

xt =
1

k

k∑
i=1

xi ∈ A. (6.5.3)

xi ∈ A, i = 1, . . . , k, (6.5.4)

yj ∈ A, j = 1, . . . , q. (6.5.5)

Here the conditions (6.5.3), (6.5.4) and (6.5.5) imply that the total center, the first

and second level centers are nodes from the set A.

The problem (6.5.2)-(6.5.5) can be reduced to the following unconstrained opti-

mization problem using penalty functions:

minimize F2(x, y) (6.5.6)

subject to

xi ∈ R2, i = 1, . . . , k, yj ∈ R2, j = 1, . . . , q (6.5.7)

where

F2(x1, . . . , xk, y1, . . . , yq) =
k∑
i=1

‖xt − xi‖+

q∑
j=1

min
1≤i≤k

‖xi − yj‖+
m∑
j=1

min
1≤i≤q

‖yi − aj‖

+τ1 min
1≤j≤m

∥∥∥∥∥
1

k

k∑
i=1

xi − aj
∥∥∥∥∥+ τ2

k∑
i=1

min
1≤j≤m

‖xi − aj‖+ τ3

q∑
i=1

min
1≤j≤m

‖yi − aj‖.

In the expression for the function F2 the first three terms represent the objective

function f2, the fourth term represents the penalty for (6.5.3), the fifth term repre-

sents the penalty for (6.5.4) and the sixth term represents the penalty for (6.5.5).

τ1, τ2 > 0 and τ3 > 0 are penalty coefficients.

6.6 Solution algorithms

In this section we will discuss algorithms for solving problems (6.4.5)-(6.4.7) and

(6.5.2)-(6.5.5). We will consider two approaches to solve these problems.
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6.6.1 First approach: the use of artificial centers

In the first approach we use artificial centers, that is instead of problem (6.4.5)-(6.4.7)

we consider the following unconstrained optimization problem:

minimize f1(x) subject to xi ∈ R2, i = 1, . . . , k. (6.6.1)

The solutions x1∗, . . . , xk∗ to this problem need not be nodes from the set A. We

call them the artificial cluster centers. First we calculate these centers solving prob-

lem (6.6.1) and find the total artificial center x̄t as a centroid of the set X∗ =

{x1∗, . . . , xk∗}. Then we calculate closest nodes from the set A to the artificial cen-

ters x̄t, x
1∗, . . . , xk∗. We accept this set of nodes as an approximate solution to the

problem (6.4.5)-(6.4.7).

A similar approach can be used to find an approximate solution to the prob-

lem (6.5.2)-(6.5.5). In this case, instead of problem (6.5.2)-(6.5.5) we consider the

following unconstrained optimization problem:

minimize f2(x, y) (6.6.2)

subject to

xi ∈ R2, i = 1, . . . , k, yj ∈ R2, j = 1, . . . , q.

First we find the solution (x∗, y∗) to the problem (6.6.2) and calculate the artificial

total center x̄t as a centroid of the set X∗ = {x1∗, . . . , xk∗}. Then we calculate the

closest node from the set A to x̄t, replace it with this node and exclude it from further

consideration. In second stage, we calculate the closest nodes from the remaining

set A to the points x1∗, . . . , xk∗, and replace them with corresponding nodes from

the set A. Finally, we calculate the closest nodes from the remaining set A to the

points y1∗, . . . , yq∗. We identify these centers with the closest centers from the first

level centers. All other nodes are identified with the closest second level centers.

6.6.2 Second approach: direct calculation of centers

The two-level and three-level hierarchies in the set A can be found by solving prob-

lems (6.4.8) and (6.5.6), (6.5.7) directly. In this case, the choice of penalty parame-

ters τ1, τ2 in the expression of the function F1 and τ1, τ2, τ3 in the expression of the
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function F2 is crucial. If these parameters are too large then penalty function in

these functions becomes very large and the clustering part becomes indecisive and

an algorithm can be trapped in a local minimizer which does not provide a good

clustering description of the set A. Therefore the penalty parameters in functions F1

and F2 have to be small enough. Results of numerical experiments show best values

for these parameters are τ1, τ2, τ3 ∈ [1, 2]. In this case it is quite possible that the

final solutions to the problems (6.4.8) and (6.5.6), (6.5.7) are not nodes from the set

A. If they are not they can be replaced by the nodes from the set A using a similar

algorithm as in the case of the artificial centers.

6.6.3 Solving optimization problems

In this subsection we will discuss an algorithm for solving optimization problems

(6.4.8), (6.5.6)-(6.5.7), (6.6.1) and (6.6.2).

The objective functions in these problems are non-smooth and non-convex, that is

these problems are non-smooth global optimization problems. There are 2k variables

in problems (6.4.8), (6.6.1) and 2(k+q) in problems (6.5.6)-(6.5.7), (6.6.2). However,

for networks with several hundred nodes the numbers k and q can be quite large and

the global optimization methods cannot be directly applied to solve problems (6.4.8),

(6.5.6)-(6.5.7), (6.6.1) and (6.6.2). Therefore we will discuss algorithms for finding

local minima of the functions f1, f2, F1 and F2.

All these functions are locally Lipschitz continuous however they are not Clarke

regular (for the definition of the Clarke regular functions see [111]) and therefore the

evaluation of subgradients of these functions is a difficult task. Consequently methods

of non-smooth optimization based on subgradient information at each iteration are

not effective for solving problems (6.4.8), (6.5.6)-(6.5.7), (6.6.1) and (6.6.2). Direct

search methods of optimization seem to be the best option for solving these prob-

lems. Two of the most widely used are the Powell method ([114]) and Nelder-Mead’s

simplex method ([113]). Both methods perform well when the objective function is

smooth and there are less than 20 variables. However, in problems (6.4.8), (6.5.6)-

(6.5.7), (6.6.1) and (6.6.2), as a rule, the number of variables is quite large and the

objective functions are complicated non-smooth functions. These two factors make
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the mentioned methods not applicable for solving the problems under consideration.

We use the discrete gradient method to solve problems (6.4.8), (6.5.6)-(6.5.7),

(6.6.1) and (6.6.2). The description of this method can be found in [106, 107, 108].

The discrete gradient method is a derivative-free method of non-smooth optimiza-

tion. Numerical experiments confirm that the discrete gradient method escapes from

saddle points and sometimes even from shallow local minima. However, this is a local

search method. The discrete gradient is an approximation of a subgradient of a lo-

cally Lipschitz continuous function. The discrete gradient method can be considered

as a version of the bundle method ([112]) where the discrete gradient is used instead

of subgradients.

6.7 Numerical experiments

Figure 6.5: 51 cities in America

In order to verify the effectiveness of the proposed approach we carry out nu-

merical experiments using three different databases. The first database contains the

geographical locations of 51 North American cities (See Figure 6.5). The description

of this database can be found in [93]. In order to provide the comparison of different
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algorithms we use results from [93] where an algorithm for finding hierarchies based

on k-means algorithm was developed.

The second database used in this thesis contains the geographical locations of 88

cities. The third database was randomly generated and contains 2000 points on the

plane.

Results for the first database are presented in Table 6.1. These results show that

the algorithm based on the direct calculation of centers, as a rule, generates trees

with less cost than the algorithm which uses artificial centers. However, this is not

always the case. We can also see a big difference between the costs of two-level and

three-level multicast hierarchies. Results from Table 6.1 show that the proposed

algorithm performs better than algorithms based on k-means algorithm.

Figures 6.6 and 6.7 present the two-level and the three-level hierarchies in this

database obtained by the proposed algorithm.

Figure 6.6: Two-level hierarchical multicast tree

To compare with results from paper [93], we put their results in figure 6.8, 6.9

and 6.10. Waters’ algorithms are heavily depend on the initial points which can be

found in the Figure 6.8 and Figure 6.9: different initial points result in a different

topology and different cost. Our algorithms in this section do not depend on any

initial points. Although we get a similar two-level multicast tree to Waters’, but our
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Figure 6.7: Three-level hierarchical multicast tree

result is better with less cost.

Table 6.1: Results for the network with 51 cities

No. of 1-st Cost: 1-st approach Cost: 2-nd approach Results from [93]

level centers 2-level 3-level 2-level 3-level 2-level 3-level

2 484.55 272.63 486.98 272.63 - -

3 406.25 249.08 406.25 255.57 - -

4 357.44 246.64 376.49 246.61 - -

5 337.41 243.86 337.41 238.43 - -

6 314.30 243.86 314.20 230.40 316.14 296.34

Results for the network with the geographical locations of 88 cities are presented

in Table 6.2. We can see that the algorithm based on the direct calculation of centers

generates trees with less cost, except in the case where there are 2 first level centers.

Results from this table show that the three-level hierarchies are much more efficient

than the two-level hierarchies.

Results for the network with the artificial nodes are given in Table 6.3. For this
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Figure 6.8: Two-level multicast tree one from Waters’ paper

Figure 6.9: Two-level multicast tree two from Waters’ paper
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Figure 6.10: Three-level multicast tree from Waters’ paper

Table 6.2: Results for the network with 88 cities

No. of 1-st Cost: 1-st approach Cost: 2-nd approach

level centers 2-level 3-level 2-level 3-level

2 789.18 394.96 789.18 396.42

3 621.32 347.80 589.00 333.45

4 518.12 309.39 517.07 306.76

5 486.20 297.02 486.20 292.29

6 448.13 296.97 453.38 292.29

network the performance of the algorithm based on the use of artificial centers and

the algorithm based on the direct calculation of centers are similar, however the

calculation of the objective function in the first case is significantly cheaper. Results

from this table again confirm that the three-level hierarchies are much more efficient

than the two-level hierarchies.

We summarize the results of the comparison of our algorithms and Waters’ in

Table 6.4. In this table CFLS means center of first level servers.
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Table 6.3: Results for the network with artificial nodes

No. of 1-st Cost: 1-st approach Cost: 2-nd approach

level centers 2-level 3-level 2-level 3-level

2 383882.09 191917.12 384078.15 191917.12

3 323494.66 160224.60 323494.66 160286.38

4 287138.11 135901.55 287138.11 135728.92

5 252712.80 121624.25 252420.10 121005.05

6 226493.03 112069.79 226493.03 110726.61

7 207447.49 103901.05 207447.47 102855.74

8 192628.36 97538.62 192628.36 96983.50

9 183810.66 92608.78 183810.66 93160.24

10 176659.05 90411.71 175535.10 88685.65

Table 6.4: Cost comparisons: our algorithms and Waters’ method

Initial centers Source number of levels cost(Waters) Cost(OBC1) Cost(OBC2)

(no clustering) Overall center 1 749.64 739.36 739.36

Waters one CFLS 3 296.34 221 221

As above As above 2 345.53 316.14 316

As above As above 1 768.82 739.36 739.36

Waters two CFLS 3 316.02 0 0

As above As above 2 373.06 316.02 0

As above As above 1 953.96 739.36 739.36

6.8 Conclusion

In this chapter a new non-smooth optimization based clustering (OBC) algorithm

has been developed to find multi-level hierarchies in multicast routing. We described

two different versions of this algorithm. The first version is based on the use of

artificial centers whereas in the second version the centers are calculated directly
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using penalty functions. In the first version of the algorithm the calculation of the

objective function is much cheaper. Results of numerical experiments show that

in many cases the performance of these two versions of the algorithm is similar,

however in some cases the second version works better. Therefore the first version of

the algorithm can be used when the evaluation of the objective function in the second

version is too expensive. Results of numerical experiments show the effectiveness of

the proposed algorithm. These results also show that the multi-level hierarchies are

much more effective than the two-level hierarchies.

Our center-based trees may not provide the most optimal paths between members

of a group; The most obvious point of vulnerability of a center-based tree is its

center, whose failure can result in a tree becoming partitioned. Having multiple

centers associated with each tree solves this problem (though at the cost of increased

complexity). The idea of vice-centers was used by some authors in order to provide a

more reliable multicast routing. Our algorithms allow us to do the same thing with

some changes. We would consider this as worthy of a further study.

And lastly we would like to point out that our OBC algorithms studied both in

the previous chapter and this chapter can be used in both applications.
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This thesis contains two research topics: 1) optimization based stochastic and

queueing models in network corrective maintenance 2) optimization based clustering

(OBC) algorithms for network evolution and multicast routing. The common point

between these two topics is the application of optimization. Our goal is to solve

some problems in Telecommunications and the Internet using optimization based

methods. The main contribution of this study is to develop algorithms for solving

some problems from telecommunications and the Internet based on derivative-free

methods optimization, including discrete gradient method and cutting angle method

developed by Dr. Adil Bagirov and Professor Alex Rubinov. Inspired by H. S. Gan

and Professor A. Wirth’s work and Dr. Gill Waters’ work we investigate different

approaches to solve the network corrective maintenance and network evolution and

multicast routing problems.

7.1 Networks corrective maintenance

Making a link between telecommunications business objectives and the requirements

typically stated for network corrective maintenance is a challenge. Our models in

Chapter 3 and Chapter 4 are intended to help service providers and network opera-

tors automate their business process in a cost- and time- effective way by using an

optimization approach.

In chapter 3 we solved the so-called simplified model (SM ) [1] with a direct

method. We introduced a new version of the SM model, which is based on binomial

and Poisson distributions. It is hard to take the time factor into account in the

stochastic approach. We proposed another approach in chapter 4.

Stochastic programming approach is emphasizing the static state of this problem,

so it is good for a decision maker to consider it as a long term monitoring approach.

While the queueing approach takes the sort of dynamic states into account and it

also reduces this problem to a certain optimization problem.

We can extend our models by considering more properties of other equipments

such as routers, bridges. Furthermore, we also can combine more complicated events

together, such as effects of backlog, non-homogeneity of repair persons’ skills and

variation in travel distances, and so on. Thus more complicate and practical models
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could be studied further. As an important part of TMN model (the Telecommuni-

cations Management Network model produced by ITU-T), our models can be easily

applied by telecommunications companies into their TMN models.

Our models also can be easily adapted into the Internet networks maintenance.

In paper [155] authors quoted other research results and wrote: a median network

availability equivalent to a breakdown of 471 min/year while the average breakdown

in telecommunications networks is less than 5 min/year.

This area is not completed if only a study the corrective maintenance without

preventive maintenance is done. So as an appendix we introduce preventive main-

tenance. We believe that it has the same importance as corrective maintenance.

In some preventive maintenance study [204] both queueing theory and hierarchical

modelling were used. We could extend our study to this area because of we used the

similar approaches.

7.2 Networks evolution and multicast routing

To solve the scaling problems in networks evolution and multicast routing opti-

mization based clustering (OBC) algorithms has been implemented in chapter 5

and chapter 6. This problem is formulated as an optimization problem with a non-

smooth, non-convex objective function. Different algorithms are examined for solving

this problem. Results of numerical experiments using some artificial and real-world

databases proved these approaches are available. In particular, the comparison of

the results obtained from our algorithms and from Waters’ show the improvement.

In this thesis we assumed that the all nodes are equally weighted. The case when

different nodes are differently weighted will be the subject of our further research.

The problem of finding of hierarchies with more than three levels will also be a

subject of our future work.

For further research we need to do more numerical experiments with a large

number of nodes (real database if available) and try to find a way to choose the values

of γ and λ. The possible combination of both optimization approaches will also be

considered. We also need to consider a hierarchical tree topology with more levels,



OBC in Multicast group Hierarchies 128

similar fan-outs at each level, and unequally weighted nodes which can represent

such things as the traffic of a network and population of a city.

We use cost-based optimization in our OBC networks evolution and multicast

routing tree algorithms in this thesis. Our algorithms could be modified to a delay-

based optimization. In this case the idea of introducing a parameter γ in previous

chapter can be used to emphasize the important influence of the trunks between the

centers and total center. The even fanout constraint which is very important for

bandwidth intensive applications is not considered and will also be the subject of

future work.

To increase the reliability of the center-based trees, the idea of vice-centers was

used by some authors in order to provide a more reliable multicast routing. Our

algorithms allow us to take this idea into account. We would consider this as worthy

of a further study.

Finally, this thesis introduce the idea of Gold Service, Silver Service and Bronze

Service in modelling and the “toy bricks” method to solve in chapter 3. These can

be combined into the other part of thesis, such as chapter 4.

7.3 Optimization in telecommunications networks

preventive maintenance

7.3.1 Introduction

In this section we will briefly introduce and give a short review of preventive main-

tenance. There are several key factors in preventive maintenance: on-line preventive

maintenance, inspection, and maintenance databases. The object of introducing pre-

ventive maintenance is two-fold: (1) to increase the reliability of the networks and

(2) to avoid failure in the operation of networks, which may be costly and dangerous.

As mentioned before, the nine hour breakdown of AT&T’s long-distance telephone

network in January 1990 resulted in a $60 million to $75 million loss in AT&T’s

revenues [8].
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7.3.2 Preventive maintenance (PM)

Preventive maintenance is a schedule of planned maintenance actions aimed at the

prevention of breakdowns and failures. “Much as the name implies, preventive main-

tenance, often abbreviated PM, refers to performing proactive maintenance in order

to prevent system problems. This is contrasted to diagnostic or corrective main-

tenance, which is performed to correct an already-existing problem. Anyone who

has ever owned or cared for a car knows all about what preventive maintenance is.

After all, you don’t change your oil and air filter in response to a problem situation

(normally), you do it so that your engine will last and you won’t have car troubles

down the road.[199]” Preventive maintenance activities include equipment checks,

partial or complete overhauls at specified periods, oil changes, lubrication and so on.

In addition, workers can record equipment deterioration so they know to replace or

repair worn parts before they cause system failure. Recent technological advances

in tools for inspection and diagnosis have enabled even more accurate and effective

equipment maintenance. The ideal preventive maintenance program would prevent

all equipment failure before it occurs [11].

7.3.3 Value of Preventive Maintenance

There are multiple misconceptions about preventive maintenance (PM). One such

misconception is that PM is unduly costly. This logic dictates that it would cost more

for regularly scheduled downtime and maintenance than it would normally cost to

operate equipment until repair is absolutely necessary. This may be true for some

components; however, one should compare not only the costs but the long-term

benefits and savings associated with preventive maintenance. Without preventive

maintenance, for example, costs for lost production time from unscheduled equipment

breakdown will be incurred. Also, preventive maintenance will result in savings

due to an increase of effective system service life. Long-term benefits of preventive

maintenance include:

• Improved system reliability.

• Decreased cost of replacement.
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• Decreased system downtime.

• Better spares inventory management.

Long-term effects and cost comparisons usually favor preventive maintenance over

performing maintenance actions only when the system fails [200].

7.3.4 Optimization in PM

There are many system performance measures that could be used as the objective

of the optimization in PM. For example, authors in paper [205] investigated five

maintenance policies: predictive maintenance policy, reactive policy, opportunistic

policy, time-based preventive policy, and MTBF-based preventive policy.

There are many different optimization techniques in preventive maintenance. For

example, in paper [201] Joseph B. Keller discussed the optimum inspection policies

to minimize the expected loss due to down time plus the cost of checking. Paper

[202] dealt with the cost analysis of a one-unit repairable system subject to on-line

preventive maintenance and/or repair.In paper [203] authors addressed optimal PM

for manufacturing systems.

In Xiaodong Yao’s thesis [204] they attempted to consider problems of opti-

mal preventive maintenance explicitly under the context of unreliable queueing and

production-inventory systems. They proposed a two-level hierarchical modeling

framework for PM planning and scheduling problems. In the higher level, the objec-

tive is to characterize structure of optimal PM policies. They started with a simple

case in which queueing is not taken into account in the model. They showed that

a randomized PM policy, like the widely used time-window policy in industry, is

in general not optimal. They then consider the problem of optimal PM policies

for an M/G/1 queueing system with an unreliable server. The decision problem is

formulated as a semi-Markov decision process .
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7.4 Optimization in service men resource manage-

ment

7.4.1 Introduction

When a customer wants a leased line he/she asks the operator for a certain band-

width, but also for the “five nines” (i.e., an availability of 99.999 percent). The net-

work operator can guarantee this availability only if the telecommunications network

is equipped and maintained with mechanisms that are able to cope with failures.

In chapter 3 and 4 we studied the Telecommunications Network Maintenance—

Corrective maintenance and we mentioned the preventive maintenance in last section.

This study focused on finding how many repairmen were necessary. But how should

the service men resource be managed in daily life to provide the best service to cus-

tomers: to minimize the breakdown time, i.e., to guarantee availability? This results

in a new problem called service men resource management. Service men resource

management is one of the most important, yet confusing topics in telecommunica-

tions today. It is understandable that most firms continue to deal with it at the

level of individual managers in an ad hoc, and largely intuitive manner without ade-

quate methodology of optimization that available from mathematics and economics.

Because this problem is a complicated one, which may include integer program-

ming, dynamic programming and global optimization. We need employ different

approaches and strategies to model this problem, solve it, and develop software to

help telecommunications companies in their daily operations.

7.4.2 Setting of the problem

The devices that are involved in communication are most commonly referred to as

hosts and nodes. These are the terminating devices, that is, the originating and final

destinations for the communication. Those devices that the communication may

encounter on its journey between hosts may also be referred to as nodes and these

include repeaters, bridges, routers, gateways, and switches. All types of devices are

connected by means of a cable or with the use of electromagnetic waves, and these



OBC in Multicast group Hierarchies 132

Figure 7.11: Telecommunications facilities distribution network

are referred to as channels and links. A telecommunications itself is referred to as

data and this exists in the form of bits, bytes, frames, packets, and messages.

In our model, we call all the devices facilities. They are identified according to

their importance in the model. We consider a telecommunications company with a

map of facilities distribution as Figure 7.11. There are s service men, m facilities,

and one information center, which will collect information of failure and assign jobs

to service men as a control center.

In Figure 7.11, tcj is the the time needed to go to the facility number j from the

center. P32 means that the person 3 among the s service men is assigned to the job

to fix facility number 2.

There are several objectives. The first objective may be: to minimize the time

taken to finish the first s jobs. In this case, our problem can be formulated as

minimize the time taken to finish all jobs and subject to Time limitations for different

jobs

Rule one: There are many different types of problems related to different facilities.

We will assume that different repair personnel are able to fix different problems. And

different time limitations apply to different facilities.

Rule two: The telecommunications service should be a 24-hours per day service.
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The second objective:

Most companies would like to utilize ideas from the field of economics since it

provides the conceptual understanding of profit, the cost, and the risk. Now we will

use the cost objective function, and the constraints will be met by paying the penalty

if breakdown time exceeds the time limitation. The formula can be:

minimize the cost of profit loss and penalty

The impact of a single failure to some clients can be catastrophic or it can affect a

large number of services. The penalty will limit the break down time to some clients.

Rule three: According to the facility’s importance or the clients which it serves we

will define several service levels. For example, the center switch is the highest level,

then the routers, and hubs and so on. The hub which links to the bank will also be

treated as high level.

The third objective can be the mix of the above objectives.

7.4.3 Database

We can set up the database based on the companies’ database.

Input Triggers

1. The number of facility and the location.

2. The symptoms.

3. The time limitation.

Output Triggers

1. The possible problems.

2. The weights for repair persons (who is good at it).

3. The possible solution.

4. Inventory management.

5. The update.
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7.4.4 The principles of rules or policies

The rules or policies should

1. encourage repair personnel to update the data base.

2. take into account the impact of sudden event.

3. yield effective and simple management.

4. take into account the multiple priorities for different clients.

5. encourage repair personnel to improve their skills.

6. allow the managers to examine the way in which all repair personnel are being

fully used.

7. provide the necessary information for adjusting the models to improve effec-

tiveness.

7.4.5 Aims and expected outcomes

The goals of this research are

1. To help managers to make rules or policies by supporting them with optimiza-

tion based methods or tools.

2. To support the service level agreements.

3. The development of Operation Research models for finding efficient daily repair

men resource management policies for a telecommunications company.

4. The study of corresponding problems of dynamic and discrete optimization and

development of algorithms for solving these problems.

5. The development software for finding the most efficient way to manage repair

personnel in order to provide the best service to customers.

6. To meet the changes in new technique and customer demands.

7. To lower the skill level required for the repair personnel and the managers.
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7.5 Optimization in bandwidth planning

7.5.1 Introduction

The knapsack problem is a well-known and well-studied problem in combinatorial

optimization [16][17] (Also see subsection 2.1.2). Many real life optimization prob-

lems can be modelled as knapsack problems, for example capital budgeting, network

planning, cutting stock, and cargo loading. In general, knapsack problems are NP-

hard . The unbounded knapsack problem (UKP), where an unlimited number of

items of each type is available, is also NP-hard . In this section, we try to use a

special case of the unbounded knapsack problem that is characterized by a set of

simple inequalities that relate item weights to item costs in our bandwidth planning.

We hope that further study can find more applications that can be modelled by

knapsack problems in telecommunications optimization.

7.5.2 The problem

The core of a communications services provider is service. The key objectives are

‘more for less ’-faster service introduction, improved quality of service at a lower

cost. On the other side, the users want to get as much service as possible with lower

cost. The bandwidth management is an important way for a company to make the

best use of the telecommunications while expending less money. Here we try to use

a special case of the unbounded knapsack problem that is characterized by a set of

simple inequalities that relate item weights to item costs in our bandwidth planning.

In fact we use the results from the paper [12]. For example: Telstra provides such

ATM services in Figure 7.12.

We can see that broadband affords economy of scale. The price of one 4 Mbit/s is

cheaper than the price of two 2 Mbit/s; The price of one 300 Mbit/s is cheaper than

the price of two 155 Mbit/s. How can we optimize our choice if we need 2 Gbit/s?

7.5.3 The model

We may use the following formulation: (knapsack problem)



OBC in Multicast group Hierarchies 136

Figure 7.12: The table of annual interface charge

minimize Z ≡
n∑

k=1

ckxk (7.5.1)

subject to

n∑

k=1

akxk ≥ B (7.5.2)

xk is nonnegative integers, k = 1, 2, 3, ... (7.5.3)

Where ck is the price (cost coefficients) and ak= rates (weigh coefficients). How

many these UNIs do we need to meet our needB(threshold, 2 Gbit/s in our example)?

We will define a new special case of the UKP that is characterized by a set of fairly

simple inequalities that involve the cost and weight coefficients.
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7.5.4 A special case of this problem

Suppose there are weights ak and al and costs ck and cl with ak ≤ al and ck ≤ cl. Then

in any feasible solution one may replace all occurrences of the kth item by occurrences

of the lth item, without increasing the objective value and without making the

solution infeasible. Therefore we will from now on assume without loss of generality

that

ak < ak+1 for k = 1, ..., n− 1 (7.5.4)

and

ck < ck+1 for k = 1, ..., n− 1 (7.5.5)

Our polynomially solvable special case of the UKP is defined by the following set

of inequalities (which implicitly assume that (7.5.4) and (7.5.5) hold):

ck+1 < bak+1/akcck for k = 1, ..., n− 1. (7.5.6)

Although the conditions in (7.5.6) make the UKP polynomially solvable, they

are still fairly close to NP-hard versions of the UKP. For example, if we replace the

Moor-function in (7.5.6) by ordinary brackets, then the resulting special case of the

UKP is still NP-hard; this follows from the fact that even the UKP with ak = ck for

k = 1, ..., n is NP-hard [13].

In paper [12] we proved that: unbounded knapsack instances whose cost and

weight coefficients fulfill the conditions (7.5.4), (7.5.5) and (7.5.6) can be solved in

linear time.
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