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ABSTRACT

Image enhancement technique plays vital role in improving the quality of the image. Enhancement
technique basically enhances the foreground information and retains the background and improve the
overall contrast of an image. In some case the background of an image hides the structural information of
an image. This paper proposes an algorithm which enhances the foreground image and the background
part separately and stretch the contrast of an image at inter-object level and intra-object level and then
combines it to an enhanced image. The results are compared with various classical methods using image
quality measures.
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1. INTRODUCTION

Basically image enhancement [3] improves the quality of the image so that the result is more
suitable for a specific application and for human perception. Image enhancement techniques are
widely used in many real time applications. The contrast enhancement  in digital images can be
handled by using various point processing techniques[2]-[7] like power law, logarithmic
transformations and histogram equalization(HE).Image enhancement using power law
transformations depends upon the gamma values, if the gamma value exceeds 1, the contrast is
reduced.The logarithmic transformation [2]-[4] improve the contrast of the image, but increases
the overall brightness.The most widely used technique of Contrast enhancement is Histogram
Equalization (HE)[1]-[5], which works by flattening the histogram and stretching the dynamic
range of the gray-levels using the cumulative density function of the image. However, there are
some drawbacks with histogram equalization [8] especially when implemented to process digital
images. Firstly, it converts the histogram of the original image into a uniform histogram with a
mean value at the middle of gray level range. So, the average intensity value of the output image
is always at the middle – or close to it. In the case of images with high and low average intensity
values, there is a significant change in the image outlook after enhancing the contrast and some
noise is also introduced into the image. Secondly, histogram equalization enhances the image
based on the global content of the image and in its discrete form large bins cannot be broken and
reordered to produce the desired uniform histogram. In other words, HE is powerful in
highlighting the borders and edges between different objects, but it may reduce the local details
within these objects, particularly smooth and small ones. One more consequence for this
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mergence between large and small bins is the creation of over enhancement and saturation
artifacts [10]. Recently a histogram equalization based contrast enhancement has been proposed
[24], which improve the image in poor lightning. Many attempts have been made so far to
improve the performance of Histogram Equalization [3],[8]-[10],[24].

Even though image enhancement techniques, generally not required for automated analysis
techniques, have regained a significant interest in recent years. Most of the existing automatic
enhancement techniques make use of global intensity transforms, either for color correction
(white balancing) or contrast enhancement. For these global intensity transforms, the mapping of
color or intensity is one-to-one and is independent of pixel location or scene context. Such
techniques would not work well for images where different parts of the image require different
types of correction, e.g., the darker portions of an indoor scene requires higher contrast tuning and
different Color adjustment than the window, or it is necessary to highlight the subject by
enhancing contrast between the subject and its background [1]. The Object Based Multi-Level
Contrast Stretching Method dividing the input image into its constituent objects, and apply
stretching strategies based on type of the objects. This object-based multilevel enhancement
method can produce enhanced images without ringing, blocking and false contouring artifacts.

This paper proposes an object based technique to enhance the local contrast in the spatial
domain. It uses morphological opening operation for finding gradient thresholding. The paper is
organized as follows. Section 2 describes the Basic Terminology. Section 3 describes Object
Based Contrast Stretching (OBCS). Section 4 presents the Comparison Of Object-Based Contrast
Stretching with existing methods. Section 5 presents conclusions.

2. BASIC TERMINOLOGY

2.1. MORPHOLOGICAL OPERATIONS

Mathematical morphology [6] is the part of set theory, which has a robust geometric orientation.
Mathematical morphology presents a well-found theory for analysis and processing for binary
images.

Consider a 2D digital image A⊆ Z×Z and a point u ∈ Z×Z, the transition of A by u is given by
equation (1)

(1)

Dilation and Erosion are the fundamental morphological operations which are given by (2) and
(3) respectively

(2)

(3)

Here B is a structuring element.

In terms of dilation and erosion another pair of morphological operations are defined known as
closing and opening given by (4) and (5) respectively..
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(4)

(5)

.
2.2. EDGE DETECTION

An edge [7] is a connected set of  pixels on the boundary between two regions. There are many
ways to perform edge detection. The edge detection is categorized into two categories.

1) The First Order Derivative.
2) Second Order Derivative.

The First Order Derivative is a gradient method which detects the edges by looking for the
magnitude of gradient in the image, and the Laplacian method searches for zero crossings in the
second derivative of the image is used to find edges.

The magnitude of the gradient G(x, y) of the image I(x, y) is defined as given in equation (6)

G(x, y) = [G2
X(x, y) +G2

Y(x, y)] 1/2 = [[∂I(x, y)/ ∂x]2+[∂I(x, y)/ ∂y]2]1/2 (6)

For the given input image an efficient gradient computation is applied to find the edges, i.e.,
smoothing, sharpening the image. The gradient components GX(x,y) and GY(x,y) can be obtained
by using the Prewit or Sobel operator as given in Fig 1. A more practical version of G(x, y) is its
approximation using absolute values as given in equation (7).

G(x, y) = | GX(x, y) | + | GY(x, y) | (7)

(a)                      (b)

Fig.1: Sobel masks used to compute gradient components along GX and GY

2.3. MORPHOLOGICAL WATERSHED

The watershed transform [13]-[16] is a well known segmentation method coming from the field
of mathematical morphology. Watershed algorithm for image segmentation on the grey levels of
neighbouring pixels, assumes that a hole is drilled in minimum of the surface, and water flows
from different positions into the hole. The hole is supposed to be a central pixel of a
neighbourhood.  For the following 3x3 and 5x5 grey level masks, the watersheds are recognized
with a peak or highest level h>=20, and the Peak points are shown in Fig 2 and Fig 3.
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Fig. 2 Example of Grey level watershed with height h>=20.

When we  increase highest level (h) value ,water will fall from peak top points to bottom points
and creates a good watershed.

Fig. 3 Watershed of grey level Image with 5X5 mask

2.4. REGION GROWING

Based on the similarity constraints, Region Growing [17]-[18] method merges small pixel regions
or sub regions into larger regions. Identify the set of seed points in the image, and region
growing is applied to each seed pixel and is appending with adjacent pixels that have similar
properties like color or gray level value.

3. OBJECT BASED CONTRAST STRETCHING

The process of object based contrast stretching includes the pre-processing step by finding the
edges of an image, and then the threshold is applied on the gradient image which is given as
marker to the morphological watershed algorithm. The morphological watershed segments the
image into various objects. As the watershed algorithm results in over segmentation, the region
growing algorithm is applied for partitioning the image into two significant regions i.e. the
foreground and background regions. The contrast stretching is separately applied to each region
and after enhancement of each region, the regions are merged to form an enhanced image. The
complete process of object based contrast stretching is given in Fig 4.

3.1 Gradient Computation

For the given input image efficient edge detection algorithm is applied using Sobel operator.

Step 1: Apply Sobel filter to the input image to find edges.

• In this step apply gradient computation on the input image using GX and GY along X-direction
and Y-direction respectively.
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• Now calculate G(x, y) using equation (7).
• The resultant image is a edge preserved image.

Algorithm: Gradient_Computation (I)

Input: I (original image)

Output: G (edge preserved image)
{
% Apply sobel mask along x-direction on image I
Gx(x, y) = | ( z7 + 2z8 + z9) – ( z1 + 2z2 + z3) |
% Apply sobel mask along y-direction on image I
Gy(x, y) = | ( z3 + 2z6 + z9) – ( z1 + 2z4 + z7) |
% Sum of the two filtered images is the edge preserved image.
G(x, y) ≈| ( z7 + 2z8 + z9) – ( z1 + 2z2 + z3) |  + | ( z3 + 2z6 + z9) – ( z1 + 2z4 + z7) |
}

START

IINPUT IMAGE

INTER-OBJECT STRETCHING INTRA-OBJECT STRETCHING

OBJECT APPROXIMATION IMAGE

IS M1 > M2

OBJECT ERROR IMAGE

OUTPUT IMAGE

STOP

Fig. 4 Flow chart of Proposed Method

YES NO

MORPHOLOGICAL WATERSHED

REGION MERGING

GRADIENT COMPUTATION

GRADIENT THRESHOLDING

FOREGROUND AND BACK GROUND
IMAGE IDENTIFICATION
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Algorithm: Gradient_Computation (I)

Input: I (original image)

Output: G (edge preserved image) {

% Apply sobel mask along x-direction on image I

Gx(x, y) = | ( z7 + 2z8 + z9) – ( z1 + 2z2 + z3) |

% Apply sobel mask along y-direction on image I

Gy(x, y) = | ( z3 + 2z6 + z9) – ( z1 + 2z4 + z7) |

% Sum of the two filtered images is the edge preserved image.

G(x, y) ≈| ( z7 + 2z8 + z9) – ( z1 + 2z2 + z3) |  + | ( z3 + 2z6 + z9) – ( z1 + 2z4 + z7) |

}

3.2 Gradient Thresholding

The approach of gradient thresholding provides a simple and effective way to prevent over-
segmentation, by providing markers to watershed segmentation. The process is defined by
equation (8).

(8)

where Gth(x, y) is the threshold gradient magnitude, GT is a given threshold. The value of GT can
be determined based on the following condition.

GT(x,y)=(G ᴏ B)(x,y)+[G(x,y)–(G ᴏ B)(x,y)] (9)

Where G ᴏ B is the opening operation performed on G by the disk shape structuring element B of
size 3*3.

For the given input image an efficient gradient thresholding is applied to find the improved
threshold image.

Step 2: Apply Gradient Thresholding to the Gradient Computation image to find improved
threshold image.

• In this step apply open operation to the Gradient Computation image.
• Now calculate  GT(x, y) using equation (9).
• Now find the Gth(x, y) using equation (8), and the resultant image is an efficient gradient

threshold image.

Algorithm: Gradient_Thresholding (G)

Input: G (edge image)
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Output: Gth (improved threshold image) {

% Apply open filter on image G

G ○ B = δB (εB (G))

% δB = erosion with B on G

% εB = dilation with B on G

% Calculate the threshold GT

GT(x,y)=(G ᴏ B)(x,y)+[G(x,y)–(G ᴏ B)(x,y)]

% Find the gradient thresholding Gth(x, y) which is the improved gradient threshold image

}

3.3 Segmentation Using Watersheds

Step 3: Apply Morphological Watershed to the improved gradient threshold image to get
the segmented image.

• This step applies watershed operation to the Gradient Thresholding image.
• The resultant image is a over segmented image.

Algorithm: Watershed_algorithm (Gth)

Input: Gth (Gradient thresholding image)
Output: W (segmentation image) {
% Apply watershed on image Gth

Apply watershed algorithm on Gth image by using 3*3 mask.
% The resultant image using watershed algorithm is an segmented image.
}

3.4 Region Growing

Step 4: Apply Region Growing to the watershed segmentation image.
• In this step apply Region Growing operation to the watershed segmentation image.
• The resultant image is a partitioned into two regions.

Algorithm: Region_Growing (W)

Input: W (watershed image)
Output: R (partitioned image) {
% Apply Region Growing on image W
Select a seed pixel and grow the region until terminating condition is reached.
% The resultant image using Region Growing is Region partitioned image.
}

3.5 FOREGROUND AND BACKGROUND  IDENTIFICATION

After image segmentation the segmented regions featuring homogeneous intensity and bearing
contrast to their adjacent neighbours are extracted. These regions are treated as the objects that
constitute the image. In order to enhance the image at inter-object level and intra-object level
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respectively, the image is split into two sub-images namely Object approximation image and
Object error image.

Step 5: In this step the the Foreground and Background images are detected.

M1=Ʃ Ʃ R1(i, j)
M2=Ʃ Ʃ R2(i, j)

If (M1 > M2)

R1 is the foreground image

Else

R1 is the background image

3.6 Object Approximation Image

The object approximation image (Ia) can be obtained by subtracting the mean value of watershed
image(W) of  the corresponding region from the input image(I).

Step 6: In this step subtract mean value of the watershed image of the corresponding region from
each pixel intensity value of the input image to get object approximation image.

Algorithm: Approximation_Image (I, R)

Input: I(Input Image), R(partitioned Image)
OutputC (Object Approximation Image) {
% calculate the mean values of both regions from partitioned image and find the object
approximation image using equation (10).
}

3.7 Object Error Image

The Object Error Image is obtained by using the expression

Iε(x,y) = Iµ(x,y)- Ia(x, y) (10)

Where Ia(x, y) is an Object Approximation Image, Iε(x, y) is an Object Error Image and Iµ(x, y) is
an Mean value of the original input image.

Step 7: In this step subtract the value of approximation image from the mean value of the input
image to get object error image.

Algorithm: Error_Image (I, Ia)

Input: I(Input Image),Ia(object approximation image)

Output: Iε (Object Error Image){

% calculate the mean value of the input image

% each pixel intensity value of approximation image is subtracted from mean of the input image
to get the resultant error image

}
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3.8 Object Contrast Stretching

The contrast stretching is applied on the image objects at inter object level and intra object level.
At inter object level an approach of stretching between adjacent local extremes is used to change
the local contrast between objects. At intra object level the uniform linear stretching is used to
enhance the textural features of objects while maintaining their homogeneity.

3.8.1 Inter Object Stretching

Step 8: In this step stretching between adjacent local extremes is used to change the local contrast
between objects.

Algorithm: Interobject_Stretching (Ia)

Input: Ia(object approximation image)
Output: I’

a (Inter Object Stretched Image) {
% Calculate the Region Maximum and Region Minimum values from the input image
% Now calculate the Maximum and Minimum value along the ith row and jth column

If(Region Maximum > Maximum)
Replace each Maximum value with Region Maximum
If(Region Minimum < Minimum)

Replace each Minimum value with Region Minimum
}

3.8.2 Intra Object Stretching

Step 9: In this step the uniform linear stretching is used to enhance the textural features of objects
while maintaining their homogeneity.

Algorithm: Interobject_Stretching (Iε)

Input: Iε (Object Error Image)

Output: I’
ε (Intra Object Stretched Image) {

% Calculate the Region Minimum value from the input image
% Now calculate the Minimum value along the ith row and jth column

If (Region Minimum < Minimum)
Replace each Minimum value with Region Minimum

}

3.9 Output Enhanced Image

Enhanced images of inter object stretching and intra-object stretching can be combined together
to reconstruct the final output enhanced image. Since the enhancement operation is directly
applied to the object, the final enhanced image does not suffer from ringing, blocking, or other
false contouring artifacts. Moreover,nose is not enhanced, since the uniform linear stretching is
applied to homogeneous regions.

Step 10: Algorithm for getting the output enhanced image by using inter-object stretching and
intra-object stretching images is given below.
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Algorithm: Enhance_Output (I’
a, I’

ε )

Input: I’
a (Inter Object Stretched Image), I’

ε (Intra Object Stretched Image)
Output: I’ (Enhanced Image){

% Calculate the Region Mean values from the inter object stretched image
% Now perform the following operation for image enhancement

If (Region belongs to inter object stretched)
I’= I’

a + Inter Object Stretched Region mean

Else

I’= I’
a - Inter Object Stretched Region mean

}

4. COMPARISON OF OBJECT-BASED CONTRAST STRETCHING WITH

EXISTING METHODS

We can compare different contrast enhancement techniques by using subjective and objective
assessment. The subjective assessment is an estimation of quality where there is no pre
established measure and is based only on the opinion of the evaluator. The quantitative measures
are used for objective assessment. However we have used entropy as the quantitative measures.
Entropy is a statistical measure of randomness that can be used to characterize the input image.

5.1 Subjective Assessment On Images

(a)                         (b)                             (c)                             (d)

(e)                             (f)

Fig 1: Results for Lena: (a) input Image (b) result of HE Method (c) result of power Law Transformation
Method (d) result of Logarithmic Transformation (e) result of LHE Method (f) result after applying
OBCS  Method.
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Fig.1 shows the Lena image and their resultant contrast enhancement versions. The various
methods are compared. Fig1 (a) demonstrates the original image. HE method enhances the
contrast which results in over illumination of the image. This situation is observed in Fig1 (b).
For Power Law Transformation, the foreground part of the image has improved but the hair of
Lena is not much improved which is shown in the Fig1(c). For Logarithmic Transformation, the
background as well as the foreground has over brightness look and is shown in Fig1 (d). An
image with improved contrast and without natural look is shown in Fig1 (e) in the case of Local
Histogram Equalization (LHE) method. The OBCS method preserves the brightness and also
improves the contrast, but the portions became more dark which is observed in Fig1 (f).

Fig2 shows the Photographer image and their corresponding contrast enhancement versions. The
various methods are compared. Fig2 (a) is the original image of photographer. HE method
enhances the image but results in over illumination as shown in   Fig2 (b). By applying Power
Law Transformation method, the image is enhanced but a problem is observed in the background
portion as in Fig2(c). In Logarithmic Transformation Method, the foreground image is brightened
and background portion is damaged can be observed in Fig2 (d). In Local Histogram Equalization
method, the contrast is improved but brightness is not preserved. Hence the output image does not
give a natural look which is shown in Fig2 (e). The OBCS Method preserves the brightness and
also improves the contrast of the image but the dark portion became more dark. It is observed in
Fig2 (f).

(a) (b)                            (d)                          (d)

lost

(e) (f)

Fig 2: Results for Photographer: (a) Original input Image (b) result of HE  Method (c) result of Power Law
Transformation Method (d) result of Logarithmic Transformation (e) result after applying LHE Method
(f) result after applying OBCS  Method.

Fig3 demonstrates the original input image and their corresponding contrast enhancement
versions. The different methods are compared. Fig3 (a) demonstrates the vegetables image. Over
illumination and better utilization of dynamic range of the pixel values is observed in the case of
HE method which is shown in Fig3 (b). By applying Power Law, the foreground brightness of the
vegetables increased is shown in Fig3(c). Logarithmic Transformation increases both foreground
and background parts of the image is shown in Fig3 (d).Contrast of the image is increased but the
image missing its natural appearance by applying LHE method is shown in Fig 3(e). When
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compared to other methods OBCS preserves the brightness and enhancing the contrast of image,
which is observed in fig3 (f).

(a) (b) (c)                             (d)

(e) (f)

Fig 3: Results for vegetables: (a) Original input Image (b) result of Image after applying HE Method (c)
result of Power Law Transformation Method (d) result after applying Logarithmic Transformation (e)
result of LHE Method (f) result after applying OBCS  Method

(a) (b)                              (c)                                (d)

(e) (f)

Fig 4: Results for Boy: (a) Original input Image (b) Enhanced Image of HE  Method (c) result after
applying Power Law Transformation Method (d)  Enhanced Image of Logarithmic Transformation (e)
result after applying LHE Method (f)  Enhanced Image after applying OBCS  Method.
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Fig4 demonstrates the original input image Boy and their corresponding contrast enhancement
versions. The various methods are compared. Fig4 (a) is the original image with good contrast.
HE method enhances the image but enhancement more than the required level which is shown in
Fig4 (b). By applying Power Law Transformation method, the image is darkening as in Fig4(c).
Logarithmic Transformation increases both the foreground and background which can be
observed in Fig4 (d).Local Histogram Equalization increases the contrast  but brightness is not
preserved, hence the output image does not give a natural look which is shown in Fig4 (e). The
OBCS Method preserves the brightness and also improves the contrast of the image. It is
observed in Fig4 (f).

5.2 Objective Assessment On Images

Entropy is a statistical measure of randomness that can be used to characterize the input image.
Entropy is defined as

Entropy=sum (p.*log2 (p))
Where p contains the histogram counts returned from imhist.
The mean squared error of the estimator or predictor T(Y) for U is

MSE [T(Y); U] =E [(T(Y) – U) 2]

Table 1: Entropy Values of Different Images

METHOD LENA Photographer vegetables BOY

OBCS 5.9767 6.8357 6.6142 6.1258

HE 6.3265 6.7479 6.5276 5.9967

PLT 0.1248 0.0000 0.0000 0.0188

LT 0.3581 0.0310 0.0011 0.0188

LHE 7.7450 7.7024 7.8382 7.8826

Table 2: Mean Square Error Values of Different Images

METHOD LENA Photographer vegetables BOY

OBCS 0.0030 0.0075 0.0099 0.0072

HE 0.0148 0.0013 0.0030 0.0410

PLT 0.0563 0.1130 0.1275 0.0320

LT 0.1448 0.2734 0.3077 0.0886

LHE 0.0450 0.0010 0.0009 0.0556

5. CONCLUSION

The method is applied on various types of images. The assessment is performed by using both
subjective and objective evaluation. Objective analysis has been performed using MSE and
Entropy. It is seen that mean square error is less using OBCS method for all images. The
subjective analysis shows that image has been improved in all the cases, but it can be observed
that in the good contrast images the background is growing more darken which will be the future
work of this research.
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