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Introduction

This thesis investigates the use of innovative interference detection and mit-
igation techniques for GNSS based applications. The main purpose of this
thesis is the development of advanced signal processing techniques outper-
forming current interference mitigation algorithms already implemented in
off-the-shelf GNSS receivers.

State-of-the-art interference countermeasures already investigated in litera-
ture, which process the signal at the Analog to Digital Converter (ADC)
output, provide interference components suppression in the time domain or
in the frequency domain, thus leading to a significant signal degradation in
harmful interference scenarios where the GNSS signals spectra at the receiver
antenna is completely jammed by external intentional or unintentional Radio
Frequency Interference (RFI) sources.

The proposed advanced interference countermeasures overcome such a limit,
since they are based on particular signal processing techniques which manip-
ulate the received samples at the ADC output, providing a representation
in new domains where interference component can be better detected and
separated from the rest of the signal, minimizing the useful signal distortion
even in presence of multiple interference sources. At the cost of an increased
computational complexity, such techniques can be optimized for increasing
the sensitivity and the robustness of GNSS receiver merged in harmful envi-
ronments.

The work of this thesis addresses the design of such techniques by means of

theoretical analyses, their performance assessment by means of simulation



and their validation by means of synthetic and real GNSS data. Furthermore
performance comparison with more traditional interference countermeasures
is also presented considering a variety of harmful interference scenarios.

In addition to the investigation of such new interference countermeasures, part
of the thesis deals with the limit of current interference suppression technique,
such as the pulse blanking, and its impact on the data demodulation perfor-
mance. A very general investigation of the pulse blanking impact on the data
demodulation performance for un-coded Binary Phase Shift Keying (BPSK)
Direct Sequence Spread Spectrum (DS/SS) is provided. Then, the analysis
focuses on the assessment of the navigation data demodulation performance
for the current Space Based Augmentation System (SBAS), then providing
a proposal for system improvements, in terms of robustness and data rate
increase, in future SBAS generation.

Among the different interference scenarios considered, the thesis focuses on
the potential interference environment expected in aviation context, since the
Galileo E5 and GPS L5 bands, where the future GNSS based aviation ser-
vices will be broadcast, are shared with other Aeronautical Radio Navigation
Systems (ARNSs) broadcasting strong pulsed interfering signals, which may
seriously threat the on-board GNSS receiver operations . For such scenarios,
simulation and analytic models are discussed and used as benchmark cases for
assessing the mitigation techniques, in terms of Signal to Noise Ratio (SNR)
gain and data demodulation capability.

The presence of interference (mitigated or not) causes a loss in the carrier
to noise density ratio C'/N, value for the received signal. For this reason,
in order to reliably deal with such signals, the GNSS receiver must be able
to feature high-sensitivity algorithms at the acquisition and tracking stages.
For this reason the last part of the thesis investigates High Sensitivity (HS)
acquisition schemes for very weak GNSS signal detection. In particular, the
purpose of this part of the work is to present a theoretical methodology for

the design of an acquisition scheme capable of detecting signal down to 5



dB-Hz. The analysis carried out assuming the presence of assistance infor-
mation which allows the receiver employing long coherent integration time
(order of seconds). The particular scenario of the GNSS space environment
is taken into consideration and the analysis is also focused on the definition
of the requirements on the accuracy for potential Doppler aiding sources at
the receiver level.

The theoretical analysis is also supported by fully software simulation.

Thesis Outline

The thesis is divided in three parts as follows:

1. Fundamentals and State of the Art. Background on GNSS systems,
GNSS signals, and GNSS receivers architecture is provided in Chapter
1. Chapter 2 provides an overview of the main unintentional interference
sources while in Chapter 3 the main detection and mitigation algorithms

presented in literature are reported.

2. Interference Impact on GNSS Aviation Receiver and Advanced Counter-
mesures. After providing a detailed description of the main interference
sources for the GNSS services in the ARNSs frequency bands, a detailed
assessment of the impact of such pulsed interference sources on GNSS re-
ceiver is provided in Chapter 4. Such analysis has been performed in the
navigation laboratory of the European Space Research and Technology
Centre (ESTEC/ESA), in the Netherlands and results have been pub-
lished in [1]. Furthermore, the most common pulsed interference such
as the pulse blanking will be deeply investigating in Chapter 4. Chapter
5 will focus on the investigation on new advance signal processing based
interference detection and mitigation algorithms. In particular two ad-

vanced interference countermeasure based Wavelet Packet Decomposi-

tion (WPD) and on Karhunen-Loéve Transform (KLT) will presented

3



and their performance in suppressing interference will be assessed. The
results achieved from this research activity have been published in [2]
[3] [4] and [5].

Chapter 6 provides an assessment of the impact of the pulse blanking
and its non linearities effect on the data demodulation performance of

coded and un-coded DS/SS system.

. Design of a High Sensitivity Receiwver for GNSS signal acquisition in
harsh environment. Chapter 7 will address the design of a HS acquisi-
tion scheme for weak GNSS signals in space environments. Results of

this activity can be found in [6].



Part 1

Fundamentals

and

State of the Art



Chapter 1

Introduction

1.1 Motivation of the Work

In a short time new demanding applications, as for instance financial and life
critical timing and positioning services, will be included in the plethora of uses
of new GNSS applications. They will require the ability to restrict access to
some class of protected information by the user position meaning, provided by
some GNSS technology. Access control tokens using trusted GNSS receivers
will provide the information security core for this kind of applications, includ-
ing banking, enterprise and secure timestamps. The location-based control
concept is based on the definition of a secure architecture able to constrain
the position user to the access of particular data or services, such as private
documents or business transactions. In this context, the position informa-
tion provided by GNSS should be improved, mainly in terms of availability
(e.g. using GPS and the Galileo systems), reliability (e.g. Wide Area Aug-
mentation System (WAAS) or European Geostationary Navigation Overlay
Service (EGNOS)) and security. This last aspect can include encryption tech-
niques using cryptography or involve definition of proper methods for signal
authentication and navigation solution quality. These are key issues to con-

sider due to the critical environment condition where the receiver is forced to
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operate in.

It is well known that the reception of GNSS signals can be affected by RFI
that can partially or totally compromise the correct receiver behavior. Un-
intentional interfering signals such as harmonics generated by Digital Video
Broadcasting (DVB) transmitters or intentional one, as intentional high power
signals generated by jammers, can dramatically compromise the navigation
data access control mechanism. Intentional disturbs can also be used to
inhibit the tracking stage in order to force the receiver status in the re-
acquisition mode for spoofing purposes. The development of anti-jamming
algorithms is then becoming central not only for Safety of Life applications
and professional receiver but also to guarantee location-based services. To
assure trusted receiver outputs, valuable tools should be designed in order to

protect the reliability of the position estimation.

1.2 Basics on Satellite Navigation

GNSS refers to all the systems either operational or under development which
provide location information based on transmission of signals by Medium
Earth Orbit (MEO) satellites. The signals transmitted by every GPS and
Galileo satellites allow the users to estimate instantaneously and in real time
its PVT in a Earth centered reference system. Both GPS and Galileo satellite
are based on the Time Of Arrival (TOA) concept, and users determine their
position evaluating the time interval between the signal transmission and
the signal reception. This is possible thanks to very accurate atomic clocks
on-board the satellites; all of them synchronized with respect to a common
time scale. Receiver clocks are not synchronized to the system time, and
full synchronization can be achieved only when the signal is acquired and
tracked and the navigation message demodulated. It is assumed that the
position of satellites is precisely known [7]. The time instant at which the

signal is transmitted is embedded in the ranging signal, so the receiver can
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calculate the propagation time of the signal; multiplying this and the speed
of light (i.e. the signal velocity) the receiver determines the user-to-satellite
range. Assuming that the receiver clock is perfectly synchronized with the
satellite transmitter, the distance v between the satellite and the user can be
calculated measuring the transit time of the signal. In the three-dimensional
space, every v, vector defines a spherical surface having center the satellite n,
whose coordinates are represented by the v, vector. From the intersection of
at least three of these spheres, it is possible to compute a very precise point

that represents the true user position.

(xm Yn Zn)

Figure 1.1: Basic principle of the localization technique

Giving the following definition of distance:

vn = ||v;, — vl (1.1)

and setting a system of three equations, the solution of vz can be obtained;
this vector represents the user coordinates in a cartesian system.

However, in a real situation, the receiver clock is not synchronized with the
transmitter. While all the satellite payloads host synchronous clocks, it is

not possible to have user clocks aligned with the satellite time scale at low

8
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cost and complexity. Furthermore, GNSS are conceived to be one directional
systems (i.e. not requiring the user to interact with the satellite constellation),
thus not allowing two-way methods for keeping the satellites and the receivers
aligned to the same time-scale. The measure of the distance suffers of a bias

as shown in Figure 1.2 by the € term, that is common to each satellite.

Figure 1.2: Effect of Receiver Clock Offset on TOA Measurements

This bias represents the shift of the receiver time scale with respect to the
GNSS time scale. The measurement performed by the receiver is then called
pseudorange p and it is defined as the sum of the true distance R; and a
term due to the time scale misalignment. Analytically the pseudorange can

be written as
pj=R;+e=R;+c-dt, (1.2)

where ¢ is the speed of the light and dt, is the user clock bias. This term
cannot be recovered using the data contained in the satellite signal, therefore,
the intersection of another sphere generated on a further satellite is necessary.

The generic j-th pseudorange can be written as

9
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pj = \/(:cj —2,)” (g — yn)” + (25— 20)” + bus (1.3)

where z,,y,,2, are the user coordinates, w,;,ys;,25; are the coordinates of
four satellites and b,;, = ¢ - dt, is the clock bias term. As d¢, can not be
recovered using the data contained in the satellite signal the intersection of
another sphere generated on a further satellite is therefore necessary. The

intersection of four spheres is then given by [8|:

[ o1l = /(o
o2l = /(@
<
<

(1.4)

|p3| = \/ z3
L |pa] = /(24

The solution of (1.4) gives the user location and the value of dt,, allowing

_xn

the user to synchronize its own receiver to the GNSS time scale [7]. It has
to be noted that in order for a receiver to estimate its position, the receiver
must have at least four satellites in view. These satellites must be in LoS,
or the relationship between the propagation time and the geometric distance
is lost. If a larger number of satellites is in view, a better estimation is
possible. In the past, due to computational constraints, the combination of
four satellites giving the best performance was chosen. Modern receivers use
up to 12 channels (and even more in the future) in order to perform the
position and time estimation. The estimation of a pseudorange is performed
by the user receiver, processing an electromagnetic signal transmitted by the
satellites

Notice that other errors are present in the range measurement, in addition
to the time offset, but in the following they have been neglected to keep the
analysis terse. As previously stated, the distance r between the satellite and

the user is calculated measuring the TOA of the ranging code

R=¢c(T,—Ts) =cAt (1.5)

10
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where T, is the system time at which the signal is received by the user, T is
the system time at which the signal was broadcast by the satellite and c is
the speed of light. This expression is generally called geometric range, but it
is not what the receiver really measures. The receiver and the satellite clocks,
in fact, generally have a bias error from the reference time (¢, for the receiver

and 6t for the satellite clock). So the pseudorange p is computed as

p=cl(T,+t,)— (Ts + )] = (T, — Ts) + c(t, — 0t) =7+ c(t, — dt) (1.6)

The satellite ground network uploads to the satellites the correction for the
offset ¢, which is then broadcast to the user by the navigation message; in

this way, dt is no longer considered as unknown. Hence,

p=R+ct, (1.7)

The unknowns to be determined are the user position in three dimension and
the offset of the receiver clock from system time t,, so at least four pseu-
dorange measurements are required. The equations involved in pseudorange
determination are nonlinear, so they should be linearized using, for example,

an approximate user position around which linearize.

1.3 Signal Structure

As it will be clearer in the following chapters, the effect and the impact
of a specific type of interferer strongly depend on the characteristics of the
GNSS signal itself. Before describing the possible interference sources, an
overview on the the main characteristics of the satellite navigation signals
available today and foreseen for the future is necessary. In principle GNSS
signal are DS/SS modulated signals, where a sequence of binary symbols d(t)
(+1,—1) transmitted at a low bit rate R, is modulated with a so called Pseudo
Random Noise (PRN) sequence c¢(t), composed by binary chips (+1, — 1)
transmitted at higher data rate R.. As an example, the basic BPSK signal is

11
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made by navigation data transmitted at 50 bps multiplied by PRN sequence
transmitted at 1.023 Mcps. The effect of such operation is a bandwidth
expansion of the useful GNSS signal broadcasting in the channel. For such a
reason the PRN sequence is also know as spreading sequence. Each satellite
of the constellation transmit its own PRN sequence. All the PRNs sequence
broadcast by satellites have extremely good un-correlation properties. Thus
at receiver level, the user receiver is able to recognized the signal broadcast
by a determined satellite through a correlation process between the received
signal and a locally generated PRN replica. Such a system is also known
as Code Division Multiple Access (CDMA), since all the satellites transmit
simultaneously on the same carrier frequency, but they features a different
code uncorrelated with the codes broadcast by the other satellites. Concept of
DS/SS modulation and CDMA will be resumed with more detail sin Chapter
6. The following Sections will focus in particular on the American GPS and
the new European civil satellite based positioning system Galileo. For both
system three frequency band are allocated: L1, .2, and L5 are for GPS, while,
El, E6, and E5 (E5a and Ebb) are for Galileo. Portions of bands are shared
between the two systems. Table 1.1 provides a summary of the current GPS

and Galileo bands

Table 1.1: GPS and Galileo bands

| System | Band | Bandwidth (MHz) | Center Frequency (MHz) |

L5 24 [1164-1188] 1176.45

GPS 1.2 20 [1217-1230] 1227.60
L1 24 [1563-1587] 1575.42

ESa | 27 [1164-1191.795] 1176.45

Galileo | E5b | 25 [1191.795-1217] 1207.14
E6 40 [1260-1300] 1278.75

E1l 32 [15559-1591] 1575.42
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1.3.1 Global Position System

Current status of the American GPS system can be found in [9]. Born in
1973, the current GPS constellation consists of 31 satellites, 24 of which are
maintained available 95% of the time by the United States. GPS satellites
fly in medium earth orbit at an altitude of approximately 20.200 km. Each

satellite circles the Earth twice a day.

Within the different phases of the GPS system, different satellite blocks have

been developed [7]:

e the initial concept validation satellites were called Block I. Ten proto-

type satellites have been launched between 1978 and 1985;

e 24 satellites of Block II/ITA have been launched between 1989 and 1995,
when the system was declared operational. Block II satellites are the ini-
tial production satellites, while Block ITA refers to upgraded production

satellites;

e block TIR satellites (R stands for replenishment) entered in service in

1997;
e modified Block IIR versions, denoted as Block IIR-M, started in 2005;

e 4 new block ITF (F stands for follow-on) satellites started being lunched

since 2010 carrying the new 37 civil signal on L5 frequency (L5);

e block III satellites are in the production stage and first lunches are
foreseen in 2015. Their payload will feature all the signals transmitted
by the block IIF satellites plus the new 4" civil signal on L1 frequency
band (L1C)

The current 31 operational satellite are distributed according the table in

Figure 1.3
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LEGACY SATELLITES

i = e e Now in production
operational operational operational operational 2

Figure 1.3: Current GPS satellites constellation

As far as GPS is concerned, the C/A and P codes are considered as current
signals, while all the signals belonging to the modernization phase (L2C, L5,
M code) can be classified as part of the evolution phase. In fact, though
there are some satellites that are already broadcasting L5, L.2C and M code
signals, the modernization phase is still under development and its completion

is foreseen for the next years.

A qualitative representation of the current and foreseen GPS signals spectra
is given by Fig. 1.4. For each signal it is also indicated the satellites block it

belongs to, or will belong to.

A

L5 Lz Li
C/A

_ P(Y) P(Y)
Present Signal . .

(Block I/IIA/IIR)

M ocs M cia
Next Generation P(Y) P(Y)
Of Capability
(Block [IR-M)
LZ CIA
Civil Safety L

vi al \. P(Y) p(Y)
rppiications MR - ‘

(Block IIF and beyond)

1176.45 MHz 1227.60 MHz 1675.42 MHz

Figure 1.4: Spectra of the current and planned GPS signals
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1.3.1.1 GPS Signals baseline

Currently each GPS satellite transmits continuously using two radio frequen-
cies: L1 and L2. Two signals are transmitted on L1, one for civil users, and
the other for DoD-authorized users [10]. As far as GPS is concerned, its
modernization started in the late 1990s soon after the system became oper-
ational and it is still on going, also driven by the potential competition of
the growing Galileo. The plans for GPS modernization cover both civil and
military fields. Two new civil signals are defined: a signal on L2, called L.2C
[11], and a signal on L5, called L5 [12]. The M code is the military code,
properly designed to have sufficient isolation to prevent mutual interference.
In addition the United States is planning to add a modernized civil signal
upon the L1 frequency within the Block IIT time frame, the L1C. L1C is the
fourth civilian GPS signal, designed to enable interoperability between GPS
and international satellite navigation systems. L1C features a Multiplexed Bi-
nary Offset Carrier (MBOC) modulation scheme that enables international
cooperation while protecting U.S. national security interests. The design will
improve mobile GPS reception in cities and other challenging environments.
More detail on technical specification of this new civil signal can be found in
[13] As far as the two civil signals L2C and L5, which belong to the Block
I[TR-M and ITF respectively, they are already operation as shown in Figure
1.3

For the sake of clearness, all the time and spectral characteristics of current

and future GPS signals are summarized in Table 1.2.

1.3.2 The Galileo project

The Galileo programme, is an European initiative for the development of a
fully autonomous satellite-based positioning, navigation and timing capability

, for global high performance services [16]. The Galileo Space Segment will
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Table 1.2: Current and Future GPS Signals (from [11] [13][14] [15] [10] [12])

n
S| o
]
: z ~ | 5 | = Z
) o 0 o o /M
s = S B 0 = Z
= U)o E 2 = o
o0 ~— o)) .- [
0 o o o 5} " g
~ 2 - 3 & = o
5 E = | S F &5
m e 3 = E © | &
S S a o 5| &
3 =
<]
=
)
L1 BPSK C/A 1.023 o0 1575.42 | 2.046 | -158.5
BPSK P 10.23 50 1575.42 | 10.23 | -161.5
L2 BPSK C/A 0.5115 o0 1227.60 | 1.023 | -158.5
BPSK P 5.115 50 1227.60 | 10.23 | -161.5
L5 BPSK 10.23 25 1176.45 24 -157.9

L2/L2C BPSK CM 511.5E3 | 500 [ 1227.60 | 2.046 | -160
CL 511.5E3 | no data

L5 QPSK I5 10.23E6 50 1176.45 | 20.46 | -154.5
Q5 10.23E6 | no data
L1-L2/ | BOC(10,5) c.g.(o%) N/A | 1575.42 | 30.69 | -158
M code 1227.60

L1/L1C | BOC(1,1) or | Cp 1.023E6 | no data | 1575.42 | 4.092 | -157
TMBOC Cp 1.023E6 | 50 or 75
Co 100 no data
) referring to the main lobe/lobes
() the data rate includes the FEC

(k)

cryptographically generated

include a constellation of a total of 30 MEO satellites. The development of

such system has been structured according to the following three phases:

1. Experimental phase (two satellites) Two experimental satellites, GIOVE-
A and GIOVE-B, launched respectively December 2005 and April 2008
have characterised and verified the critical technologies needed by Galileo
within the medium-Earth orbit (MEO) environment. They have also

reserved radio frequencies set aside for Galileo by the International
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Telecommunications Union. Both successfully completed their missions

and are no longer operational.

. In-Orbit-Validation (IOV) phase (four satellites) The aim of the Galileo
IOV phase is to validate the system design using a reduced constellation
of four satellites, the minimum required to provide exact positioning
and timing at the test locations along with a limited number of ground
stations. The first two IOV satellites were carried into orbit by a Soyuz
launcher from Europe’s Spaceport in French Guiana on 21 October
2011. The second pair was launched on 12 October 2012. All four IOV
satellites now are continuously broadcasting their payloads across the
three allocated frequency band (see Table 1.1. Some example of IOV

satellite signal assessment can be found in [17] and [18].

. Full Operational Capability (FOC) phase (four IOV satellites plus 26
FOC satellites) Launched in parallel to the In Orbit Validation (IOV)
phase, the FOC phase will lead to the deployment of the remaining
ground and space infrastructure. It includes an intermediate Initial
Operational Capability (IOC) milestone with 18 satellites in operation
(four IOV satellites plus 14 FOC satellites). Early services with reduced
performance or for demonstration purpose will be provided from mid-

2014.

The presence of new Signals in-space stemming from the Galileo satellites,

will offer new classes of worldwide services to cover the widest range of user

needs, including professional users, scientists, mass-market users and public

regulated domains [16]:

e the Open Service (OS) is free of charge to the user and provides position-
ing and synchronisation information intended mainly for high-volume

satellite navigation applications; a contribution, by means of Galileo
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OS signals and/or in cooperation with other satellite navigation sys-
tems, to integrity monitoring services aimed at users of Safety-of-Life

applications in compliance with international standards.

e the Commercial Service (CS) for the development of applications for
professional or commercial use by means of improved performance and
data with greater added value than those obtained through the Open

Service. Implementation of the CS is not foreseen in the IOV phase.

e the Public Regulated Service (PRS) restricted to government autho-
rised users, for sensitive applications that require a high level of service
continuity, free of charge for European Union (EU) Member States, the
Council, the Commission, the European External Action Service and
EU agencies. The PRS uses strong, encrypted signals; a contribution
to the Search and Rescue Support Service (SAR) of the Cospas-Sarsat
system by detecting distress signals transmitted by beacons, locating

these beacons and relaying messages to them.

1.3.2.1 Galileo Signals

The Galileo frequency plan is depicted in Fig. 1.5, while the structure of its
signals is described by table 1.3.

167542 MHz

12TTEMHz ¢

117645 Mha 1207.44 MHz

Sl ARBOC(15.10) Efbel

ESa-Q E5b-Q

Efib-t, ES0-Q ESy-l, ES0-Q
BPSK(10) BPSK(10)
L A e 250 sps
SISOL Services

Dala rate: 250 sps Diata
OS/CS/SO0. Sarvicas OS/C

Figure 1.5: Galileo Frequency Plan
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Table 1.3: Current and Future Galileo Signals (from [15] [19] [20])
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n
E1l (ON] BOC(1,1) 1.023 125 1575.42 | 2.046 | -157

CS
E6 CS BPSK 5.115 500 1278.75 | 40.92 | -155
Eba (ON] AltBOC(15,10) 10.23 25 1176.45 | 51.15 | -155
E5b (ON] 10.23 125 1207.14 -155
CS
E1/0S | OS | CBOC(6,1,1/11) | B 1.023E6 125 1575.42 | 4.092 | -160
C 1.023E6 | no data

E1 | PRS | BOCcos(15,2.5) | A 2.5575E6 | N/A | 1575.42 | 38.805 | N/A

) referring to the main lobe/lobes

The innovation brought by the Galileo project is the design of new signals,
based on an innovative modulation, the Binary Offset Carrier (BOC) modu-
lation also knows as split spectrum modulation. Basically it consist in mod-
ulating the basic spread BPSK signal(e. g. GPS L1 C/A) with a squared
sub-carrier waveform. The effect of such modulation is to split the power
spectrum of the Direct Spread Spectrum Sequence (DS/SS) in two main lobes
around the considered GNSS carrier frequency, as it shown in Figure 1.5. The
main idea behind BOC modulation is to reduce the interference with BPSK-
modulated signal, which has a sinc function shaped spectrum. Therefore,
BPSK-modulated signals such as C/A GPS codes have most of their spectral
energy concentrated around the carrier frequency, while BOC-modulated sig-

nals (used in Galileo system) have low energy around the carrier frequency
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and two main spectral lobes further away from the carrier (thus, the name of
split-spectrum). More details on such an innovative split spectrum modula-
tion can be found in [19] and [21]. However, the actual OS E1 signal broadcast
by the IOV satellites and that will be broadcast by the future Galileo satel-
lites feature an evolution of the BOC modulation, the so called MBOC. Such
a modulation is derived by the multiplexing of the standard BOC(1,1) mod-
ulation with the BOC(6,1) modulation. Detailed derivation and analysis of
the MBOC modulation can be found in [20] and [22].

1.4 The Receiver

This section aims at summarizing the basic architecture and principle opera-
tion of a GNSS receiver. The literature in this field is very wide, several are
the books devoted to this topic. Among them, detailed explanations on the

receiver operation can be found in [10] [7] [23] [8].

I
IF ! Acquisition H :
Filters/Amp ADC/AGC stage Tracking stage I NAV Unit ‘

RF stage

I 1
I 1
Lc‘)ﬁatl I Digital 1 CaCrrlctler & ' ' Carrier & Code POSltlon
osciator I conversion ! ode Il trackin .
| 11 correlator 11 K : Velocity
bommm - oo - e e - Time

Figure 1.6: Generic GPS receiver block diagram

Figure 1.6 shows a high level block diagram of a generic GPS receiver. Re-

ferring to 1.6, the blocks operation can be described as follows [24]:

e after the antenna and the pre-amplifier, the front-end is in charge
of the analog signal processing, that involves filtering, amplification,
and downconversion. Amplification is straightforward in hard-limiting

architectures (1-bit A /D conversion) but multibit receivers must employ
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some form of Automatic Gain Control (AGC). Downconversion is per-
formed either in single or multiple stages. Multi-stage architectures al-
low for adequate image suppression and general bandpass filtering with
the final Intermediate Frequency (IF) placed close to baseband (e.g., 4
MHz). Single-stage down conversion is becoming more prevalent, how-
ever, and image suppression is achieved by accepting a higher IF (e.g.,
30-100 MHz). The final conversion to baseband involves converting the
[F signal to the in-phase (I) and quadrature (@) components of the
signal envelope. This is accomplished by mixing the TF signal with
two tones generated at the final nominal TF but with one tone lagging
the other in phase by /2 radians. The output of the two mixers are
the baseband components plus the residual Doppler. This conversion
to the baseband can be accomplished either before or after the A/D

conversion.

For the A/D conversion, both single-bit and multi-bit architectures
are currently in use. Most low-cost commercial receivers employ 1-
bit sampling in narrow (i.e., 2 MHz) bandwidths. High-end receivers
typically use anywhere from 1.5-bit (i.e., three levels) to 3-bit (eight
levels) sampling in bandwidth range from 2 to 20 MHz. The degradation
of the signal due to finite-bit quantization is dependent upon two factors
in addition to the number of quantization levels. First is the IF. Second
is the ratio of the maximum A /D threshold to the root mean square

noise level.

Baseband signal processing of the digitized signal is typically accom-
plished using a combination of dedicated hardware and digital signal
processors to form the measurements and provide feedback for acqui-
sition and tracking.

In practice, the signal at the ADC output is split over different channels.
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In each of them, the receiver replicates the PRN code that is transmit-
ted by the SV being acquired by the receiver; then the receiver shifts the
phase of the replica code until it correlates with the SV PRN code [7]
and multiply the incoming signal with a locally generated carrier. The
first step in GNSS processing is the signal acquisition: the satellites in
view are detected and a first rough estimation of the Doppler shift and
the code phase is performed. Then the signal tracking refines the code
synchronization and allows for extracting the information related to the
code chip transition, which is fundamental in the pseudorange estima-
tion. These measurements, performed on a set of at least four satel-
lites, are used to compute the user’s position through a triangulation

procedure.

Signal Acquisition refers to the initial synchronization process [7]
[10] performed within each channel of the receiver, in order to obtain a
rough alignment between the codes broadcasted by the satellites and the
locally generated codes. The signal acquisition can be time consuming,
mainly assuming a cold start, since the receiver does not know any a
priori information. In this case, the receiver starts seeking satellites
chosen randomly [10]. During the acquisition phase the receiver tests
all the possible alignments, and if the tested PRN is included in the
incoming signal, the correlation peak is detected. The signal acquisition
is actually a two-dimensional search in time (code phase) and frequency
[7] [8], in fact the correlation peak is detected, only when the Doppler
shift on the incoming carrier is estimated. The Doppler shift is not only
due to the motion of the satellite, but also on the frequency bias of the
receiver clock. Ideally, an improved quality of the receiver would impact
the acquisition algorithm in term of a smaller search space. Moreover,
modern acquisition strategies are based on the Fast Fourier Transform
(FFT), which might speed up the acquisition phase for some receiver

architectures. Using the FFT approach when the match between the
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local and the incoming codes is found, the whole frequency range of the
search space is scanned and the spectrum shows a spike corresponding
to frequency of the incoming carrier. The use of modern frequency

domain search techniques for rapid acquisition is described in [25].

Signal Tracking. After the acquisition stage has accomplished a rough
alignment between the incoming and the local codes, a Delay Locked
Loop (DLL) refines such an initial estimate of the code phase and tracks
changes into the future [10]. The signal tracking is at the basis of the
overall receiver’s processing and allows for estimating the pseudorange
(and thus the user’s position) and decoding the navigation message
[7] [10] [8]. The tracking stage can be considered a two-dimensional
(code and carrier) signal replication process, since also a carrier tracking
is required. The signal at the output of the IF section is generally
processed by a coupled loop composed by a Phase Locked Loop (PLL),
or a Frequency Locked Loop (FLL), and a DLL. The FLL like the PLL is
a carrier tracking loop, but it does not provide the estimate of the carrier
phase [10] [7]. This digital code/carrier tracking architecture is well
known within the GNSS receiver design community [7] and [10]. In this
section only its basic principles are outlined. Roughly speaking, the PLL
is used to perform the carrier wipeoff and allows the DLL to synchronize
the local and the incoming PRN codes. Assuming the digital local
carrier is phase locked with respect to the incoming carrier, the signal
at the front-end output is down-converted to baseband and is contained
on the in-phase channel. As mentioned above, the DLL is responsible
for synchronizing the local and the incoming PRN codes. The baseband
signal is correlated with a Prompt, Early and Late version of a locally
generated code [10] [8], through a multiplication and integration over a
defined period. A feedback control signal is then calculated through a
discrimination function and directly applied to the NCO. Such a NCO

slows down or speeds up the rate of the local code replica in order to
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keep the synchronization.

e The navigation solution involves the simultaneous solutions of four
unknowns: three dimensional position of the user’s receiver and the

receiver clock bias. For details on the system solution refer to [10].

1.5 GNSS Vulnerabilities

The performance in terms of position estimation accuracy, reliability and
service continuity depend on the ability of the receiver to acquire the GNSS
Signal in Space (SiS) and to keep it tracked. Though the system is based
on the DS/SS which brings an intrinsic robustness, the received signal power
(approximately 20 dB below the noise floor) makes the system vulnerable
to different disturbs, as interference or multipath. Many other effects can
compromise the localization estimation accuracy: propagation anomalies that
can occur in the ionosphere and in the troposphere, failures at the satellite
(evil waveform) or the transmission of information that are not suitable for
the navigation. In these particular fields, it is fundamental the knowledge of
both the user position within predefined error margins and the level of the
signal accuracy. In this way it will be possible to warn the user, within a
certain time interval, in the case the SIS is corrupted or not reliable. The
interruption of the navigation signal or its degradation can have disastrous
consequences in security applications, where the accuracy in the position
estimation is fundamental for the success of the rescue operation, especially
if the user is not alerted in a short time. The most significant GPS interference

and faults can be grouped as:

e Multipath. It represents the well known signal distortion due to the

reflection of multiple paths.

e Wide Band Interference. E.g. white Gaussian noise, is a signal with

a constant energy spectrum over all frequencies.
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e Narrow band Interference. This type of fault has a limited band-

width, usually less than few MHz.

e Spoofing. The receiver operations are forced to consider a fake signal

as the correct one providing malicious positioning.

e Evil Waveforms. They are anomalies related to the malfunctioning

of the SiS generator on-board.
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Chapter 2

Interference classification for

GNSS

In this Chapter a detailed classification of the main RFT sources for GNSS

applications is reported.

2.1 Introduction: Interference Signals in GNSS

It is well known that a GNSS receiver is in principle vulnerable to several
types of interference, which can lead to a complete signal disruption. This
intrinsic weakness affects the performance of any type of receiver, due to the
fact that it has to extracts pseudorange information from the SiS, that is
received at a very low signal power (typically —160 dBW for GPS and —155
dBW are expected for Galileo). All the systems transmitting at carrier fre-
quencies close to the band of interest are potential sources of interference for
a GNSS receiver, and even small leakages out of their allocated bandwidth
can be threatening for the GNSS signals. Even if events of unintentional RFI
are generally unpredictable, their presence has been experienced in the past
[26] and the increasing number of wireless communication infrastructures is

increasing the probability that some out of band energy from signal frequency
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located near the GNSS bands could affect the performance of GNSS receivers
in a certain region. The presence of interfering power can be due to several
reasons, but the main effects can be recognized to be caused by harmonics or
intermodulation products. The first ones are integer multiples of the carrier
frequency caused by some non-linearity as saturation of an amplifier while the
second occur when two or more signals at different frequencies are mixed by
passing through some non-linearities. The importance of assuring robust re-
ceiver with respect to interference is crucial for all types of applications where
the concept of security is needed. Hence, it becomes of main interest to eval-
uate the possible impact of potential interference in bands of interest as, for
example, in the Galileo frequencies bands where frequencies will be reserved
for particular services addressing transport applications. Applications based
on GNSS that have to be trustable by the users, include maritime, aviation
and railway transport scenarios but also emergency applications oriented to
the tracking and tracing of sensitive material (as medical or dangerous goods)

or financial /assurance aspects.

The classification of the main disturbances for GNSS receiver takes into ac-
count heterogeneous aspects. The emission types can be defined in intentional
(jamming) or unintentional. The first are common for military scenarios while
the latest are usual for a large number of systems present in our daily life
emitting RF energy that could interfere with the GNSS L-band. The Con-
tinuous Wave Interference (CWI) involves a wide class of Narrow-band In-
terference (NBI) caused by out of band emissions of electronic systems. This
kind of RF interference might saturate the first stage of receiver chain, such
as the Low Noise Amplifier (LNA) or the Automatic Gain Control (AGC) for
the ADC or might lead to erroneous position estimations. Due to its spectral
characteristics 7] [27] this kind of interference is considered one of the most
critical for the GPS C/A code. Some of the main out of band signals are

reported in Chapter 2 where a detailed interference classification is provided.
Even if non-intentional RFT is not a-priori predictable, several cases have been
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experienced in the past and reported in literature [26]:

e In 1994, in Germany, Digital Repeater transmissions at 1200 MHz de-
graded the C'/Nj in L2 band denying a correct acquisition of GPS signal
[28];

e In 1995, both in Nice (France) and Vicenza (Italy), disturbs related
to secondary harmonics emitted by TV transmissions and microwave

interference have been detected in GNSS bands [26];

e In 1995 at the Edinburgh Airport (Germany), an interference due to a
DME transmitter caused a C'/N, degradation [28];

e In 1993, in the metropolitan Boston area, a disturb generated by TV
emitters (Channel 10 and Channel 66) affected the quality of GNSS
signal forcing low C'/Ny with consequently tracking loss [28];

e In April 2006, DVB spurious emission of TV transmitters located in
Torino (Ttaly) degraded the performance in the acquisition stage of a
GNSS receiver operating in the area, with consequently loss of the GPS
signal tracking [29]. The disturb was the same that European Space
Agency researchers detected using the GETR with the GIOVE-A E1
signals at INRIM (Torino) [30];

e In July 2006, Ultra-High Frequency (UHF) harmonics have been de-
tected in Sidney around TV antennas. The undesired signal in the L1
band corrupted the correct performance of the receiver chain observ-
ing significant variations in the AGC/ADC block and in the final user

positioning [31].

The intentional interference signals, mainly treated in the military context,
are assuming more and more attention also in the civil application. In fact,
cheap jammer can be easily bought on the web becoming a serious threat for

each kind of user based application. Generally, the jammer output signals
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can be considered high power white noise able to obscure the correct signal

reception of each GPS channel.

2.2 Unintentional Interference Sources Classifi-

cation and Signal Model

The received interfered GNSS signal at the receiver antenna can be written

as:

~

-1

r(t) = D srr(t) +i(t) +n(t) (2.1)
l

I
=)

where L is the total number of GNSS useful signals, sgp;(t) is the useful
GNSS signal received by the (" satellite in line of sight, i(¢) is the additive
interfering signal transmitted over a carrier frequency f;,; and characterized
by a two-sided bandwidth B;,;, and n(t) is the additive white Gaussian noise.
Before being fed to the acquisition and tracking block, the signal is first down-
converted to an intermediate frequency, sampled and quantized in the receiver
front-end. Thus the composite received signal at the ADC output becomes

according to [32] can be written as:

L-1

rie[n] = ripnTy) = Q} [Z siri[nTs] + i[nTy) + n[nTs)

(2.2)

where the function ()} denotes the quantization over k bits, and T} is the
sampling frequency. Expanding the term s;p;, the expression for the single
digitized GNSS signal affected by noise and interference components becomes

(neglecting for the sake of simplicity the subscript [):

rie[n] = Q} [@d (n —mng) c(n —mng) X cos (2 Fpon + ¢o) + i[n] + n[n]
(2.3)
where C'is the received GNSS signal power from one satellite in view, d and
c are respectively the navigation data message content and the pseudo ran-

dom noise sequence, Fpo = (frr + fo)Ts is the Doppler affected frequency,
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ng = 7o/ Ts is the digital code delay and ¢, is the instantaneous carrier phase.
i[n] and n[n] are the digitized interference and the digital Gaussian noise com-
ponent respectively. Given B the front end bandwidth, it can be shown that
sampling the signal at the Nyquist frequency f; = 2B;r, the noise variance

becomes:

NOfs
2

O'?F =F {7]2[77,]} = = NOBIF (24)

where 20 is the Power Spectral Density (PSD) of the noise.

A general classification of the interfering signals is based on their spectral

characteristics such as its carrier frequency f;,; or its bandwidth Bj;,;:

e Out of band interference refers to interfering signals whose carrier

frequency is located near to the targeted GNSS frequency band (fi,; <

fir — B2 or fi > fre + 22)

e In band interference refers to interfering signals with carrier frequency

within the GNSS frequency band (f;r — B% < fimt < f1r + B%);

Moreover, interference can be further classified according to its characteristics

in the frequency domain as:

e NBI when the spectral occupation is smaller with respect to the GNSS
signal bandwidth (B;,; << Brr);

e Wide-band Interference (WBI) when the spectral occupation is
comparable with respect to the GNSS signal bandwidth (By,; =~ Brr);

e CWI which represents the ultimate limit in NBI and appears as a single

tone in the frequency domain (B;,; — 0);

Furthermore, in general interference might have time-frequency varying char-
acteristics, as for examples, pulsed interference or chirp signals. The former
is mainly characterized by on-off status of short duration (order of us), which

alternate in the time domain, whilst the latter is characterized by a linearly
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variation in time of the instantaneous frequency thus resulting in a WBI.

More details on interference classification can be found in [33].

All communication systems with frequencies near GPS band could be a po-
tential source of interference for a GNSS receiver. It is inevitable that some
out of band energy from signal frequency located near the GNSS bands could
interfere with GNSS receivers, even if it does not belong of the same environ-
ment. The potential interference sources could have different band, including
GPS/Galileo frequencies (in band RFT) or far from the receiver bands (out of
band RFI). For the existing GPS/Galileo frequencies, the interference threat

is well known and extensively studied.

2.2.1 Out-of-Band Signals

The CWI involve a wide class of NBI caused by out of band emissions of
electronic systems. Even if the GNSS frequency bands are protected by in-
ternational and Federal Communications Commission (FCC) some out of
band harmonics could interfere with the Galileo and GPS signals. In partic-
ular the CWI could strongly impact on a GNSS receiver on the acquisition
and DLL blocks because the interference power is dispersed on the whole
search space by the code despreading, compromising the acquisition accuracy
and impacting to the other consequent functional blocks. The narrowband
interference represent the weightier negative effect on the GPS receiver per-
formance. This is due to C/A code characteristics. In fact, the spectrum of a
C/A code presents line components spaced at 1 kHz with different height due
to fluctuations in the autocorrelation function code. These components are
more sensitive to interference and could generate false lock in the correlator

in case of matching between the C/A reference signal line components and

the CWT interferer [34] [7] [23].

A typical representation of a presence of a interference is illustrated in the

Fig. 2.1 below where an emission from an interference source falls in the
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Figure 2.1: Power Spectrum of a C/A Code.

GPS L1 band. The maximum interference power level profiles admitted at
the antenna of a GPS receiver are illustrated in [34]. These are specified by
some institutions as ARINC 743A, RTCA and EUROCAE. In the following
sections, some of the main out of band interference sources will be further

analyzed.

2.2.1.1 TV Channels

The TV emissions are veritable sources of interference for a GNSS receiver.
They can be as both NBI or WBI: the video carriers are considered as
medium/wide band signals whereas the sound carriers are considered as CWI.
In the broadcast TV signal, Very-High Frequency (VHF) and UHF bands are
used. So both bands, in their sub channel, could represent interference sources
for a GNSS receiver. In [26] a case of interference from TV signal is reported.
In this case, the interference signal affects the active antenna LNA causing
harmonic distortion in the same LNA that result in average 5 dB decreases
in C'/Ny. In general, the harmonics of TV ground station can generate po-
tentially dangerous interference for GNSS receivers. In [34] 6 TV channels,
French and American equivalents, with their harmonics are analyzed in fre-
quency and power terms. The Fig. 2.2, reports the out of band TV potential

interference.
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Figure 2.2: Potential TV Channel Harmonic Interference.

2.2.1.2 DVB-T Signals

The Standard DVB has been constituted in 1993 by the European project
DVB. The main goal of this project, that today comprehends more than
300 European and extra-European members, is to harmonize the strategies
to introduce the digital television and new multimedia interactive services
on transmission networks and to define the relative technique specifications.
Some results are obtained defining the system specifications for the standard
DVB-S, developed for the direct diffusion of TV multi-program from satellite
and for standard DVB-C for the distribution of television signals through core
networks. The DVB family comprehends also the DVB-T, standard providing
the digital terrestrial television. Its definition was achieved in the November
2005 with standard approved in February 1997 by ETSI. The specification is
based on the standard MPEG-2 for the audio/video signal source codification
while a multi-carriers modulation COFDM has been adopted. The main
characteristics of this technique is to distribute the total data stream among
a large number of carriers frequency equally spaced while the OFDM process
is achieved by a Inverse Fast Fourier Transform (IFFT). The system COFDM
is robust to frequency selecting fading. The echo countermeasure adopted is
a time delay guard that divides near OFDM symbols. The main modulations
used are QPSK or m-QAM, with m typically equal to 16 or 64. In [35] a more
complete description of the system is reported and the main transmission
frequencies are indicated in VHF IIT (174-223 MHz), UHF IV and UHF V
(470-854 MHz). It is clear that these frequency values do not represent a
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directly threat for the GNSS receiver bands but they can cause some problems
if the potential harmonics are considered. In [29] a set of on-field experiments
aiming at assessing the effect terrestrial DVB and VHF /UHF signals on GNSS
receiver are described. Figure 2.3 shows the possible the potential secondary
harmonics originated by the DVB-T system and which can fall within the
GPS L1.

_ B GPSL1
(a)
o i B Galilec E1
1565.19 1585 65
‘ ‘ | \ [] Interference
Frequency [MHz] >
1525 1559 1610 16860
(b) Mobile
DAB DVB-T / TV secondary harmonics satellite
applications
B GPSL1
1559 1591 M Galileo E1
1565.19 1585.65
[L l ‘[ a ‘ ‘ [ Interference
8% VHF 10 2YUHF 66 2" UHF67 3 UHF 23 9% VHF 7 Freq. [MHz]
3 UHF 22

Figure 2.3: Possible in-band and out-of-band interferences (a). Secondary
harmonics interference within the GPS L1 and Galileo E1 bands

(b)

2.2.1.3 VHFCOM

With VHF TV, other interference sources in VHF band could be considered
dangerous for a GNSS receiver. These are the VHF Communication interfer-
ence [34] [36]. This band (118-137 MHz) containing 760 channel spaced by
25 kHz, is commonly used by the Air Traffic Control (ATC) communications.
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The harmonics are considered as CWI with bandwidth of about 25 kHz. The
VHF channels centered at 121.150, 121.175 and 121.200 MHz, have the 13th
harmonic within the GPS bandwidth while the channel centered at 131.200,
131.250 and 131.300 MHz have the 12th. In Fig. 2.4 the VHFCOM potential
harmonics are reported.
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Figure 2.4: Potential VHFCOM Channel Harmonic Interference.

2.2.1.4 FM Harmonics

Also small frequency bands inside the Frequency Modulation (FM) band
(87.5-108 MHz) are harmonics sources that fall in the GNSS bands. The
channels 104.9 and 105.1 MHz have their 15" harmonics near the Narrow
Correlator GPS band. The channels are spaced at 150 kHz while the maxi-
mum transmitted power is 50 dBW. The harmonics generated by FM sources
are considered as width band interferer in the sense of the C/A GPS signal
[34].
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Figure 2.5: Potential FM Harmonic Interference.

2.2.1.5 Personal Electronics Devices

The Personal Electronic Devices (PEDs) in proximity of a GNSS receiver can
cause the disruption of GNSS signal reception. They are divided into inten-

tional and non-intentional transmitters (or radiators). The first ones transmit
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a signal in order to accomplish their function. They can be summarized in

the following non-exhaustive list:

e cell phones
e pagers
e two-way radios

e remote control toys

Probably, next PEDs generations will include Ultra Wide Band (UWB) sig-
nal for allowing the development of high bit rate personal devices. These can
represent new interference sources for Galileo receivers and should be moni-
tored. The non-intentional transmitters do not need to transmit any signal
in order to accomplish their function, but notwithstanding they emit some
level of radiation. They can be summarized in the following non-exhaustive

list:

e compact-disc players

tape recorder

portable consoles

laptop computers and palm pilots

e laser pointer

2.2.1.6 SATCOM

The SATCOM communications operate in the frequency bands 1626-1660.5
MHz with channel spaced at 0.75 MHZ and bandwidth of 20 KHz. Multiple
carriers transmission in a SATCOM service produce IMPs which can fall in
the GPS band. A possible example is reported on [34]: the channels MHz
and MHz generate the 5 order IMP MHz inside the L1 band.
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2.2.1.7 VOR and ILS Harmonics

The VHF Omni-directional Range (VOR) is a type of radio navigation sys-
tems for aircraft that provides information about radial position referred to
ground station. The Instrument Landing System (Instrument Landing Sys-
tem (ILS)) consists of two radio transmitters providing lateral and vertical
guidance to aircraft for approaching landing. VOR/ILS emitters are usually
positioned at the beginning and at the end and the sides of the airport road.
These approaching landing systems operate in 108-117.95 MHz band includ-
ing 200 channels frequency spaced at 50 KHz. In detail the VOR using 12
channels in the 112.24-112.816 MHz band while the ILS only two on 4 chan-
nels in the 108-111.95 MHz band. Their harmonics, the 14" from VOR and
2™ from ILS corresponding to 111.9 and 111.95 MHz, enter on the L1 GPS
band. They are considered CWI/Amplitude Modulation (AM) interferers
[34].

2.2.1.8 Mobile Satellite Service

The Mobile Satellite Service (MSS) System can generate two distinct inter-
ference threats to a GNSS receiver [26]: the MSS Mobile Earth Stations
use the 1610-1660.5 MHz band, potentially introducing wideband power in
the Galileo band, raising the noise level. Spurious harmonic emission from
geostationary satellites transmitting in the 1525-1559 MHz band (nowadays
unregulated by ITU).

2.2.1.9 Mobile Phone Interference

In general, no direct consequences from mobile phones on a GNSS receiver
have been founded in literature. Some information are available for aircraft
navigation equipment, such as [37], where a GPS receiver is commonly used.
In [37], an investigation of spurious emission from six wireless phone tech-

nologies is described, analyzing the effects on aircraft systems, among which
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a global positioning system. The tests are carried out from semi-anechoic
and reverberation chambers using the wireless phone technologies, with dif-
ferent transmission frequencies reported in, and different receiving antennas.
The study is conducted evaluating the total radiated power from each cel-
lular versus the frequencies of the system considered. In the analysis, the
receiver sensitivity for the GPS receiver is -120 dBm but a more realistic level
is considered around -82 dBm. This value is obtained considering a minimum
path loss, the amount of signal lost from inside the vehicle to the antennas
located outside, of 38 dB. This gap is evaluated in [14], calculating the path
loss after having generated signals inside the plane. The results show that all
the considered values exceed the receiver system sensitivity level but at the
same time are under the more realistic value obtained from the path loss. So,
the conclusions of the paper are that the radio frequency emission from the
phones tested not interfere with the avionics system examined, among which

the GPS.

2.2.2 In-band signals

Since some interference sources have base band directly allocated in the ob-
servation bands, they can be considered in band interference signals. They
are intersystem and intrasystem interference, military and civil Aeronauti-
cal Communication Systems and UWB. A short description of each one is

described in the next Sections.

2.2.2.1 Intersystem and Intrasystem Interference

The intersystem and intrasystem interference can be considered in band dis-
turbs. The Galileo system is developed to assure compatibility with the GPS
[10]. The two systems should operate independently of each other or with a
minimum level of interference on each other. The term intersystem is referred

to disturb which GPS transmitter produces on Galileo signal and vice versa.
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Instead, the term intrasystem refers to impairments affecting the same system
they are produced by. This effect is commonly caused by incomplete carrier
suppression that could produce undesired narrowband component with power

concentrate around the carrier frequency.

2.2.2.2 Military/Civil Aeronautical Communication Systems

The Military Communications Systems can be considered in-band interfer-
ers due to signals band used by systems. The Galileo E5a and E5b bands,
located within 1164-1214 MHz, occupy frequencies already used for ARNSs
such as TACAN, DME and Secondary Surveillance Radar (SSR), as well as
by the DoD Joint Tactical Information Distribution System (JTIDS) and
Multifunctional Information Distribution System (MIDS). Other aeronauti-
cal systems operate in these frequencies such as Traffic Collision Avoidance

System (TCAS), Identification friend or foe (IFF) and planned ADS-B.

The DME/TACAN systems consist of an airborne interrogator and a ground-
based transponder that emits high-power pulsed signals that constitute a
real threat for the Galileo/GPS receivers. DME and TACAN provide mea-
surements of aircraft range from a ground reference point. The TACAN is
a military system which provides range and azimuth measurements. The
DME/TACAN system operates in the 960 MHz to 1215 MHz ARNSs fre-
quency band [38| in four different modes: X, Y, W and Z, even if only X
mode occupies the 1151 MHz to 1215 MHz frequency band that interferes
with the E5a/L5 and E5b GNSS signal (see Fig. 2.6).

Cases of real DME/TACAN interference on GNSS receiver have been pre-
sented in [39], Chapter 4 will be entirely focused on the DME/TACAN

interference impact on GNSS receiver.
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Figure 2.6: DME/TACAN and JTIDS/MIDS Frequency Plan.

2.2.2.3 Ultra Wide Band signals

In 2002, the UWB was defined by FCC which allocated the largest spectrum
for unlicensed use. The definition of UWB include any signal that occupies
more than 500 MHz between 3.1 and 10.6 GHz and meets the spectrum mask
which defines the indoor limits for UWB communication systems. The UWB
signals are emerged as potential solution for low-complexity, low-cost, low-
power consumption and high-data-rate wireless connectivity. The technolo-
gies based on UWB offer simultaneously high data rate communication, with
the possibility to offer data transmission rates of 100-500 Mbps at distance
of 2-10 meters using average radiated power of a few hundred microwatts,
and high accuracy positioning capabilities being utilized in imaging radar
technique due to their wall penetration capability. In fact, for this aspect,
they have been studied for indoor location and navigation purposes because

of their performance in multipath environment [40]. The main advantages of

UWB are:

e minimization of reflection from clutter
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e the ability to penetrate structures with high data rates and high reso-

lution

e minimization of multipath to operate in cities, obstructed areas and

indoors
e support of high-precision ranging and radar

e wide bandwidth

which enables low probability of interception by undesired receivers The data
modulation schemes often utilized in UWB systems are Pulse Position Mod-
ulation (PPM) and Pulse Amplitude Modulation (PAM). The UWB signal
generated by using sub-nanosecond pulses that spread the signal energy on
wide frequency band. These systems utilize low transmitted signal power
level but with extremely wide bandwidth. This is the open problem of UWB
signals that could affect the existing spectral users, such as Galileo and GPS
users whose signal power is far below the noise floor. Several studies [41],
[42], [43] conclude that UWB signals can degrade GPS receiver performance.
Hence, they result potentially dangerous for a Galileo receiver. Other studies
are presented in [44] and in [45] where it is demonstrated, respectively in a
simulation and in a WPAN studies, that UWB interference effect can be re-
duced opportunely choosing modulation parameters. A great number of works
about the coexistence between the GPS and UWB have been made but spe-
cific works about the impact on Galileo receivers have not been found. Thus,

further studies are necessary to determine this kind of interference impact.

2.2.2.4 Potential Harmonics in Galileo Bands

The new services foreseen by the Galileo system require high accuracy and
reliability. For this reason a study of possible interference sources which could

affect Galileo receivers is here reported to understand which are the potential
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threats that should be detected and mitigated. The Galileo frequency bands

analysed are the following:

E5a: (1164 -1188) MHz;

E5b: (1188 - 1214) MHz;

e E6: (1260 - 1300) MHz;

e L1: (1563 -1587) MHz;

In Table 2.1 the main interference due to interference source band as de-

scribed in [34] are reported. It has been analyzed if the interference harmonics
Galileo/GNSS out of band could be found in the usual /narrow Galileo/GPS
band. The Fig. 2.7 shows graphically the harmonics positions.

Table 2.1: Main in-band interference system sources

Usage Bandwidth (MHz) | Order | Order | Order | Order
L1 E5a E5b E6

UHF TV 785.71 - 788.71 2nd

UHF TV 523.807 - 526.473 3rd
Mobile/Station |  392.855 - 395.855 4th 37d
Mobile/Station | 314.284 - 315.884 5ih 4th
Mobile/Station |  261.903 - 263.237 6"

Broadcasting 224.488 - 225.631 7th

VHF TV 196.427 - 197.428 gth 6"

VHF TV 174.602 - 175.491 gth 7th
VHF Maritime | 157.142 - 157.942 10t gth
VHF Military 142.856 - 143.584 11t 9gth

VHFCOM 130.952 - 131.618 12t 9gth

VHFCOM 120.878 - 121.494 13t 10%

VOR/ILS 112.244 - 112.816 14

FM 104.761 - 105.295 15t 12t
FM 98.214 - 98.714 16t 12t 13t
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Figure 2.7: Interference Harmonics in Eba, E5b and E6 bands.

2.3 The LightSquared case

One of the most relevant and recent cases of inter-systems interference to the
GNSS and which has caused a long controversy in the US communication
community has been represented by the LightSquared case. LightSquared
Subsidiary LLC is a company seeking FCC approval to provide a wholesale,
nationwide, wireless broadband network integrated with satellite coverage.
LightSquared intends to combine its existing satellite communications services
with a ground-based 4G-Long Term Evolution (LTE) network that transmits
on the same radio band as its satellites. The band is right next to the primary
GPS frequency L1 [46].

The proposed LTE signals would be transmitted at higher power levels with
respect the received GNSS signal levels at the Earth’s surface. In January
2011 the FCC issue an order granting a conditional waiver to LightSquared
to deploy their ground network. Following this FCC decision, an intense
period of study and on-field testing has been performed culminating in the
publication of the Technical Working Group TWG report [47]. This report
indicated significant degradation of receiver performance across a wide range
of receiver types. A second round of test was conducted and again significant
interference effect on GPS receiver have been detected. Thus, in response of

this test campaign which has revealed that LightSquared signals significantly
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threats the GPS receiver operation, FCC revoked LightSquared’s authorities
to deploy their proposed network.

In [48] a compatibility analysis between LightSquared signals and L1/E1
GNSS reception is presented.
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Chapter 3

Classical Interference

Countermeasures in GNSS

The scope of this Chapter is to provide an overview of the state of the art of
detection strategies and mitigation techniques already proposed in the GNSS
field.

3.1 Introduction

A general classification of the various state-of-the-art of detection and mit-
igation strategies already presented in literature, can be done according to
the point in which they are applied along the processing chain of a GNSS re-
ceiver, as mentioned in [49]. Considering the receiver block scheme depicted
in Figure 3.1, detection and mitigation of the interference can be performed

at:

e antenna level: such techniques can be applied typically in static or slow-
changing environment and require a particular hardware configuration,

such as antenna arrays;
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e AGC/ADC level: AGC gain observation can provide evidence of in-
terference presence and optimal AGC/ADC parameters tuning can be

employed for partial interference removal;

e raw observable level: such techniques are based on the monitoring of the
signal processed at the ADC output. In this context, the algorithms are
applied on the IF samples at the ADC output, providing interference
detection or excision directly in the time domain as the well known
pulse blanking, or in the frequency domain observing the spectrum
of the incoming signal, based on the use of FF'T combined with notch
filters, or finally looking at the stochastic characteristic of the signal,

as proposed in the Goodness of F'it test.

e post-correlation level: such techniques are based on the analysis of the
estimated shape of the correlation function exploiting in most of the

cases a multi-correlator receiver

All these techniques will be described in the following of this Sections.

3.2 Interference monitoring and detection strate-

gies

The presence of a reliable system capable of the detecting the presence of
interfering signals captured by the GNSS antenna receiver is fundamental in
the design of GNSS receiver featuring an interference countermeasure scheme.
The possibility to monitor the incoming interfered signal and to adopt a fast
interference detection algorithm allows the correct activation of the interfer-
ence countermeasure system avoiding as much as possible any degradation of
the GNSS signal distortion and thus keeping operational the GNSS receiver

even in harsh interference environment.
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Figure 3.1: Classical GNSS receiver architecture

3.2.1 AGC monitoring based method for interference

detection

A method for detecting the presence of interfering signals affecting the GNSS
received signal based on the monitoring of the AGC gain within the received
front-end has been first presented in [50]. The AGC is a fundamental compo-
nent present in the GNSS receiver right before the ADC and it is employed
in order to minimize quantization losses which can be caused by the presence
of a multi-bit quantization operation. In particular, the AGC is in charge
of amplifying to match the input dynamics range of the ADC, thus avoiding
as much as possible quantization losses and the ADC saturation. The most
common AGC-ADC block implementation in the modern GNSS receiver is
based on the use of the ADC output samples in order to form metrics steer-
ing the AGC gain. As mentioned in [50], in absence of interference since the

GNSS signal is completely buried in the noise floor, the AGC is driven by the
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Figure 3.2: Typical AGC gain in presence and in absence of interference

environmental thermal noise rather than the signal power. For such a reason,
the observation of the AGC gain trend can be considered a valuable method
for assessing the presence of interfering signal. Defining L as the maximum
quantization threshold and o as the noise standard deviation at the ADC
input, the SNR degradation post correlator, depends on quantization losses

L. In [50] it is shown that for different quanti-

according to the ratio k =
zation law and different number of quantization bits an optimal k providing
the minimum post correlator SNR degradation, can be found. Then the gain
provided by AGC ensures such optimal ratio k is kept in order to reduce the
quantization losses and thus the degradation on the post correlation SNR.
Therefore, in absence of interference, the gain produced by the AGC is con-
stant, while in presence of a high power interfering signals, its gain starts
decreasing in order to compress the signal, adapting it to the ADC input dy-

namic range. An example of AGC behaviour trend in presence and in absence

of interfering signal is provided in Figure 3.2

However, since the AGC gain varies in a limited range, when strong interfer-
ence is present, ADC saturation may not be avoided. In order to cope with

this issue, use of ADC supporting signal quantization on a high number of bits
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(8 bits in general) is preferred. As reported in [50], use of AGC combined
with a 8 bit ADC usually may be preferred for the design of those GNSS
receiver which will cope with the strong pulsed interference in aviation envi-
ronment originated by the DME systems which will be introduced later and
deeply discussed in Chapter 4. The most common interference countermea-
sure in such a scenario is the so called pulsed blanking, first proposed in [51].
Such simple digital circuitry, implemented after the ADC, provides blanking
of the digitized samples at the ADC output whenever a level threshold power
is crossed. More details on this countermeasure will be introduced in the
following of this Chapter and it will be further discussed in Chapter 4. In
this context, the received GNSS signal is quantized exploiting only the lower
bits of the ADC. In presence of strong pulsed interference, saturating the
AGC, the majority of the pulsed interference, which is not then compressed,
is mapped on the higher bits of the ADC in order to be easily detected by
the pulse blanking circuitry and suppressed. However, in presence of a pulse
blanking, careful design of the AGC-ADC block has to be performed, since
the blanked samples should not be used for the AGC gain steering. Another
work proving how the AGC can be considered a fundamental tool for in-
terference detection are provided in [52]. Here the authors provide a set of
experimental test in the lab focused on assessing the AGC gain behaviour in
presence of strong narrowband interference, and on the investigation on the

best AGC-ADC parameters tuning for interference mitigation.

3.2.2 Goodness of Fit test

Differently from the AGC gain observation, in [53] an interference detection
method based on the observation of the stochastic characteristics of the signal
at the ADC output by means of a GoF, is proposed. The signal at the

baseband processing block of a GNSS receiver is

y[n] = syp[n] + wln] (3.1)
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where s;p[n] is a sequence of samples of the SiS and w[n] is a realization of a
zero-mean white discrete-time Gaussian noise. In the presence of interference

or in general of signal nuisances, the digitized signal becomes
z[n] = yn] + v - g[n] (3:2)

where g¢[n] is the interference signal at IF and v is a generic amplitude factor.
Interference detection consist in the evaluation of the presence of ¢[n], based
on the measurement of N samples of x[n]. The signal x[n] is a realization of

the random process X [n] defined as
X[n]=Y[n|+V-Q[n| (3.3)

where V' is equal to zero in absence of interference, or a stochastic process
(random variable with a given Probability Density Function (PDF)) when
interference is present. The Chi-square test on GoF is based on a binary

hypothesis testing problem as

Hy RFTabsent:V =0:px(z)=py(z
0 x(2) = pr(z) (3.4

H, RFIpresent :V =1:px(x)# py(z)
where px(z) and py(x) are first order PDF of a stationary random process.
It is noted that the knowledge of the process distribution when there are no
interfering signals (Hy) is the only requirement posed by Chi-square GoF; no
other pieces of information on the interference characteristics are required.
More specifically, the decision on Hj is taken comparing the p-value against
the significance level. The p-value is defined in [54] as the probability, com-
puted assuming Hy is true, that the test statistic would take a value as ex-
treme or more extreme than that actually observed. The smaller the p-value

is, the stronger the evidence against H, provided by the data.
The method works according to the following steps:
1. The discrete version of the PDF of X|n| is evaluated when the Hy hy-

pothesis is verified and the reference discrete histogram (E = {F1,Es,...,Eyx})

representing px(z) is obtained.
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2. A set of measurements of the signal are taken, and the observed his-

togram (O = {01,0s,...,0}) representing py (z) is built accordingly.

3. The test statistic is evaluated according to

k 2
)
Tx (l‘m) = Zzl T (3.5)
When the two histograms coincide, no nuisances are present and Tx ()
0; the higher is the value of T'x (z,,), the larger is the difference between

the two histograms.

4. Since Tx (z,,) can be seen as an instance of the Chi-square distributed

random variable T'x(z) , a p-value can be evaluated as
pm = Pr{Tx(x) > Tx(xm)} (3.6)

It is observed that p,, ~ 1 means that the histograms are almost iden-
tical and that no interference is presence; vice versa with p,, >~ 0 the

two distributions are different.

5. The decision is taken by fixing a threshold p,, known as level of signif-

icance, as it follows

Pm > Do : Ho is accepted
(3.7)

Pm < Po : Hy is rejected
Figure 3.3 shows and example of result of the Chi-square GoF test on real
GNSS signals. In particular, IF samples are taken at the output of a RF
front-end sampling GPS L1 signals.

It can be proved that strong interference degrades the signal processing and
induces errors in the estimated position. Chi-square GoF test is able to
reveal the presence of interference: while in the first part of the test when no
interference is present, the p-value remains constant and close to 1, satisfying

Hy (red line), when CWT is injected the p-value tends to 0.
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Figure 3.3: p-value trend of the Chi-square GoF test in presence and absence
of interference

3.2.3 Multicorrelators based interference detection tech-

niques

Use of interference detection techniques at tracking stages exploiting the ob-
servation of the correlation function have been already widely investigated
in literature. First examples of such studies can be found in [55] and [56],
where use of multicorrelators for CWI detection in GNSS receiver is shown.
The idea behind this techniques is to monitor the shape of the correlation
function at tracking stage possibly exploiting multicorrelators scheme and to
extract the harmonic components in the correlation itself. CWI can be eas-
ily observed at correlators output due to the presence of a visible sinusoidal
shape which is generated by the cross correlation between the CWI whose
carrier frequency perfectly matches with the strongest line of a certain PRN
code.

It has to be remarked that post-correlation techniques are usually employed
to detect any kind of impairment affecting the signal (multipath, and wave-
form).

However interference detection at post-correlation level can be also performed
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not only by means of visual inspection on the correlation shape, but also in
a statistical domain, as mentioned [57|. Here two statistical methods applied
at post-correlation level are described as methods for revealing the presence
of interference: the formers is the Chi-Square GoF test already described
in Section 3.2.2 as interference detection method working at raw observable
level, the latter is named Sign Test. Both methods rely on the assumption
that at tracking level, both the Early and Late correlations in absence of
interference are discrete-time Gaussian random process, whilst in presence of
interference their distributions have different statistic. Concerning the appli-
cation of the Sign Test, the assumption is that in nominal conditions, a pair
of E-L multi-correlators equally spaced from the Prompt can be modelled as

normally distributed random variables with the same mean

fE = pL = H (3.8)

Furthermore, if the Early Late spacing is larger than one chip, it is possible
to show that E and L correlators are independent and D = E — L results
to be a normally distributed random variable with zero mean, yup =0 . The

sign test is then used to test the null hypothesis

Hy:pp =0: the correlation function is not distorted. (3.9)

On the contrary, if an impairment able to affect the correlation function (due
to interference, spoofing, or multipath) is mixed with the SiS, the condition
Hy is not verified any more and Hy has to be rejected.

The procedure of the Sign Test is the following:

1. Let D = [dy,ds, .. .dy] be the stream of sample data. In order to per-
form the Sign Test, the sample data are dived in two groups which are

denoted by a positive sign, S*, and by a negative sign S—, respectively.

St—S—+1,

2. for n > 30, the test statistic is z = NG
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3. the p-value is found as p — value = P (X < z), where X is a normal

distribution with zero mean and unitary variance (A (0,1));

4. if p — value < «, where « is the significance level, then the hypothesis

H, is rejected, otherwise Hj is accepted

As an example, a GPS L1 signal has been simulated with a CWI present only
in certain time intervals. Figure 3.4 shows the result of the sign test applied to
Very Early - Very Late correlators: the test decision assumes positive values
only in correspondence of the second and fourth segments, demonstrating

again the effectiveness of the algorithm.

Very Early-Very Late Sign Test (PRN 1)
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Figure 3.4: Results of the sign test applied to Very Early - Very Late
correlators in a CW interfered scenario

The fact that not all the p-value points within the ON sections exceed the
threshold is because the impact of the CWI on the CAF shape also depends
on the relative phase between the CWI and the SiS. In fact, it can be shown
than the same CWI would not affect at all another PRN; this well underlines
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the importance of applying the monitoring test at the post-correlation stage,

where the actual impact of the impairments can be measured.

3.3 Interference mitigation classification

As mentioned in Section 3.1, interference suppression techniques can be clas-
sified also according to the domain in which the interference excision process

takes part. Thus, such techniques can be grouped as:

e Frequency domain techniques where interference suppression is per-
formed in the frequency domain looking at the interfered received GNSS

signal spectrum characteristic;

e Time domain techniques operated at both AGC and raw observable
level: in the first case interference excision is performed finding the
best AGC-ADC parameters tuning which can decrease the interference

impact, whilst in the latter case, signal at the ADC output is processed;

e Time-Space domain techniques which are based on processing the
signal at the ADC output but requires extremely complex hardware

configuration mostly exploiting antenna arrays;

3.3.1 Frequency domain techniques

Among all the techniques which operate interference excision in the frequency
domain, the most important are the Frequency Domain Adaptive Filter-
ing (FDAF) and the Notch filtering. A basic review of both algorithms is

proposed hereafter.

3.3.1.1 Frequency Domain Adaptive Filtering

Th FDAF is an interference detection and mitigation algorithm based on

spectral estimation of the incoming signal at the ADC output, obtained by
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applying signal processing techniques such as the Discrete Fourier Trans-
form (DFT) on a predefined number of samples.

In Figure 3.5 the FDAF functioning scheme is shown. The amplitude of
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Figure 3.5: FDAF functioning scheme

each point of the signal’s Fourier representation is compared to a theoretical
threshold usually determined according to a statistical model representing
the received signal in an interference-free environment. Since all the incom-
ing signal is below the thermal noise floor, the FFT representation should
be ideally flat. If certain points of the incoming signal’s Fourier transform

exceed this threshold, they are considered corrupted by an interference and
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set, to zero. Finally the inverse FF'T of the manipulated incoming signal is
performed so as to obtain the signal back in the time domain.

The Fourier analysis requires the incoming signal to be split into pieces com-
posed of a determined number of samples. A large number of samples will
increase the frequency resolution of the Fourier transform but, it will also
induce an increase of the computation load. A trade-off between perfor-
mance and computation load has then to be found. A detailed description of
such a FFT based algorithm and its application against pulsed interference

is presented in [58].

3.3.1.2 Adaptive notch filtering

Notch filtering has been proved to be an efficient mitigation algorithm for
a family of interfering signals called CWI, pure sinusoid, which appears as
a spike in the spectral domain. As it has been discussed in Chapter 2, this
kind of interfering signals, usually generated by UHF and VHF TV transmit-
ters, VOR and ILS stations, are spurious signals caused by power amplifiers
working in non-linearity region or by oscillators present in many electron-
ics devices. Notch filters are usually characterized by a frequency response
which is null in correspondence of the CWI carrier frequency, thus providing
attenuation of the interfering signal and preserving as much as possible the
useful GNSS signal spectral components. The most common class of notch
filters, which has been already proposed for CWI countermeasure in the past
[59], is represented by Infinite Impulse Response (ITR) filters with constrained
poles and zeroes. For these notch filters the zeros are constrained on the unit
circle and the poles lie on the same radial line of the zeros. In [60], the
design of a two-pole notch filter integrated with an adaptive unit for CWI
carrier frequency detection algorithm is presented. The detection algorithm
for the determination of the CWI frequency component perturbing the re-
ceived GNSS signal is based on the removal of the constraint on the location

of the filter zeros whose amplitude is adjusted by an adaptive unit. Through
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this algorithm, the notch filter is able to detect the presence of the interfering
signal and to decide whether to use its filtered output or input signal. In
presence of multiple sinusoids, a multi-pole notch filter, based on the use of
several two-pole notch filters in cascade, can be used. In this scenario the
first two-pole notch filter in the chain mitigates the most powerful disturbing
signal, whereas the others remove the residual sinusoids with progressively
decreasing power. The transfer function of the two-pole notch filter is given

by

1 =2R{z) 2 4 %P2
1= 2k R {20} 27t + k2z0)2272

H(z) (3.10)

The numerator of the filter transfer function represents the Moving Average
(MA) part of the two-pole notch filter, the structure of which is depicted in
Figure 3.6.

veln] - x;[n] MA x,[n]
block
down converted
Galileo\GPS signal
rebakc):tculzn Adaptive
block
AR block

Figure 3.6: Notch filter structure

Here zy represents the zero placed in correspondence of the interfering fre-

quency

2o = fexp {j2rf;} (3.11)

Since the interfering signal is unknown, an adaptive block is used for providing
the zero estimation which is then fed to the MA and Auto-Regressive (AR)
blocks. In order to compensate for the effect introduced by the MA part, an

AR is added, the transfer function of which is represented by the denominator
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in (3.10), where the parameter 0 < k, < 1, known as pole contraction factor,
determines the width of the notch filter. The more k, is close to the unity the
more the notch is narrow, which in turns means a reduction of the distortion
on the useful GNSS signal. However k, cannot be chosen arbitrarily close to
unity for stability reasons and thus a compromise has to be adopted. The core
of notch filter structure is represented by the presence of the adaptive block,
which is in charge of estimating the interference frequency and tracking its
variation over the time. The presence of the adaptive block makes the entire
notch filter suitable also for suppressing the harmful interference produce by
jammers. Such devices, available on the web for few dollars, transmit strong
chirp signals sweeping several MHz in few pus, thus appearing in the spectrum
as WBI. More details on the use of such two-pole notch filter for jamming
suppression can be found in [61]. The adaptive algorithm, proposed in [60] is
based on an iterative normalized Least Mean Square (LMS) which minimizes

the following cost function

feln] = E {|zs[n]I*} (3.12)

where is x¢[n] is the output of the filter. The minimization is performed with

respect to the complex parameter zy, using the iterative rule

Zo[n + 1] = zo[n] — pln] - g (fon]) (3.13)

where g (fc[n]) is the stochastic gradient of the cost function fo[n] and u[n]

is the algorithm step, which is set to u[n] =

@)
with E,,,) being an estimate of E {|z;[n]?|}, which is in turn the power of
the AR block output z;[n]. J is the un-normalized LMS algorithm step that
controls the convergence properties of the algorithm. In [62|, it is shown
how the position of the zy with respect the unit circle is impacting on the
distortion of the signal at the notch filter output. Here a different adaptive

algorithm, consisting in forcing the zero of the filter to move on the unit
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circle, is proposed. Furthermore, in order to improve the convergence speed
of the adaptive algorithm, a run-time change of the pole contraction factor
and of the LMS step is performed. In the absence of interferences the notch
width is wide and the LMS step is large. When the interference appears, the
notch becomes narrower, the convergence step smaller and the zeros is forced

to move on the unit circle, according to

F 20
= — 3.14
ZO |ZO| ( )

where z is the zero produced by the adaptive block and z{" is the zero em-
ployed in the filter transfer function. Although the notch filter represents
an effective countermeasure when dealing with CWI, it does not represent
the best solution for coping with multiple interfering signals jamming all
the GNSS received signal bandwidth. In this context, implementation of
notch filters for suppressing multiple narrow-band interference spread all over
the GNSS useful signal spectrum would become extremely complicated, as

mentioned in [63].

3.3.2 Time domain techniques: Pulse blanking

An example of interference environment where the use of notch filtering or
FFT based techniques would not be sufficient can be found in aviation sce-
narios. Here, many ARNSs based on strong pulsed signal transmission from
the ground beacons, such as the DME or TACAN, which will be discussed
in the next Chapter, transmit on several carrier frequency within the same
frequency range of GPS L5 and Galileo E5 signals. Additional details on such
interference environment can be found in [64]. In such a scenario, the inter-
ference affecting the on-board GNSS receiver is represented by the composite
strong pulsed signals transmitted from all the DME/TACAN ground stations
in LoS. The most common pulse interference countermeasure, already im-
plemented in modern GNSS receivers is represented by the pulse blanking

circuitry. Such a simple technique was first proposed using analog technology
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as explained in [51], but then fully digital implementation has been proposed
first in [65]. A block scheme of the digital pulse blanking implementation
within the digital GNSS receiver front-end is shown in 3.7.

I
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I block
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|
|
|
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AGC |~ ADC (| blanking —:J
| circuitry |,

Figure 3.7: Typical Pulse blanking implementation

Such a digital circuitry provides pulsed interference excision by means of a
thresholding operation on the samples at the ADC output. Basically each
sample is compared to a digital threshold level, which is set according to
an estimation of the thermal noise power only, and it is blanked whenever
the threshold is exceeded. Figure 3.8 provides an example of pulse blanking

operation performed on a typical DME/TACAN modulated pulse.

Such a simple technique will be fully discussed in then next Chapter which will
provide a detailed analysis of the pulsed interference environment in aviation

context.

3.3.3 Space-time domain techniques

As mentioned in the introduction, interference suppression algorithm in the

space-time domain are based on the processing of the signal at the ADC
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Figure 3.8: DME/TACAN pulse before and after blanking

output but at the same time, they require high complex hardware configura-
tion exploiting antenna array capable of rejecting interference coming from

determined direction. Two class of techniques are presented next:

e Space Time Adaptive Processing (STAP) techniques;

e Spatial filtering through sub-space decomposition;

3.3.3.1 Space-time adaptive processing techniques

Reference [66] describes two STAP techniques which provides simultaneous
pulsed and CWI suppression in the spatial domain exploiting a GNSS an-
tenna array receiver. Figure 3.9 shows typical configuration of GNSS receiver

implementing a STAP algorithm.

The antenna array is composed by M elements followed by a Radio Fre-
quency (RF) front-end which provides amplification and down-conversion to
an intermediate frequency. The digital signal at the output of each front-end
is fed to an adaptive (Finite Impulse Response (FIR)) with K time taps. The
signal at the output of each filters are then summed up to produce a digital

STAP output which can be written as
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Figure 3.9: GNSS receiver with space-time array processing

y[n] = Z Zwmka:m[n —k+1=W'X (3.15)

m=1 k=1

where w,,;, is the STAP weight at the k' tap of the FIR filter after the m*
array element, x,,[n] is the n’* sample of the m'* array element output, and
the STAP input and weight (MK x 1) vectors, X and W correspondingly,

are defined as
X =[m[n],... 21 [n — K +1],...2m[n], ... .xxn — K +1]]° (3.16)
W = [wu,...,le,...,le,...,wMK]T (317)

The interference rejection is operated by the control algorithm depicted in
Figure 3.10 which is in charge of updating the weights of each FIR filters in
the STAP scheme.

Two weight control algorithm are proposed in [66]:

e Minimum Mean Square Error (MMSE) algorithm which updates the

STAP weight in order to minimize the mean square difference between
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the desired reference signal s,.; and the STAP output. In this case the

following optimisation problem has to be solved

Wopt = arg min E {|$rey = WTX |’} = R7'G, (3.18)

where R = E{XX"} is the STAP covariance matrix while G, =
E{X - s} is the cross correlation vector between the STAP input

and the reference signal.

e Minimum Variance Distortion-less Response (MVDR) technique that
minimizes the STAP output power while preserving a predefined gain
at the desired direction. In this case, the optimization problem is

formulated as follows

Wopt = arg mmi/n WH2RW

(3.19)
subject to WA=1 and W/|;. =0
Thus, the optimization problem can be rewritten
Wow = R'C(CTRT'C)' F (3.20)
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where C' and F' are respectively a (MK x K) matrix and (1 x K) array
defined as

(3.21)

© © ©O
© © x ©
© ©o o ©

F=\fi fo ... fu|fi=1 [fi=0 (3.22)

The vector W, = [wl,i,wm,wm,i,wM,i]T is the weight vector at the i*" tap
that is the central tap in the STAP FIR filter; A is a (M x 1) array
steering vector in the desired direction and 0 is a (M X 1) vector with
all nulls. Concerning the estimation of the covariance matrix R and the
cross-correlation matrix GG, an adaptive block based on a iterative least

squares is proposed in [66], and it is defined as follows

R[l+1] = yR[l] + X[[)X[1] (3.23)

Gl + 1] = YG 1] + X[1]Syes[l] (3.24)

where v is a memory factor that defines to which extent the older es-
timations are accounted for obtaining a new one; X[l] is a (MK x N)
matrix that collects N STAP inputs over some adaptation time interval;
Srefll] is a (N x 1) vector containing N samples of the reference signal

in the adaptation interval.

3.3.3.2 Sub-space method for spatial filtering

In [67] the use of antenna array together with a digital embedded spatial fil-

tering technique which acts as a digital beam-forming operation, is described.
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Given an antenna array with M sensors elements it is possible to define the
digital signal at the input of the interference mitigation block at epoch & in
a matrix form

X[k] = S[k] + Z[k] + NI] (3.25)

where X[k] , as well as S[k|, Z[k], and N[k] are (M x N) complex matri-
ces containing respectively the composite received signal, the useful GNSS
received signal component, the interference component and the noise compo-
nent coming from the M different front-end connected to each of the sensors
present in the antenna array. The spatial covariance matrix of the received

signal considering the k' period can be given by

Rxx[k] =E [z [(k—1)N +n]z" [(k — 1)N + n]] (3.26)

and due to the uncorrelation between useful GNSS signal, interference and

noise components, the spatial covariance matrix becomes

Rxx [k] = RSS[]{:] + Rzz[k] + Rnn[k:] (327)

Since the power of the GNSS signal is completely buried in the noise floor,
and it is extremely smaller compared to the interference power, the spatial

covariance matrix can be approximated as

Ryx[k] ~ RerlK] + RonlK (3.28)

Thus, the eigen-decomposition of the spatial covariance matrix becomes

A; 0 UH
Rxx[k] ~ [ Uy Uy } ! ! (3.29)
0 o0l | wz

where the columns of the unitary matrix U; € CM*! span the interference

CMX(Mfl)

subspace, the columns of the unitary matrix Uy € span the noise

subspace, and A; denotes a diagonal matrix which contains the non-zero
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eigenvalues \q,...\;, ... \; with respect to the interference subspace in the

2

noise free case. For all the eigenvalues \; >> o,

a pre-whitening matrix to

suppress interference in X[k| can be derived according to

_1 1

1
Ry% ~

H
UvUy =
N
2 72

n n

Pk (3.30)

g

where Pi-[k] is the projector onto the interference free sub-space for the k'
period. Thus, interference suppression can be achieved applying the projector

matrix to the received digital signal as follows:

X[k] = PF[k]X[k] (3.31)

The projector matrix Pj-[k] can be derived from an eigen-decomposition of

an estimate of the pre-correlation spatial covariance matrix of the k** period.
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Chapter 4

Interference in the ARNS
Frequency Band

This chapter is devoted to the analysis of the interference environment for the
GGNSS based services in the aeronautics frequency band. A description of the
potential ARNSs affecting the on board GNSS receiver operations will be pro-
vided. Their actual impact on the GNSS signal quality degradation has been
assessed through an intense test campaign activity performed at the European
Space Research and Technology Centre (ESTEC) in the radio-navigation sig-
nal laboratory. GNSS receiver performance in presence of pulsed interfering
signal generated by nav-aids, such as the DME or TACAN, has been assessed

and results of the campaign have been published in [1].

4.1 Introduction

As it has been already anticipated in Chapter 2, the Galileo Eba and GPS L5
frequency bands, which will be devoted to the future GNSS based aviation
services, are shared with other ATC systems and ARNSs providing surveil-
lance and relative positioning information to the civil and military aircraft. In

[64] a general description of the several ARNSs and ATC systems potentially
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affecting the GNSS aeronautics receivers, is provided and it is summarized in

the following:

e Primary Surveillance Radar (PSR) that measures the range and
bearing of the targeted aircraft from a ground station by detecting re-
flected radio signals, operates in the L-band (1250-1350 MHz) and may
represent a pulse in-band and out-of-band interference for the Galileo
E5 and GPS L5 frequency bands. The L-band PSR main feature are
listed in Table 4.1.

Table 4.1: L-band Primary Radar main parameters

Signal Modulation Coded Pulses with non linear
frequency modulation
Pulse Width 32 — 150 us
PRF 300 Hz
Frequency Band 1250 — 1350 MHz
Transmission Power 24 kW
Mean Power (worst case) 1.08 kW
Coverage 200 NM
Height 10 m
Antenna Gain 36 dB
Aperture in Azimuth 1.2°
Azimuth Pattern Gaussian
Elevation Pattern Square Cosecant
Rotation Speed 6 rpm
Polarization Linear Vertical or Circular
Additional Losses 1.2 dB

e Secondary Surveillance Radar (SSR) is a cooperative system which
relies on a piece of equipment aboard the aircraft known as a transpon-
der. The secondary radar ground station emits pulses centred up to
1130 MHz whose power may impact the Galileo Eba frequency band.

The aboard transponder is a radio receiver and transmitter which replies
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to signals from an interrogator (usually, but not necessarily, a ground
station co-located with a primary radar) by transmitting a coded reply
signal containing the requested information on the 1090 MHz frequency.
Unlike the PSR, the SSR also provide additional information from the
aircraft itself such as its identity and altitude. Main feature of the SSR
system (either Monopulse and Mode-S Radar) are summarized in Table

4.2.

Table 4.2: Secondary Radar main parameters

Signal Modulation

Pulse Width
PRF

Monopulse / Mode-S

27.78 us / 1375 us
360 Hz / 240 Hz

Frequency Band

1090 — 1130 MHz

Transmission Power 2 kW
Mean Power (worst case) 20 W / 660 W
Coverage 250 NM
Height 10 m
Antenna Gain 27 dB
Aperture in Azimuth 2.35°

Rotation Speed

12 rpm or 15 rpm

Polarization

Linear Vertical

Additional Losses

7dB

e Distance Measuring Equipment (DME) and Tactical Air Nav-
igation (TACAN) are two ARNSs providing slant range information
between the aircraft and a ground reference stations, and they repre-
sent the main pulsed interference sources for the GNSS based aviation
services in the Galileo Eba and GPS L5 frequency bands and for this

reason they are extensively described in Section 4.2.
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4.2 The DME/TACAN Systems

The DME and TACAN systems provide continuous and accurate indication
in the cockpit of the slant range distance between an equipped aircraft and
an equipped ground reference station. Both systems are based on the com-
munication between two components, one installed on board of the aircraft

(interrogator) and another one placed on the ground (transponder).

Figure 4.1: DME/TACAN system

As it is shown in Figure 4.1, the interrogator sends request to the DME /TACAN
ground stations broadcasting towards the ground a pulse pair sequence; the
ground beacons reply to the received pulse pair sequence with the same pulse
pair sequence delayed of 50 us towards the sky, thus allowing the on board
DME/TACAN transponder to compute the slant range measurement based
on a round trip time measurement. DME/TACAN system may operate in
four different modes (X, Y, W and Z) each of which identifies a different
method of coding the pulse pair transmissions by time spacing pulses within

a pulse pair. However, only the X-mode replies that are transmitted in the
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frequency range 1151-1213 MHz, represent a real threat for the on board
GNSS receivers. These replies are made of pulse pair sequences where each
pulse duration is equal to 3.5 us and the spacing between each pulse pair is 12
ps. These trains of pulse pairs are transmitted from the ground station with
a maximum Pulse Repetition Frequency (PRF) equal to 2700 pulse pair per
second (ppps) for the DME and 3600 ppps for the TACAN, when a maximum
of 100 aircraft have to be served.

DME/TACAN pulse pair
1.5 \ \

—Modulated
---Baseband
1- B ‘1 R
[} \ q N
©
2 | |
= 0.5
IS
<
he] 0
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N
©
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1% 10 20 30 40 50

Time [us]

Figure 4.2: DME/TACAN pulse pair shape

A realistic example of DME/TACAN pulse pair shaping is provided in Fig-
ure 4.2 where both modulated version (blue line) and baseband version (red
line) are shown. An analytical expression for the down-converted and filtered

DME/TACAN double pulses signal is provided in [38], as
Jt) =T [HDPY  [w(t—ty) +w(t =ty — At)] cos(2m fit + 6;) (4.1)
k
where:
o w(t)= e~ ()% is the single DME/TACAN baseband Gaussian pulse;

e J is the jammer peak power at the antenna port;

e f; is the received jammer carrier frequency
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e {t;} is the ensemble of pulse pairs arrival times
e At is the time spacing between the two pulses

e 0; is the jammer carrier phase

As defined in [68], the pulse duration is the time interval the 50% amplitude
point on the leading and trailing edges of the pulse envelope. Concerning
the pulse power, the maximum Equivalent Isotropic Radiated Power (EIRP)
transmitted by the DME/TACAN ground beacons is 40 dBW. Thus, the
DME/TACAN pulse power reaching an on board antenna at high altitude
but still within the maximum coverage range of a ground station (about 519
Km), is quite higher than the GNSS signal power level. More detailed speci-
fications on both systems can be found in [68].

The DME/TACAN interference environment in the GPS L5 and Galileo E5
frequency bands has been already widely investigated by receiver manufac-
tures and research centres. In [69] a set of on-field test carried out in order to
perform data collection of realistic DME /TACAN pulsed signal in the vicinity
of the Brussels International airport is described. The logged baseband sam-
ples revealed that, these pulses sometime saturated the front-end amplifier of
the employed GPS L5 receiver. In [39], a measurement of the DME/TACAN
interference experienced by aboard GNSS receiver, has been performed by
means of several Flight Trials at different altitude. The several data collec-
tions in the Galileo E5 frequency band performed at different Flight Level
revealed that, at approximately 40000 ft, the GNSS aboard receiver antenna
receive strong DME/TACAN pulses from about 48 ground stations in LoS.

4.3 DME/TACAN interference countermeasures

Several interference countermeasures against this type of pulsed interference

produced by such ARNSs have been proposed in literature. Several techniques
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among the one described in Chapter 3 can be tuned to cope with the typical

aeronautical interference:

e Pulse Blanking, already introduced in Chapter 3 may represent an
high performing pulsed interference suppression mechanism when the
pulsed interference at the receiver antenna is not so dense in time. On
the contrary, when in presence of high dense in time pulsed interference,
as the DME/TACAN scenario that will be analysed in the following of
this Chapter, great signal degradation may be observed, since large
portions of useful signal components are blanked together with the in-
terference. Furthermore, due to the Gaussian shape (see Figure 4.2),
pulse tails are not correctly suppressed. In the following Sections it will
be shown how the GNSS receiver tracking operation can not survive
in presence of multiple pulsed interference sources even when a digital

pulse blanking circuitry is employed.

e unlike the pulse blanking, Notch Filtering performs pulsed interfer-
ence suppression in the frequency domain where DME/TACAN signals
appear as narrow-band frequency tones. Here, only the frequency com-
ponents of the received composite signal crossing the noise level spec-
tral density are suppressed. Through this method, even the pulses’ tails
are suppressed. However, such a frequency based interference suppres-
sion removes also useful signal frequency components in correspondence
of the DME/TACAN frequencies. Furthermore, in presence of multi-
ple DME/TACAN sources, which broadcast strong pulses on adjacent

carrier frequencies, a more complex notch filter design is needed.

e Hybrid Blanking combines advantages of both pulse blanking and
notch filtering. When a pulsed interference is detected in the time-

domain, the notch filtering of a slice of 12 us of signal centred around
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the estimated pulse position is triggered. In this case, the filter de-
sign is simple, since the notch is activated only in presence of pulsed

interference.

The FDAF, already introduced in Chapter 3, can be adopted for pulsed inter-
ference suppression. For the DME/TACAN interference scenario, both sam-
pling frequency and the number of points N over which the FFT is computed,
are crucial for the achieved interference mitigation performance. Increasing
N, the FFT resolution increases as well as the number of operations for its
computation. Thus a trade-off design between optimal representation of the
pulse interference in the frequency domain and complexity is needed.

Finally in [66] two STAP methods, already described in Chapter 3 are adopted
for coping with the DME/TACAN interference. Here, multiple pulsed inter-
ference suppression is achieved in the time-space domain, since the composite
received signal, processed by the RF front-end of each antenna, is further
processed by a mitigation unit which control, through a recursive signal pro-
cessing algorithm, the beam of the antenna arrays. However, such a technique
presents a high complexity regarding its hardware implementation thus re-
sulting in a non-optimal solution for pulsed interference suppression.

So far, the most traditional interference countermeasures in GNSS have been
discussed in terms of their capabilities in suppressing pulsed interference.
Such techniques will be resumed in the following Chapter of this dissertation.
Next Section will provide a theoretical derivation of the GNSS signal quality
degradation for an airborne receiver when merged in a harsh DME/TACAN
interference environment and when a traditional pulse blanking circuitry is

employed.
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4.4 Pulse Blanking Impact on Signal Quality:

Theoretical Derivation

In literature the effect of a pulse blanking circuit on GNSS receiver perfor-
mance has been widely investigated. A theoretical model for computing a
prediction of the pre correlator C'/Ny in presence of strong and dense in time

DME/TACAN interference is first proposed in [70] and then presented in [71],

C (1-7)
C/Nyesr) = — - 4.2
( / Oyff) NO 1+Ioj\‘;zB+Rl ( )

where [, representing the blanker duty cycle, is the total mean activation
time of the blanker and R; is the aggregate post-correlator ratio between the
residual DME/TACAN power, after the blanker, and the receiver thermal
noise. The residual DME/TACAN power is generated by all the pulses’ sam-
ples below the blanking threshold, that contribute to increase the noise floor.
As mentioned in Section 4.2, due to the Gaussian shape of the DME/TACAN
pulse, both strong pulses, whose peak power crosses the blanking threshold,
as well as weak pulses contribute to the increase of the noise floor. Hereafter,
a theoretical derivation of the blanker duty cycle 5 and the component R; is

provided.

4.4.1 [ computation

The total mean activation time [ of the blanker is determined by all the
pulses whose peak power is above the blanking threshold. A revision of the
blanker duty cycle 8 derivation, first proposed in [38], is presented in this
Section. The mean activation time 7" for the blanking circuitry in presence of
one single DME pulse and in absence of pulses collisions is derived assuming
(4.1) as the analytical expression for the DME signal. Considering only the

Gaussian envelope of the pulse, as depicted in Figure 4.3,
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Figure 4.3: DME/TACAN single base-band pulse

it can be easily shown that

T—9. \/2 . In (Pstrong/%h) (43)

«

where V}y, is the blanking threshold level power and Py, is the pulse peak
power. As stated in [38|, any additional strong pulses superposing to the
initial pulse would decrease the mean activation time of the blanker. Thus
the total activation time, in presence of pulse collision has be to computed
averaging 1" over all the possible pulse collisions scenarios. Furthermore, due
to the modulation, not all the samples belonging to the pulse are blanked, as

it is shown in Figure 4.4.

Thus assuming the arrival times of all the pulses transmitted by the ground
beacons to the on-board GNSS receiver distributed according to a Poisson

process, the mean activation time becomes

Piron _ T (\T) _ T (\T)* _
T — Z strong | | T AT -\ ) AT -\ ) AT 4.4
m”(th)(e LT S TR (4.4)

where:

e 7 is a reduction factor dependent on the ratio between the pulse peak

power Pgong and the blanking threshold Vi, which takes into account
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Figure 4.5: Ratio between the real blanker activation time and the theoretical
activation time T defined in (4.3)

the carrier variation over the pulse duration. Figure 4.5 provides the
trend of such a parameter with respect the Pyy.ony/Vi, ratio, obtained

by means of simulations.

e )\ is the composite arrival rate of the pulses coming from all the ground
beacons at the receiver antenna port. Knowing that the maximum

PRF for the DME and TACAN ground stations are respectively 2700
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and 3600 ppps, if there are Npy g stations and Npcan stations, A can

be computed as:

A = 2700 - Nparg + 3600 - Nracan (4.5)

Thus, the real mean activation time of a blanker in presence of strong multiple

DME/TACAN interference becomes

NpmE Nracan
Tblanker =2 (2700 . Z Tm,DME + 3600 - Z Tm JTACAN\? )) (46)

i=1

This duration can be considered as the blanker duty cycle (3, since it is com-
puted over 1s. The factor 2 is introduced due to the presence of a pulse

pair.

4.4.2 Rj calculation

Reference [71] has been taken into account, for the theoretical derivation of
the component R;, which is defined as
1 N

szm-;ﬂ-dq (4.7)
where N = Npyg + Nracan is the total number of DME/TACAN sources;
P; is the received peak power of the " RFI pulsed signal source; By, is
the pre correlator IF bandwidth and dc; is the duty cycle of the i-th signal
source without any pulse collision. R; is defined splitting the contribution
of strong and weak DME/TACAN signals. Weak pulsed signal (with peak
power below the blanking threshold) will contribute with their total power to

the interfering power. Equation (4.7) can then be elaborated as

P; - dc;
Ry = Ny Bfe Z c

1 NpumE

= No - Bfe ’ ( ]Z; Pstrong,j . dCres,j) + (48)
1 Nracan

+ m ( ]; weak k- dCuweak ko kls>

80



4 — Interference in the ARNS Frequency Band

where the spectral separation coefficient k;, is introduced as weighting fac-
tor for those DME/TACAN signal whose peak power is below the blanking
threshold, and it is defined according to [72| and [73], as

Bye/2

b= [ e (19)

—Bje/2
with G;(f) and G4(f) are respectively the normalized PSD of the narrow-
band interference and of the useful received GNSS signal. In [38] and [70],
rectangular equivalent pulse width of 2.64 us is used for modelling the con-
tribution to the noise floor caused by weak DME/TACAN pulses, the peak
power of which is below the blanking threshold V;;,. Thus, the duty cycle for
weak DME/TACAN signals can be written as

dcweak,k =2- 264(#8) . PRFweak,k (410)

where PRFE,cqr 1. is the pulse repetition frequency of the k' weak DME/TACAN

signal.

Concerning the contribution due to the strong DME/TACAN pulses(with
peak power over the blanking threshold), in [70] and [71] the residual portion
of pulse below the blanking threshold is assumed to equate the duration of an
equivalent rectangular pulse duration, as shown in Figure 4.3. Thus, taken

into account (4.3), it follows that

+o00 N 9 P
PWyes =2+ / €7§t2dt = _7T - erfc In (M)
T/2 V «a Vi

Then, the duty cycle for the residual portion of strong DME/TACAN signals

(4.11)

which contributes to the noise floor becomes

dcres,j = PWres,j . PRFstrong,j (412)

A more realistic example of pulse blanking operation on a DME/TACAN

pulses train in presence of pulse superposition is shown in Figure 4.6.

The presence of multiple pulses non perfectly overlapped lead to a greater

pulse blanking activation time.
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Figure 4.6: Pulse blanker activation time in presence pulse superposition

4.4.3 The case study of central Europe

Using the theoretical model so far described, a prediction of the C'/Ny degra-
dation due to the DME/TACAN signals has been performed, by means of
simulations, for a grid of locations at 40000 feet over Europe. A complete
data base of all DME/TACAN ground beacons spread around the Europe,
containing reliable information about locations, carrier frequencies for the
pulsed signals transmission and EIRP, has been taken into account. In par-
ticular, for the GNSS signal degradation in the ARNS frequency band, only
those ground stations transmitting within the GPS L5 and Galileo E5a bands,
have been considered and for each of them maximum PRF has been assumed.
Moreover both DME/TACAN beacons pattern antenna defined in [70] and
GNSS typical aircraft antenna pattern have been simulated in order to per-
form an accurate calculation of the received pulsed interference level power
at the GNSS on board antenna. A reference blanking threshold level power
Vi, of about —116 dBW, about 9 dB over the noise floor has been assumed
for the simulation. It is worth to outline that no aircraft body attenuation

has been taken into account.
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Figure 4.7 shows the profile of the predicted post-correlator C'/ N, degradation
caused by the composite pulsed signals coming from all the DME/TACAN
ground stations represented by the black dots.

C/N0 degradation altitude= 12200 m

Figure 4.7: Prediction of the effective post correlator C'/N

Figure 4.8 and 4.9 provides respectively the profile of the expected blanker
duty cycle 8 and the number of DME/TACAN stations in LoS.

Blanked signal percentage: Vth='116 dBW altitude= 12200 m

* Mamburg i\ 63

Figure 4.8: Prediction of the blanker duty cycle g
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Number of DME in line of sight altitude= 12200 m
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Figure 4.9: Number of DME/TACAN stations in LoS

The worst location in terms of C'/N, degradation is identified for a latitude
of 50,4° and for a longitude of 8,1° at the altitude of 40000 feet. At this
location, roughly corresponding to the area over the Frankfurt airport, GNSS
receiver operation might be corrupted by the composite pulsed signal coming
from up to 40 DME/TACAN stations broadcasting within the GPS L5 and
Galileo Eba frequency bands. Under this simulated interference environment,
the blanking circuit cuts off about 60% of the total GNSS received signal,
thus producing a degradation on the C'/Ny .¢s of about 9.5 dB.

Figure 4.10 shows the trend of the C'/ Ny degradation, of the blanker duty cycle
[ and of the factor R; with respect to the value of the blanking threshold,
simulated at the DME/TACAN hotspot location previously identified. As
expected, Figure 4.10(a) shows that, the blanker duty cycle § is decreasing
with the increasing of the blanking threshold, while the degradation on the
C'/Ny has an optimum point. This is due to the fact that a low blanking
threshold would increase the percentage of the signal been blanked while an
higher blanking threshold would cut off a minor percentage of received signal,
allowing the majority of the pulsed interference to go through the correlator,

increasing the noise floor due to an increased R; contribution, as can be
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observed in Figure 4.10(b) where the factor R; is plotted versus the blanking
threshold. Thus, a careful design of the blanking circuit has to be performed
in order to achieve the best trade off between percentage of signal blanked

and C/N, degradation.
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Figure 4.10: Blanker duty cycle 5 and R; factor versus the blanking threshold

The analysis performed in this case study, shows that the blanking threshold
should be optimized, in order to avoid unacceptable drops in the C'/N, due
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to the presence of multiple interfering pulses. Moreover, a priori optimization
of the threshold value by simulation requires a large amount of details of
the DME and TACAN ground stations, thus making this task not easy to

accomplish.

4.5 Experimental Assessment of DME/TACAN

Interference

In order to validate the results based on the theoretical model, a test campaign
has been performed at the ESTEC navigation laboratory using the powerful
Interference Test Facility (ITF). The ITF is a hardware software platform
capable of generating a wide range of realistic interference scenarios and it is
mostly devoted to the testing of GNSS hardware receiver performance under
interference. More details on the different capabilities and configurations of

this tool can be found in [74].

The ITF configuration is shown in Figure 4.11.

( \ GNSS constellation i:i‘g';‘éa"
generator LNA (TEKTRONIX
(SPIRENT GSS 7700 - G=30dB 4
INTEI?[EESBI_ENCE 85 7800) RSA3408A)
FACILITY
HMI
I COMBINER SPLITTER
Arbitrary signal
generator .
(AGILENT E8267D) TUR-N receiver

Figure 4.11: Hardware setup

A Spirent GNSS constellation simulator and signals generator as well as an
Agilent signals generator have been used. They are connected to an ethernet

network together with a desktop PC hosting the software managing the I'TF.
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Through this network connection, both Spirent and Agilent generators have
been driven remotely from the ITF Human Machine Interface (HMI). Latest
release of the ITF software provides the possibility to generate a wide range
of realistic DME/TACAN interference environments by a proper settings of

the following parameters:

e the number of ground beacons to simulate;

e carrier frequency and pulse repetition frequency for each simulated

beacon;

e pulse width, inter pulses spacing and pulse peak power for each DME /TACAN

ground stations;

e DME/TACAN pulse arrival time to the on board GNSS antenna.

Once these parameters have been defined, a file of IQ stream samples with a
user-defined length have been generated and loaded automatically to the Ag-
ilent signals generator which is in charge of replaying it in a loop. Then, the
composite DME /TACAN interference is combined with the GNSS signal gen-
erated by the Spirent at Radio-Frequency. Eventually, the composite GNSS
signal interfered by DME/TACAN signals has been fed to an RF splitter, the
outputs of which have been connected with a Tektronix Spectrum Analyzer
and a hardware Test User Receiver (TUR) respectively. It has to be out-
lined that the GNSS signal is amplified by using a 30 dB Low Noise Amplifier
(LNA) before being fed to the RF combiner, while for the DME/TACAN com-
posite interference the amplification is simulated adjusting the power levels
from the ITF HMI. This choice has been adopted to avoid a further increase
of the noise that would happen if the signal coming from the Agilent is fed
to the LNA as well. Since the overall losses introduced by both RF combiner
and splitter is about 10 dB, a power adjustment of 40 dB from the [TF HMI
has been provided in order to simulate the LNA gain and recover from the

losses in the setup. GPS L5 and Galileo Eba signals have been generated
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Table 4.3: Setup settings

Parameter setup Value
LNA gain 30 dB
GNSS aviation antenna gain 4 dB
Setup losses 10 dB
Eba input power at receiver | —103 dBm
Nominal C//N, 44 dB-Hz
Power adjustment from ITF 40 dB

with a power level such that the pre-correlator carrier to noise density ratio
estimated by the TUR receiver is equal to 44 dB-Hz for both signals in an

interference-free environment.
Table 4.3 summarizes all the setup parameters.

Each performed test had a duration of about 10 minutes; after an initial
period of about 2 minutes when the receiver is tracking the GNSS signal in a
steady state, 5 minutes of DME/TACAN composite signal are injected in the
setup. Tests have been performed on both GPS L5 and Galileo Eba frequency
bands.

Figure 4.12 shows the TUR receiver performance in tracking the Galileo E5a
and GPS L5 signals (PRN 21 and 1 respectively), under the DME/TACAN

interference environment considered.

In particular Figure 4.12(a) provides a comparison between the C'/N, esti-
mated by the TUR receiver in both Galileo E5a (red line) and GPS L5(blue
line) frequency band, during all the test duration. As soon as the DME/TACAN
signal is injected in the setup, a drop on the C'/N, of about 11 dB is observed
in both figures, and the blanker duty cycle value during all the interference
period is around 56%. Such value of degradation is approximately 1 dB far
from the theoretical value estimated by using the model and that can be
observed in Figure 4.10(a). Furthermore, according to Figure 4.10(a), in cor-

respondence of a blanker duty cycle 5 of 56%, a blanking threshold level
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Figure 4.12: TUR performance under DME/TACAN interference in Galileo
E5a and GPS L5 frequency bands
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power of —115.5 dBW can be observed and assumed as a potential equivalent
blanking threshold for the TUR blanker circuitry. Despite a large portion of
signal is cut off by the blanking circuit, the TUR receiver is still able to keep
the tracking of both GNSS signals, computing pseudorange measurements

affected by an increased error, as shown in Figure 4.12(h).

Figure 4.13 shows the C/N, degradation in the Galileo E5a and GPS L5
frequency bands (top plot) and the blanker duty cycle (bottom plot) for mul-
tiple DME/TACAN interference scenario, simulating the path of an aircraft

landing on Frankfurt airport.
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Figure 4.13: TUR performance during aircraft approach simulation

These results are obtained computing for each location along the descending
path the number of DME/TACAN stations in LoS and the DME/TACAN
peak power reaching the GNSS on-board antenna. The experimental results
for each interference scenario are achieved following the same test procedure
described for the previous experimental tests. As expected, the C'/Ny degra-
dation as well as the blanker duty cycle decrease with the decreasing altitude,
since the number of DME/TACAN stations in LoS for the GNSS on-board
antenna is decreasing as well. This results confirm that the DME/TACAN

interference is a real threat for aviation GNSS receivers operation only at
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high altitude. Although at low altitude, the received pulse peak power at
the GNSS antenna port is extremely high, only a small percentage of re-
ceived signal is suppressed since the composite DME/TACAN signal is the
combination of a smaller number of replies from the ground beacons. Fi-
nally, a set of experimental tests in the laboratory have been devoted to the
analysis of the DME/TACAN impact on the Geometrical Dilution of Preci-
sion (GDOP) available for a realistic on board receiver enabling a determined
GNSS antenna pattern from the SimGen option panel controlling the Spirent

simulator. Results are shown in Figure 4.14.
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Figure 4.14: DME/TACAN interference impact on C/N, and Geometric
Dilution of Precision

The upper plot shows the C'/N, estimated by the TUR receiver for each Eba
PRN tracked during the all test duration, while the plot on the bottom shows
the trends of the GDOP (blue line) and the number of satellites used by the
TUR in the GDOP computation (green line). Since a GNSS aviation pattern
antenna is simulated, GNSS signal coming from satellites at low elevation
are tracked with a lower initial C'/Ny. Once the DME/TACAN interference
is injected into the setup, the TUR receiver immediately looses the track of
weakest GNSS signals, thus impacting on the GDOP as shown in the bottom

plot. During the interference-free period, a good GDOP value was computed
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on the basis of 6 satellites, while during the interference period only 4 satel-
lites were used for the fix. A great increase on the GDOP value is observed
when the TUR receiver is under DME/TACAN interference, thus impacting
on the final position computation.

This test campaign revealed that DME/TACAN interference in some cases
might represent a disruptive interference even if the GNSS receiver is equipped
with a blanker circuitry. Great losses on the C'/Ny, caused by the suppres-
sion of large portions of useful GNSS signals (high values of ), might lead
the receiver loosing the tracking of feeble GNSS received signals, thus im-
pacting on the final user position accuracy, worsening both the quality of the

pseudorange and the GDOP factor.

4.6 Pulse blanking non-linearities modeling

The experimental results presented so far showed how the traditional pulse
blanking countermeasure may not be sufficient in presence of multiple strong
pulsed interference sources. In such a scenario the pulse blanking circuitry is
triggered by the composite strong pulsed signals reaching the on board GNSS
receiver antenna, causing the suppression of large portions of useful GNSS sig-
nal power together with interference power, thus increasing the probability to
fail the acquisition and tracking of the signal itself as demonstrated in Fig-
ure 4.14. Moreover, the pulse blanking circuit performance can be negatively
influenced by the impact of pulsed signals on the active components within
the receiver front-end. Very strong pulses or very strong received power due
to the combination of multiple pulses can cause the saturation of the active
components in the GNSS receivers (e.q. amplifiers), which may require a re-
covery time to go back to a normal state when the interference ends. In [51] it
is mentioned that for a particular commercial receiver, an interference pulse

signal with peak power 15 dB above the thermal noises is sufficient to saturate
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the last amplification stage within the receiver front-end. Under this interfer-
ence environment condition, pulse blanking may perform signal suppression
even during the off state of the pulse for a time period equal to the recovery
time needed by the amplifiers to resume normal operation. For a commercial
receiver, typical recover times for amplification stages is about 40 ns/dB of
input level beyond the saturation point [51]. In general pulsed interference
signals impact on receiver front-end component might be different depending
especially on the pulse peak power level and on the pulse duration. Further-
more, the AGC, needed when multibit quantization is implemented in the
digital part of the receiver front-end, has to be carefully designed. The AGC
is in charge to properly set the amplitude dynamic of the ADC input signal.
A slow AGC set the ADC input levels averaging the input signal power over
a large time during which, if too many pulses oscillations are present, the
input dynamics of the ADC is not properly set [51]. It has also to be taken
under consideration the fact that the blanked samples should not be used for
the AGC tuning in order to avoid ADC overloading. Due to these several
reasons blanking operation might not be efficient, since high percentage of
the received signal may be blanked [65]. In order to assess the impact of such
non-linear behaviours, a software simulation of the pulse blanking operations
has been performed considering different values of reaction time and recovery
time. IF samples of a set of data collected in the GPS L5 and Galileo Eba
frequency bands were used. Such data collections have been performed at the
ESTEC navigation laboratory, using a discrete components Front-End, the

block scheme of which is reported in Figure 4.15.

The considered Front-End has been used in the same hardware setup con-
figuration described in Section 4.5, connecting one of the outputs of the RF
splitter at its input. Table 4.4 summarizes the settings of the Front-End
chosen for the specific data collection. Such a Front-end is characterized
by two amplification stages followed by a down-conversion to an interme-

diate frequency of 225 MHz. Additional amplification stages followed by a
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Figure 4.15: Front-End block scheme

Table 4.4: Front-End settings

Component Value
RF filter fo=1175.45 MHz / BW = 40 MHz
IF filter 1 fo =225 MHz / BW = 20 MHz
IF filter 2 fo =225 MHz / BW = 18 MHz
Ext. Sampling frequency fs =36 MHz
ADC 8 bits

final filtering stage with an 18 MHz IF filter bandwidth produced the output
signal for the ADC where the signal is sampled at 36 MHz and quantized
over 8 bits. An USB interface integrated in the Front-End is in charge of
transferring the quantized samples from the ADC to a user terminal where
a data grabber software is installed. It has to be remarked that, no AGC
is implemented in the considered device and the amplification stages within
it have been designed such that the ADC saturation is avoided in presence
of DME/TACAN interference. Moreover, all the amplification stages are re-
alized with amplifiers which allow an input power level up to 10 dBm, thus
avoiding any saturation effects within the receiver Front-End. More details
on the components used for the Front-End design can be found in [75] and
[76]. An example of collected data in presence of DME/TACAN interference
at the hotspot location, is shown in Figure 4.16. Spectral characteristics of

the single DME/TACAN pulsed signal are shown in the plot on top.

DME/TACAN pulses train reaching the GNSS antenna appear as a series

of narrowband interferences, each with approximately 300 kHz bandwidth.
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Figure 4.16: DME/TACAN scenario

The entire spectrum is jammed due to the fact that several ground bea-
cons have been simulated broadcasting pulses on different carrier frequency
within the Galileo Eba and GPS L5 frequency bands. The impact of dif-
ferent pulse blanking non-linear behaviours on GNSS receiver performance
have been assessed exploiting a fully software receiver, N-Gene, capable of
processing Galileo and GPS signals over all the GNSS frequency bands [77].
The employed software receiver is realized with a fast FF'T based acquisition
scheme parallel in the time domain and tracking loops based on 2"¢ order

loop filters.

Figure 4.17 shows the trend of the blanking duty cycle 5 with respect the
blanking recovery time and for 3 different pulse detection time values which
can be identified as ideal behaviour, slow pulse blanking (reaction time equal

to 0.5us) and very slow pulse blanking (reaction time equal to 1us).

As expected, increasing the pulse blanking recovery time, larger percentage of
incoming signal are suppressed. On the contrary, the introduction of a pulse

detection delay would decrease the amount of signal to be suppressed.

Figure 4.18(a) and Figure 4.18(b) shows the acquisition metrics denoted as

Qmean ANd (e, in presence of pulse blanking non-linear behaviours modelled
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according different values of recovery and reaction time. Both acquisition

metrics are defined respectively as follows:

® (yean = ﬁ—‘z is the ratio between the highest correlation peak and the

correlation noise floor;

o (yur = % is the ratio between the highest correlation peak and the

second highest correlation peak;

Such values of a,,,c0n and a4, have been obtained as outputs of the software
receiver acquisition process of the Galileo Eba pilot channel (PRN 20) after

manipulating the data set with a pulse blanking operation.

In both Figure 4.18(a) and Figure 4.18(b) it is possible to notice that the in-
troduction of a non-zero delay in the pulse detection would seriously threaten
the correct GNSS signal acquisition process. A pulse blanking reaction time
equal to 0.5 or 1 pus would let the majority of the received pulsed interfer-
ence going through the correlators thus increasing the noise in the acquisition
search space, as confirmed from the trend of both acquisition metrics (red

line and cyan line), thus masking the true correlation peak. However, when
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dealing with this type of pulsed interference, the presence of an increasing re-
covery time would surprisingly improves the receiver acquisition performance.
In fact both ay,eqn and ., increase with the increasing recovery time. This
is due to the fact that, a delay in detecting the end of the pulse would allows
the blanker suppressing also those interference samples in the pulse tail, thus

achieving higher interference suppression. This results cannot be assumed

97



4 — Interference in the ARNS Frequency Band

valid when dealing with non-modulated rectangular pulse made interference.
In fact in this case, the presence of a recovery time would lead the blanker
suppressing more GNSS useful signal samples, which in turns would lead to
a higher degradation in the correlation peak of the search space.

In Chapter 6 the problem of the pulse blanking will be faced more in details,
investigating the effects of its non-linear behaviour on the navigation data

demodulation performance.

4.7 Conclusions

In this Chapter, the interference environment for the future GNSS based
aviation services has been investigated. By means of several test campaign
performed at the ESTEC navigation laboratory, it has been shown how this
strong pulsed interference generated by the DME/TACAN ground stations
may seriously threat the on-board GNSS receiver even if equipped with the
traditional pulse blanking interference countermeasure. Pulse blanking can
represent a simple as well as effective method for coping with not so dense
in time pulse interference. However, in presence of harsh pulsed interference
environment, as the DME/TACAN interference environment at the hotspot
location, the pulse blanking is forced to suppress great portion of received
signal thus leading to an enormous degradation and distortion of the GNSS
useful signal. Furthermore, such a traditional countermeasure presents sev-
eral drawbacks when dealing with DME/TACAN pulse interference; in fact,
due to the interference Gaussian pulse shape and to the presence of the mod-
ulation, pulse blanking is not able to suppress all the samples belonging to
the pulse, as demonstrated in Figure 4.4. Furthermore, pulse blanking design
has to be carefully performed together with the front-end design. In fact,
its performance may have a strong dependence with the reaction of some ac-

tive components like amplifiers, within the receiver front-end, when merged
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in a strong interference environment. For such a reason, new advanced sig-
nal processing techniques, which can be designed at receiver level, capable
of extracting the interference components within the composite received sig-
nal, without distorting the useful GNSS signal, have to be investigated. In
Chapter 5 two innovative interference detection and mitigation algorithms
based respectively on the use of the WPD and of the use of the KLLT will be

presented.
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Chapter 5

Transformed Domain Techniques

for Interference Countermeasure

in GNSS

This Chapter will introduce two innovative interference detection, character-
ization and suppression algorithms based on two advanced signal process-
ing techniques: the WPD and the KLLT. For both methods, decomposition
stages, detection algorithms and interference removal processes will be pre-
sented. The algorithms have theoretically designed and tested by simulation.
Eventually, a set of experimental results will be presented in order to provide
a validation of such innovative algorithms in suppressing interference compo-
nents. Results will be focused on GNSS receiver performance at acquisition
and tracking stage, after applying both methods to several interference sce-
narios. For this purpose, a fully software GNSS receiver will be employed.
Furthermore, a comparison between such innovative techniques and the more
traditional interference countermeasures in terms of interference suppression

performance and computational complexity will be presented.
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5.1 Introduction

The test campaign performed at the ESTEC radio-navigation laboratory,
which has been presented in Chapter 4, has shown that in presence of a harsh
pulsed interference environment, the pulse blanking circuitry may not be
enough. GNSS receiver operation can be seriously threatened since extremely
large portions of GNSS signal are suppressed together with the interference.
In such a context the receiver itself looses the tracking of the weakest GNSS
signals which in turns causes a worsening of the available satellites geometry
thus increasing the error on the final user position.

For such a reason, innovative receiver based interference countermeasures, ca-
pable of identifying, isolating and suppressing interference components with-
out distorting the GNSS received signal properties, need to be investigated.
In the last years, researchers in the GNSS field have started investigating a
new family of interference detection and suppression techniques based on the
use of advanced signal processing techniques which allow the representation
of the signal at the ADC output in a different domain, where information
related to the interference can be better identified, isolated, processed or re-
move. Such a new family of algorithm is defined as Transformed Domain (TD)
techniques, the block scheme of which is reported in Figure 5.1. First step of
such algorithms is to provide a representation of the digitized signal in an-
other domain; such a representation is achieved by processing the [F samples
at the ADC output by means of a mathematical transformation. Once the
signal is projected on the new domain, an interference detection algorithm
is in charge of identifying the interference coefficients. The majority of the
transformed domain techniques which have been investigated in literature rely
on a detection algorithm based on a thresholding operation; basically each co-
efficients in the transformed domain is compared to a mask which represents
the expected GNSS signal representation in absence of interference. However

a different detection strategy based on the signal energy estimation will be

101



5 — Transformed Domain Techniques for Interference Countermeasure in GNSS

sip[n]

p—

‘ Representation in a |
different domain

4

detection

|
; - !

‘ Interference
synthesis

‘ Interference ‘

Interference
excision

¥ - . v

" Interference | ‘ Signal |
cancellation Reconstruction

Figure 5.1: Typical TD technique block scheme

presented later on this Chapter. Finally, two interference suppression algo-
rithm are foreseen: the former is based on a synthetic reconstruction of the
interfering signal, by means of an anti-transformation process operated on
the identified interference coefficients, which can be then subtracted from the
composite received signal, whilst the latter is based on a direct suppression
process of the interference coefficients in the transformed domain followed by
an anti-transformation operation for the signal reconstruction.

First research activities investigating the capability of the TD based algo-
rithms for interference suppression, were based on the observation of the
received interfered signal in the Time Frequency (TF) domain. As an exam-
ple, in [78] the authors propose two advanced signal processing techniques for
achieving a high resolution TF representation of the received signal. The for-

mer is based on a simple discrete-time spectrogram, introduced first in [79],
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obtained by means of a Short Time Fourier Transform (STFT) according to

being the STFT defined as

n+L—1

STFT(n,f) = Z Sq[i)hli — n]exp {—j2mif} (5.2)

i=n

where s,[n] = s;r[2n] is the down-sampled digitized signal, and h[n] is the
analysis window of length L. As mentioned in [78], the spectrogram has poor
TF localization properties and its characteristics strictly depend on the anal-
ysis window. However, it requires a low computational load and it is suitable
for real time application.

The latter TF representation is based on the use of the Wigner-Ville distri-
bution which according to [80] is defined as

Wae =Y salilsiln — i exp {—jdmif} (5.3)

i

and differently from the spectrogram representation, it does not suffer from
the time versus frequency resolution trade-off problem. However, higher com-
putational load is required for its implementation with respect the spectro-
gram implementation. Concerning the interference frequency components
detection in the TF plane, a statistical based method relying on the signal
representation distribution on each point of the TF plane in absence of inter-
ference, is employed. Such a representation acts as a interference detection
threshold, and it is defined according to a required false alarm probability,

defined as

pra(Ban,f) = P(ITFR(n,f) > PalHo) (5.4)
where f3; is the interference detection threshold, and TFR(n,f) is the chosen
Time-Frequency representation and Hy is the null hypothesis (interference

absent). Thus, knowing the TF representation distribution and inverting

(5.4), it is possible to derive the interference detection threshold £4. Another

103



5 — Transformed Domain Techniques for Interference Countermeasure in GNSS

activity concerning the interference detection and excision based on TF rep-
resentation achieved by means of Spectrogram is presented in [81].

A recent work proposing chirp signal, linearly frequency modulated signal,
detection and suppression by means of TF representation is presented in [82].
Here the authors propose a TF representation of the signal at the ADC ouput
based on the use of the so called orthogonal-like Gabor expansion [83]. The
detection process is based on a comparison of the achieved TF representation
with the ideal TF representation of the GNSS signal in absence of interference.
Once the interference coefficients in the TF plane is achieved, a synthetic re-
construction of the interfering signal is obtained and then subtracted to the
composite received signal. More details of this TF based interference excision
method can be found in [82] and [49]. In this Chapter, two innovative inter-
ference detection and suppression strategies based respectively on the use of
the WPD and on the use of the KLL'T will be presented.

First attempts of developing an innovative interference mitigation algorithm
based on the use of the wavelet transformation have been presented in [84] and
[85], for pulsed interference mitigation. Here wavelet transform is employed
to obtain the time-scale representation of the incoming interfered signal. In
the GNSS framework, the wavelet transform has been already investigated for
different purposed. As an example, in [86] a new trend extraction technique
for multipath mitigation in carrier phase measurements domain using wavelet
multi resolution analysis, is presented. A more detailed descriptions of this
algorithm can be found in [87] [88] [89] and [90]. Multipath mitigation is not
the only context where wavelet transform has been employed. For instance,
in [91], a singularity detection technique for GPS cycle slips based on the
wavelet decomposition is described. In [92] an empirical mode decomposition
exploiting the wavelets’ properties is described as a method to reduce the car-
rier phase measurements error. Finally in [93], methodology based on wavelet
transform to evaluate the terrain and extract features along the vehicle path

is presented. Of particular interest are those features which can be hazardous
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to a following vehicles path.

Concerning the KLT, its use for space application has been proposed first in
[94]. Here, KLT is employed as an instrument to detect very weak signals
hidden in noise, in the framework of the Search for Extra Terrestrial Intelli-
gence program. However, in [95] a first attempt of CWI detection based on
the use of KLT is also presented.

In the following Sections of this Chapter interference mitigation algorithms
based respectively on the WPD and KLT which are more advanced with

respect those already presented in literature, will be discussed.

5.2 The Wavelet Transform

The set of orthogonal basis functions which are employed for the STFT de-
composition have equal frequency bandwidths and represent a set of windows
in time with equal duration. The use of the set of functions in (5.2) leads
to a different resolution in the characterization of the frequency components
of the signal. Many cycle of a high frequency signal can be captured within
the duration h(n), while this is not the case for a low frequency signal. For
such a reason, the resolution of the STF'T is poor at low frequency while it
improves as the frequency increases [96].

In fact, the STFT can be seen as a band pass uniform filter bank where each
filter frequency response has same bandwidth and different central frequency.
Such a frequency resolution issue is solved by the wavelet transform. The
wavelet transform of a signal provides a representation of the signal compo-
nents in a different domain, similarly to a STEF'T. In the wavelet transform,
a set of functions which adjust their frequency-time behaviour according to
the frequency components of the signal to characterize is employed. From
such basis functions, a filters bank where the low-pass filters response have
narrower bandwidths (so wider in the time domain) than the high-pass fil-

ters response, can be derived. The basis functions employed in the wavelet
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transform belong to the set
hi(t) = a *2h(a"t), (5.5)

which represent the filter responses. Equivalently in the frequency domain

the transfer functions can be written as
Hy(j$2) = a*?H(ja" ) (5.6)

where a > 1 and k € Z.
As seen in (5.5) and (5.6), all the responses are obtained by frequency-scaling
operation of a prototype response H(j(2), thus resulting in a non uniform
filters bank. The scale factor a~*/2 is introduced as a normalization factor
in order to ensure constant energy independent from k£, as well as the ratio
between the bandwidth and the center-frequency (2,. Given an arbitrary
input x(t), the output of the filter hx(f) can be computed as

o0 0

/ x(t)hg (T — t)dt = a_k/g/ z(t)h(a (1 —t))dt (5.7)

—c0 —c0
Furthermore, since the filter bandwidth Hy(j(2) is smaller for larger k, its
output can be sampled at lower rate. Equivalently in the time domain, the
width of hg(t) is larger, thus it is possible to move the window by a larger
step size [96]. The continuous variable 7 can be sampled at na*T, where n is
an integer, to obtain a Discrete Wavelet Transform (DWT). In this way, the
step size for the windows movement is a*T, and it increases as the center-
frequency of the filter (2, decreases. Thus, the set of coefficients obtained
according to

e}

XDWT(]{?,’I’L) = ak/Q/

z(t)h(nT —a *t)dt :/ z(t)hp(na™T —t)dt (5.8)
represents the convolution between x(t) and hy(t) evaluated at a discrete set
of points na*T, that is the convolution output is sampled at a*T. Figure 5.2

shows the transfer functions of each branch of the non-uniform filters bank

obtained by a dyadic scaling operation (a = 2) of the Meyer wavelet function
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Figure 5.2: Meyer wavelet filters bank responses

[97]. The family of filters denoted as hy(t) represents the set of the analysis
filter.

Perfect reconstruction of the signal x(¢) can be achieved choosing a proper
synthesis filters bank. Given a set of wavelet coefficients Xpwr(k,n), the

inverse DW'T can be achieved according to
x(t) = Z Z Xpwr(kn) e (t) (5.9)
k n

where 15, (t) is a set of basis functions obtained by dilation (t+ — a~*t) and

shifting (t — t — na*T) of a prototype function 1 (t), that is
Vrn(t) = a9 [a7 (¢ — na*T)] (5.10)

In [96] it is shown that if {¢,(¢)} is a set of orthonormal functions, that is

—+00

Uion ()i () = 0(k — 1)d(n —m) (5.11)

from (5.9) follows that
+o0

Xpwr(k,n) = / e(t)yr, (t)dt (5.12)

—0o0
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thus leading to the following relationship between the analysis and synthesis

filters
Urn(t) = hi(=1) (5.13)
Thus the signal analysis/synthesis can be achieved by perfect reconstruction

paraunitary Quadrature Mirror Filters (QMF) banks in which each filter has
a response of the kind (5.13).

5.2.1 Discrete Time Wavelet Transform

The relation defined in 5.8 is the DWT since k£ and n are integer number,
but it is not the discrete-time since ¢ is continuous. In [96] it is shown that
an orthonormal basis functions can be generated by discrete-time QMF bank
under certain condition. As an example, let consider the case a = 2 known as
dyadic wavelet decomposition, and further assume 7' = 1. Given a parauni-
tary pair frequency responses H(z) and G(z), the wavelet function ¢ (t) will
satisfy the equation
(t) =22 " hlnj¢(2t — n) (5.14)
nez
where ¢(t) is the so call scaling function, which satisfy the scaling equation
=223 " g[n]¢(2t — n) (5.15)
nez
being h[n] and g[n], the wavelet vector and the scaling vector respectively,
derived as the inverse Zeta-transform of H(z) and G(z). The scaling function
¢(t) and the wavelet function v (t), satisfying (5.14) and (5.15), under the
assumption that H(z) and G(z) forms a paraunitary filters pair, are shift-
orthogonal and span orthogonal subspaces V; and W;, where V; is spanned
by
{272¢ (2"t —n)Vn € Z} (5.16)

while W; is spanned by
{272y (2t —n) Vn € Z} (5.17)
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From the orthogonality properties of the subspaces spanned by the wavelet
and scaling function, the wavelet and scaling vectors must be individually

shift-orthogonal and orthogonal to each other

> h[2m + n]h[20 + 1) = 6y

neZ

> " gl2m -+ nlgl2l + n] = 6y (5.18)
nez

Z h[2m + n]g[2l + n] = 0 Vm,l

neL

H(z) and G(z) represent the pair QMF which will be employed for the
discrete-time WPD. The equivalent expression for (5.6) in the digital domain
is

Hp(e) = H(e'%) — Hy(z) = H(Z*") (5.19)
where k is a non negative integer. In [96] it is shown that Hy(z) is a multi-band
(rather than pass-band) filter, thus in order to obtain pass-band filters, a low
pass filter G(z) is employed. Thus, according to a dyadic scaling operation,

the non-uniform filters bank responses are obtained as follow

H(2),G(2)H(2%),G(2)G(Z*)H (") - - - (5.20)

5.3 The Wavelet Based Interference Suppres-

sion Algorithm

The proposed wavelet based mitigation algorithm is completely based on the
WPD, where the discrete-time signal is passed through a uniform wavelet

based filter bank, as shown in Figure 5.3.

In the WPD, the scaling and shifting process is also iterated at higher frequen-
cies, thus resulting in an uniform filter bank, the output of which is providing
a set of coefficients (scales) representing a determined frequency portion of the
incoming decomposed signal. Each stage of the uniform filters bank is com-

posed by a filtering process through H(z) and G(z), respectively the wavelet
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Figure 5.3: Wavelet Packet Decomposition

vector and the scaling vector individually shift orthogonal and orthogonal to
each other, which produce a decomposition of the signal in high frequency
component and low frequency component, followed by a down-sampling op-
eration. The algorithm for interference detection and suppression is mainly

based on three steps:

e the Decomposition phase where the incoming GNSS interfered signal
is passed through the uniform filter bank thus achieving the so call time-
scale representation. The number of wavelet stages to apply for the
signal decomposition is a free parameter. In the following of this work,
the optimal number of wavelet decomposition stages will be assessed
with respect the interference spectral characteristics and with respect

the GNSS receiver performance at both acquisition and tracking level.

An examples of time-scale representation of the signal at the ADC out-
put is shown in Figure 5.5, where 5 stages of WPD have been employed

on the IF samples of the pulsed interfered data-set shown in Figure 5.4.

Meyer [97| wavelets have been considered in order to derive all the filter

frequency responses employed in the uniform filter bank. After 5 stages
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Figure 5.5: Time-scale representation

of WPD, 32 scales are obtained, each of which represents a determined
frequencies region of the interfered received Galileo Eba signal. As it is
shown in Figure 5.5, the total DME/TACAN signal reaching the user

antenna has components spread all over the time-scale domain.

e the Detection-Mitigation phase is performed in each scales obtained

at the output of the filters bank. The interference excision is performed
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Amplitude

applying a blanking operation on the time-series of the coefficients. Such
a process is based on the suppression of those coefficients in each scale
crossing a determined blanking threshold level. An example of this
operation is reported in Figure 5.6 where the set of coefficients obtained
at the output of a generic branch of the WPD filters bank, are shown

before (blue line) and after (red line) the blanking suppression.

-e-before blanking
1501 —after blanking
---blanking threshold Vin

100+ ' ' ]

500 1000 1500 2000 2500 3000 3500
Samples [n]

Figure 5.6: Pulse blanking applied on the single scale

For such a reason, a criteria for the blanking threshold determination is
needed. The adopted criteria is mainly based on a statistical characteri-
zation of the GNSS received signal at the ADC output. It is well known
that, GNSS signal is completely buried in the noise at the user antenna
level. In Nyquist condition, the filtered digitized noise can be consid-
ered still uncorrelated thus it is allowed to assume that at the ADC
output, the samples in an interference-free environment are still Gaus-
sian distributed with zero mean and variance 0. The digitized signal is
then processed by the WPD filters bank, made by filters response which
are orthonormal to each other. Thus, the samples at the output of each
branch of the filter banks in absence of interference can be assumed still

Gaussian distributed with zero mean and variance o2. This conclusion
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is confirmed by Figure 5.7 where the mean and the standard deviation
of the wavelet packets obtained at the filters bank output. In this case,
the 5 stages WPD are applied on a simulated Galileo E5a-Q signal in

absence of interference and in presence of a flat ideal front-end. The

Mean of the Wavelet Packets
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Figure 5.7: Wavelet Packets statistical analysis

statistics for the 32 scales are quite similar with a variation among the
scales of less than 10%. The introduction of a realistic front-end filter-
ing operation would change the statistics only of those wavelet packets
representing the frequency regions outside the filter cut-off frequencies.
Thus a front-end bandwidth with a quasi-flat frequency response at the
GNSS frequency band is preferred in order to assume a single blanking
threshold to be applied to the overall time-scale plane.
Denoting the false alarm probability p, as the probability of the event
that in absence of interference, a generic sample at the ADC output
crosses the blanking threshold V;,, it follows that
< 1 22
Pfa= 2" / e 207 (5.21)

Vin OV 2T

Thus for a required false alarm probability py,, inverting (5.21) it follows
Vin=0V2-erfc(pra) (5.22)
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The black floor in Figure 5.5 represents the blanking threshold applied
for the interference component detection within each wavelet scale, and
computed according to a false alarm probability ps, of 1073. Each
coefficients in the time-scale floor exceeding the blanking threshold are

suppressed, as it is shown in Figure 5.8. Such modified scales will be
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e n0o 4000

Wavelet packets Samples [n]
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Figure 5.8: Time-scale after interference excision

fed to a wavelet based anti-transformation block which is in charge of

the signal reconstruction.

e the Reconstruction phase is achieved through an inverse wavelet trans-
form starting from those scales modified after the interference coeffi-
cients suppression. Figure 5.9 provides a comparison between the time-
spectral characteristics of the signal before and after the interference
suppression through the WPD algorithm. Practically the signal recon-
struction is achieved through a uniform filter bank matched with the
uniform filter bank employed for the signal decomposition depicted in
Figure 5.3, as mentioned in [96]. Benefits of this algorithm can be ob-
served looking at the spectrum achieved after the mitigation (see Figure

5.9). DME/TACAN signals coming from the different ground stations
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Figure 5.9: Signal comparison: Before and after mitigation

are highly suppressed. Furthermore, unlike a common interference mit-

igation technique performed in the time domain, as the

where useful signal components are suppressed together with interfer-
ence, the majority of the useful GNSS signal power is saved, as con-
firmed by the absence of drops in the spectrum. The main advantages
of this algorithm with respect the Gabor expansion based algorithm

is that, no signal storage for the signal decomposition as well as no

pulse blanking,

synchronization operation at signal reconstruction are needed.

5.4 The Karhunen-Loéve Transform

The KLT provides a decomposition of the signal in a vectorial space using

orthonormal functions which can have in principle any shape,
the other transforms, as for instance in the Fourier transform
functions are sinusoidal functions. The KL.T decomposition o

dependent function is given by

$(t) = Z Zn¢n(t)
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where Z,, are scalar random variables that are statistically independent and
¢n(t) are the basis functions, derived from the covariance matrix of the
stochastic process z(t). The KLT offers the better separation between the
deterministic components within the received signal and the stochastic ones.
What will be shown in the next sections is that in several interfered scenarios
the useful GNSS signal is hidden in the noise while the interference is identi-
fied by the KL'T as the only deterministic component in the received signal.
Differently from the basis functions which represent the behaviour in time
of the signal to be decomposed, the random variables 7, are obtained pro-
jecting the given stochastic process x(t) over the corresponding eigenvector

¢n(t), that is
+oo
7, = / 2(#) (8t (5.24)

In [95] it is stated that the KL expansion is the only possible statistical
expansion in which all the expansion terms are uncorrelated from each other.
The nature of the KLLT is independent of the specific kind of interfering signal,
thus making the KLT capable to successfully detect not only CWI, but also
NBI, WBI and chirp interference.

5.4.1 KLT interference detection and suppression algo-

rithm

The KLT decomposition has been implemented according to the following

steps:

e computation of the Toeplitz matrix of the autocorrelation of the inter-

fered signal;
e Eigenvalues and eigenfunctions determination of the Toeplitz Matrix;

e 7, coefficients determination according to (5.24)
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Figure 5.10: KLT decomposition comparison between interference case and
interference free case

Figure 5.10 shows the capability of the KLT of separating the deterministic
components within the signal to decompose, from the stochastic one. Here
the KLT decomposition has been achieved solving the eigenvalues problem

for the Toeplitz matrix of the autocorrelation function of 100 us of GPS C/A

code signal in two cases:

e interference-free environment

e interfered with a NBI signal (10 kHz) centered on the intermediate
frequency with a power equal to -120 dBW

The GPS C/A code signal has been simulated by means of a fully software
GNSS signal generator N-Fuels [98]. Figure 5.10 reports the trend of the
normalized eigenvalues A and the Z,, coefficients obtained from the KLT de-
composition.

It is possible to notice that, the distribution of the eigenvalues suggests a
method for detecting interference. In fact, when the interference is present
there is a small number of eigenvalues which have a great magnitude with

respect the others (bottom plot), differently from the case of interference-free
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environment (top plot). The proposed interference detection and excision
based on the eigenvalues magnitude observation and preliminary results have
been discussed in [3]. Basically, the highest magnitude eigenvalues, which
represent the interference components, are detected and an inverse KLT is
applied considering only the eigenfunctions representative of the noise in
which the GNSS component is embedded. In order to define a threshold
value based on analytical justifications the statistical distribution of the 7,
coefficients for a signal in a interference-free environment should be studied.
In [94] it is stated that the distribution of the KLT coefficients for a unitary
stationary white noise is Gaussian. However, this is not our case, because
even if the GNSS signal is completely buried in the noise, some deterministic
components due to the GNSS code are contained in it. Furthermore it would
be desirable to have a method that is independent of the interference features.
Thus, an energy based detection algorithm has been developed, analysed and

proposed in [5].

In case of interfered signal, after the KL'T decomposition, eigenfunctions are
excluded such that the energy of the reconstructed signal is comparable with
the energy that the GNSS received signal would have in an interference-free
environment. This thresholding rule can be better understood looking at

Figure 5.11.

The blue dots in the figure represent the energy of the interfered signal with
respect to the index n when the largest magnitude KLT coefficients Z; for
0 < ¢ < n are removed in the reconstruction stage. The threshold on the
number of functions to be excluded is obtained as the intersection of the blue
curve with the red line which represents the expected energy for a signal in
an interference-free environment.

However, such a detection method may suffers in presence of an AGC fol-
lowed by a quantization stage over few bits, since the incoming interfered
signal would be compressed by the AGC gain thus leading to energy of the

interfered signal being not extremely far from the energy of the signal in an
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Figure 5.11: GNSS signal energy decay vs. KLT coefficients removed

interference-free environment. For such a reason, this technique, as well as
the WPD based technique, are more suited for those receiver architecture
featuring quantization over a large number of bits, where the received GNSS
signal in absence of interference is mapped exploiting a limited number of
bits, leaving the highest bits free for interference detection.

The KLT based method offers good performance in extracting the interfer-
ence information from the received signal, but the computational burden of its
implementation is quite heavy since an eigenvalues problem has to be solved.
KLT based decomposition and signal reconstruction have been implemented
on the pulsed interfered data shown in Figure 5.4. Since the software imple-
mentation of these steps requires great computational capabilities, the KL.T
decomposition has been performed on small slices, the duration of which is
about 16 us. Figure 5.12 shows the KLT coefficients trend (blue curve) and
the total energy of the reconstructed signal when the highest magnitude KL.T
coefficients up to N are not considered for the reconstruction (green curve).
As it has been mentioned, the criterion used for the determination of the num-
ber of Z,, coefficients to exclude is based on the signal energy analysis. The

intersection point between the green curve, which represents the energy of the
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Figure 5.12: KLT decomposition and signal energy

reconstructed signal when excluding the first N highest Z,, coefficients, and
the ideal GNSS signal energy threshold in an interference-free environment
(red line) provides the number of highest Z, coefficients to be suppressed.
Following this criterion, the number of KLT coefficients excluded is such that
the reconstructed signal energy is about the ideal energy of the signal in a
interference-free environment. Operating according to this criterion, the first
20 eigenvalues are excluded from the signal reconstruction. Figure 5.13 shows
a comparison of the PSD of the received signal before (blue line) and after
(red line) the KLT based pulsed interference excision. From this result it can
be observed that also the KLLT based method, as the WPD based algorithm,
offers high performing capabilities in detecting, isolating and suppressing the
dominant deterministic components, which are usually related to the interfer-
ing signal, contained in the received signal, without causing large distortion

of the useful GNSS signal.
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Figure 5.13: Power Spectral density comparison: before and after KL'T based
interference suppression

5.5 Experimental Results

WPD and KLT based algorithm steps for interference suppression have been
presented. The meaning of the representation of the signal in a new domain
has been discussed, as well as their interference detection criteria and interfer-
ence components suppression techniques. In order to assess the interference
suppression capabilities of both advanced methods and their advantages with
respect the use of a traditional pulse blanking operation, a fully software re-
ceiver, N-Gene has been exploited and its performance at both acquisition

and tracking level have been observed.

5.5.1 Acquisition performance

Figure 5.14 shows the acquisition search spaces of the Galileo Eba pilot chan-
nel (PRN 20) obtained in different scenarios. In particular, Figure 5.14(a) the
acquisition performance of the N-gene software receiver when no interference

countermeasure is adopted, is shown. In this scenario, correct acquisition of
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Doppler frequency and code delay can be achieved when using 1 ms of coher-
ent integration time combined with 80 non-coherent accumulations. Acquisi-
tion performance improves when a simple pulse blanking operation is adopted
as pulsed interference countermeasure. In this case, the best combination of
reaction and recovery time, identified in the sensitivity analysis performed
in Section 4.6 of Chapter 4, has been considered for the pulse blanking soft-
ware implementation, and correct acquisition of the true correlation peak is
achieved after 10 non-coherent accumulations, as shown in Figure 5.14(b).
However, when using the WPD or the KLU'T based algorithm for pulsed inter-
ference suppression, N-gene acquisition performance improves considerably,
as can be observed respectively in Figure 5.14(c) and 5.14(d). In both cases,
the correlation peak clearly emerges from the noise floor and crosses the ac-

quisition threshold after 10 non-coherent accumulations. N-gene acquisition
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Figure 5.14: Acquisition search space: (a)No countermeasures. (b) After
pulse blanking. (c¢) After WPD based method. (d)After KLT
based method

performance is summarized in Table 5.1 which is reporting the acquisition
metrics ean, already defined in Section 4.6, in all the four cases depicted in

Figure 5.14 It can be clearly observed how such advanced signal processing
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Table 5.1: Acquisition performance comparison

Scenario Non coherent Omean [dB]
accumulations K
Interference free 10 32
DME/TACAN Interfered 80 24.6
After Pulse blanking mitigation 10 224
After WPD based mitigation 10 30.2
After KLT based mitigation 10 31.1

algorithms provides higher pulsed interference suppression resulting in acqui-
sition spaces where the separation between the correlation peak and the noise
floor is higher with respect the case related to the use of a simple blanking

operation.

5.5.2 Tracking performance

Concerning the tracking stage, estimated C'/N,, early-prompt-late correla-
tions and noise on the data demodulation are analysed for 10 seconds of
Galileo E5a pilot channel (PRN 20) tracking and reported respectively in
Figure 5.15, Figure 5.16 and Figure 5.17, for the four scenarios considered for

the acquisition performance analysis.

Concerning the estimated C'/Nj, it is possible to observe that, such advanced
signal processing techniques provide almost a complete interference compo-
nents suppression with negligible distortion of the useful GNSS signal com-
ponents. In fact, when adopting the pulse blanking as interference counter-
measure, the C'/N; estimated by the software receiver is around 36.1 dB-Hz
while, when adopting both transformed domain techniques, about 4 dB of
gain can be observed. Same conclusion can be drawn also looking at Figure
5.16 and Figure 5.17 where Early-Prompt-Late correlators are respectively in

absence of interference countermeasure, after the application of a simple pulse

123



5 — Transformed Domain Techniques for Interference Countermeasure in GNSS

Carrier to Noise density ratio

42 T T T T T T T
40
38-
'§' 36F
o 347
= 3ol —Pulsed interference
4 ——After Blanking mitigation
O 30+ After Wavelet mitigation
—After KLT mitigation
28- 8
241 2 3 4 5 6 7 8 9 10
Time [s]

w

Magnitude

15

[y
o

Magnitude
(8]

=

Figure 5.15: Carrier to Noise density ratio comparison

x 10° Pulsed interference 6X 10° After Pulse blanking
|

—Prompt correlators| ¢

—Early correlators |5 4

—Late correlators [
(@]
c 2
=

(@)

5 0 5
x10° _ After WPD 15X 10° After KLT
()
S10
=
g 5
=

=

5 10 5
Time [s] Time [s]

Figure 5.16: Early-Prompt-Late correlators

blanking operation, after the WPD interference mitigation algorithm and af-
ter the KLT based interference mitigation algorithm. In particular Prompt
correlations amplitude distance from the early and late correlations is higher
in case of WPD and KLT implementation than the pulse blanking case imple-
mentation, as it can be seen in Figure 5.16. Furthermore, in Figure 5.17 the
[-Q floor is noisier in the case of pulse blanking implementation rather than

the case of WPD and KLT based method for interference suppression. These
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Table 5.2: Acquisition performance

Scenario C/Ny [dB-Hz] | opr; [cm]
DME/TACAN Interfered 26.6 -
After pulse blanking mitigation 36.1 76.5
After WPD based mitigation 40.1 72.6
After KLT based mitigation 40.6 73

results have been obtained setting a predetection integration time 7" equal to
1 ms and choosing loops bandwidth equal to 2 and 15 Hz respectively for the
DLL and PLL.

A summary of the software receiver tracking performance is provided in Ta-
ble 5.2, where average estimated C'/Ny and DLL jitter during the tracking

operations are shown.

5.6 WPD based method: parameters tuning

This Section is devoted to the performance analysis of the WPD based al-
gorithm in mitigating NBI. The analysis addresses the problem of finding
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Figure 5.18: Acquisition metric versus WPD depth

the best trade-off between the choice of the wavelet based mitigation tech-
nique parameters such as number of wavelet decomposition stages N and its
computational burden. Such trade-off analysis will be correlated with the
NBI spectral characteristics showing how wavelet can be used as interference

detection method.

Several NBI scenarios have been considered, and a parametric study with
respect to the interference bandwidth B, interference carrier frequency f;.,

and number of wavelet decomposition stages N has been performed.

5.6.1 The wavelet decomposition depth N

This first analysis has been devoted to the study of the impact of the number
of wavelet decomposition stages with respect to the NBI suppression perfor-
mance. Three different interference scenario have been considered, combining
GPS L1 C/A code signals with NBI 200 kHz far from the intermediate fre-
quency, and results are shown in Figure 5.18. Here the trend of the acquisition

metric y,eq, achieved versus the number of wavelet decomposition stages, is
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shown. Acquisition performance are achieved using 1 ms of coherent integra-
tion time, and 20 non-coherent accumulations. The three lines are referred
to three different interference scenarios characterized by the presence of NBI
with respectively 40, 80 and 120 kHz of bandwidth. Increasing the number
of WPD stages, increases the wavelet scale resolution and thus its frequency
selectivity. In all the three interference scenarios, increasing N provides bet-
ter performance in capturing and isolating the NBI components which in
turn means better interference suppression without removing useful signal
components, as shown from the increasing trend of a,,cq,. However, a satu-
ration effect can be observed for higher value of N (greater than 7). In such
a region, acquisition performance are not any-more improving since wavelet
scale resolution is already comparable or narrower with respect the interfer-
ence bandwidth. Moreover, as expected, performance of such a technique are
limited by interference bandwidth. At higher interference bandwidth, lower

acquisition metric values are achieved.

5.6.2 Wayvelet families comparison

So far, the time-scale representation of the signal at the ADC output has
been achieved through an iterative filtering process exploiting filter response
derived by the Meyer wavelet family. Several other wavelet function exist, and
most of them are discussed in [99|. Further analysis have been focused on
the use of a different wavelet function in order to generate the filters response
exploited for the WPD. In particular, a different wavelet function, derived
from an orthogonalization process of a Gaussian function, has been adopted:

the so called modified Gaussian function, which is fully described in [99] [100].

Figure 5.19 shows the wavelet filters bank obtained from the Gaussian wavelet
function. It can be observed that, such gaussian wavelet filters are character-
ized by a more frequency selective response and higher orthogonality between

the filters bank shown in Figure 5.2.
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Figure 5.19: Modified Gaussian wavelet filter bank response
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Figure 5.20: Acquisition metric: Gaussian vs Meyer wavelet

Figure 5.20 shows the acquisition metrics eq, With respect the number of
wavelet decomposition stages when mitigating a NBI on a carrier frequency
200 kHz far from the intermediate frequency and with a bandwidth of 120
kHz. The blue lines are related to the time-scale decomposition achieved
exploiting modified Gaussian wavelet function, while the red one refers to the

WPD exploiting Meyer wavelet function. It can be clearly observed that a
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Figure 5.21: Acquisition metric: Gaussian wavelet based filter length

gain of 1.5 dB is achieved when using the modified Gaussian wavelet function.

5.6.3 Wayvelet filter length

Final investigation has been performed in order to analyse the impact of the
filter length on the interference suppression. Same NBI scenario has been
considered, the modified Gaussian wavelet functions have been adopted for
the WPD, and results are shown in Figure 5.21. It can be observed that,
increasing the number of filter coefficients, acquisition performance improves.
This is due to the fact that increasing the wavelet filter length, wavelet func-
tion side-lobe are lowered thus resulting in a higher orthogonality between

the filters response in the frequency domain.

5.6.4 Computational complexity

Although Wavelet based mitigation algorithm provides high capability in in-
terference components suppression, its implementation is characterized by a

not negligible complexity. Computational burden is mainly determined by
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the number of wavelet decomposition stages N which determines the num-
ber of filtering operation according to the exponential law 2V. Furthermore,
the same number of filtering operation is employed for signal reconstruction
purposes. All filtering operation are realized with FIR filters with length L.
Each output sample is obtained with L products and 1 single sum, thus the
total number of performed operations for decomposition and reconstruction

of n samples of incoming signal is
O(n,N,L) =2-2% x (nL +n) (5.25)

However the filter bank implementation allows for the processing sample by
sample of the incoming signal, at the price of the delay of the decomposition
stage and by the reconstruction filter bank operating on the thresholded sam-
ples. Furthermore this, the wavelet based algorithm can represent an efficient

post processing technique for interference detection and characterization.

5.7 Conclusions

Based on different principles, the WPD and the KLT based algorithm showed
to be two extremely high performance algorithm for interference detection and
suppression. In both cases, representation of the incoming interfered received
GNSS signal in a different domain where interference components can be ex-
tracted and separated with a negligible distortion on the GNSS useful signal,
as demonstrated looking at the achieved receiver performance at both acqui-
sition and tracking stage. However, the total computational burden required
for their implementation is obviously higher than the complexity foreseen for
a simple pulse blanking implementation or notch filtering design. As it has
been already mentioned, concerning the WPD, complexity is mainly deter-
mined by the number of wavelet decomposition stages N which determines
the number of filtering operation according to the exponential law 2V. Any-

way, the presence of smarter algorithms in literature which provide WPD
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with a complexity which is logarithmic with the number of wavelet decom-
position stages N may represent a solution for the complexity required for
its real-time implementation in GNSS receiver. Differently, real-time KLT
implementation seems to be a quite hazardous operation due to the fact that

such a decomposition foresees an eigenvalues problem solving.
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Chapter 6

Pulse Blanking Impact on DS/SS

Data Demodulation Performance

Pulse blanking interference mitigation algorithm has been introduced in Chap-
ter 3 and its performance in mitigating realistic pulsed interfering signals, such
as those generated by DME and TACAN beacons nearby the airport in the
ARNS frequency bands, has been discussed in Chapter 4. A specific aspect
to address is the impact of the losses generated by the blanker on the data
demodulation stages of the GNSS receiver. Few works in the literature deal
with this aspect, taking into account not only the C'/Ny drop but the impact
of the coding strategy and the structure of the navigation message.

In several works the structure of the navigation message is provided as a fact.
In this Chapter it is analysed how some of the parameters (e.g. data rate)
could be optimized in order to improve the robustness to the interference in
future evolutions of GNSS systems.

After a brief general review of the DS/SS, this Chapter will provide a descrip-
tion of the impact of the pulse blanking mitigation algorithm on the data
demodulation performance for both uncoded and coded DS/BPSK systems.
In particular, theoretical derivation of the expected Bit Error Rate (BER)
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will be provide. Theoretical derivation is supported by a set of fully soft-
ware simulations, thanks to the use of a fully and flexible DS/BPSK system

simulator developed during the Ph.D research activity.

6.1 Introduction

Galileo E5 and GPS L5 frequency bands will be allocated to the GNSS based
services for the civil transportation, where accurate precise and reliable posi-
tioning information are needed, as an example, during the landing operation
of the civilian aircraft. Nevertheless, as presented in Chapter 4, in both fre-
quency bands a very harsh interference environment is expected due to the
presence of other ARNS systems as the DME and the military TACAN which
broadcast strong pulsed ranging signal.Furthermore, in such band, GNSS
based positioning aids are provided by the SBAS, as for example the EGNOS
[14]. While today SBAS-messages are being transmitted in L1 only, future
transmission may use L1 and L5, where additional quadrature phase channels
with data rate to be defined may be introduced. The use of higher data-rate
transmission for the future GNSS standard may then be taken under con-
sideration especially in those scenarios where, in principle, the GNSS signal
quality is expected to be extremely high (as in aviation) and reduced coher-
ent integration time may be employed. In such a condition, higher navigation
message data-rates would lead to faster navigation message demodulation and
thus to an higher positioning rate or a reduced Time to First Fix (TTFF).

In this context, the paper investigates the limit concerning the use of higher
data-rate in presence of multiple pulsed interference for a GNSS receiver
equipped with a traditional pulse blanking. In such an interfered scenario,
the presence of a pulse blanking circuitry may represent a limit for the possi-
bility of increasing the navigation data-rate. This problem will be addressed

in the following Sections, investigating the current SBAS standard system
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performance in terms of data demodulation when exploiting higher data-rate

and in presence of non-linear pulse blanking behaviours.

6.2 Direct Sequence Spread Spectrum Modula-
tion

In this Section a quick review of the basic DS/SS modulation will be presented

based on [101].

6.2.1 DS/BPSK system

Figure 6.1 shows a general block scheme of an uncoded DS/BPSK system.
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Figure 6.1: Uncoded DS/BPSK system

Let denote a sequence of binary data-symbols as
d, € {+1,—-1} (6.1)

We denote their symbol rate by Rj, and their symbol time by T, = 1/R,. The

base-band data signal to be transmitted is
= Z dnpb(t — nTb), (62)

where p,(t) is the shaping filter. In the following, we will consider a rectan-

gular shaping filter, i.e., p,(t) is a rectangular window of unitary amplitude
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from 0 to Tj,.

DS/SS is obtained by using a PRN sequence of binary symbols called chips
cr € {+1,— 1} (6.3)

which is G time faster than the data sequence. These chips are characterized
by a chip rate R, = GR, and a chip time T, = 1/R. = T,/G. The number
G represents the number of PRN chips corresponding to one data symbol.
It plays a key role for DS/SS systems, and is called processing gain. GNSS
signals feature periodic PRN sequence of duration of L chips. As an example,
GPS L1 signals are characterized by periodic Gold codes of 1 ms duration
modulating a stream of data-bits of 20 ms duration, whilst in the Galileo E1
OS signal, the bit duration is tiered to the length of the primary code period
4 ms.

By using a rectangular shaping filter p.(¢) with unitary amplitude between 0
and 7., the PRN signal can be written as

c(t) = cxpe(t — kT.) (6.4)

The data signal and the PRN signal are directly multiplied, to obtain the
spread signal

x(t) = c(t)d(t) (6.5)

Since each data symbol is multiplied by G chips of the PRN sequence, the
sequence z(t) is characterized by the same chip rate R, of ¢(¢) and its ampli-
tude depends on both d,, and ¢;. By using a BPSK modulation, the DS/SS

signal is given by
s(t) = V25x(t) cos(2m fot) = V/2S¢(t)d(t) cos(2m fot) (6.6)

where S is the transmitted power. The PSD of this signal is centred around
fo and has a (sinf/f)? envelope, with a main lobe width equal to 2R, and
secondary lobes width equal to Re. The useful bandwidth of the DS/SS signal
will be denoted by Wgg and depends on the useful band of the original BPSK
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signal before the spreading process W by
Wss = GW (6.7)

Bandwidth expansion of the useful signal provides a better protection against
band-limited interference. Furthermore, at receiver level, the despreading
operation will provide a gain to the effective SNR, since the interference

power outside the the BPSK signal useful bandwidth W will be mitigated.

6.2.2 DS/SS Demodulation

Considering an AWGN channel with ideal frequency response and white Gaus-
sian noise with constant power spectral density of value Ny/2, the received
signal is

r(t) = s(t) + n(t) (6.8)
The data symbols recovery is a despreading operation where the received sig-
nal 7(¢) is multiplied by a locally generated and synchronized PRN sequence
¢(t). The ideal despreading operation leads to

() =V2Sc(t)d(t) cos 2 fot - c(t) + n(t) - c(t) =
=282 ()d(t) cos(2 fot) + n(t) - c(t) = (6.9)
—=v/23d(t) cos(27 fot) + n(t) - c(t)
since ¢?(t) = 1 for all ¢ (if perfect synchronization with the received PRN se-

quence is achieved). Thus the data symbols d,, can be recovered by projecting

the despread signal over the function

fu(t) = ppp(t — nTy) cos(27 fot) (6.10)

where p is a constant such that

(n+1)T,
JAURSE (6.11)

Ty

Considering rectangular shaping filter, it follows that

fu(t) = \/zpb(t — nT}) cos(2m fot) (6.12)

V7

136



6 — Pulse Blanking Impact on DS/SS Data Demodulation Performance

By projecting the despread signal over f,(t), the recovered data can be

expressed as
r - /'r’(t) ) = A+ (6.13)

where

o A=+/STyd, =+ Eyd, where Eb = /ST, is the energy per data symbol

e n is a sample of a Gaussian random variable with zero mean and

variance Ny/2 obtained from
n = /n(t)c(t) - fa(t)dt (6.14)

Typical BPSK decision rule is

R 1, if >0
d, = (6.15)
-1, if »r<0

For an un-coded DS/BPSK system, the expression of the BER is given by

[101]
P, = %erfc (V%) (6.16)

6.2.3 DS/SS and Coding

Channel coding introduces redundancy in the binary data sequence, which
allows to reduce the impact of the impairments at the receiver side. A con-
volutional code is a binary code C(n,k) where the code-block have infinite
length. The convolutional encoder has memory, since the n coding bits de-
pend not only on the corresponding £ information bits but also on the previous
information bits. In this way, the bit rate increases from R, to

_ B

n
fe=Hy- =7

(6.17)

where R = % < 1 is the coding rate. A practical example is represented

by the signal in space broadcast by SBAS satellites, where a convolutional
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Figure 6.2: Coded DS/BPSK system

encoding of R equal to 1/2 is employed. Figure 6.2 shows the block scheme
of a coded DS/BPSK system transmitter. The coded signal becomes

e(t) = Z e;pe(t —nl) (6.18)

where p.(t) is the rectangular pulse of unitary amplitude for 0 < ¢ < T,. The

corresponding BPSK signal before the spreading operation is
m(t) = V2Pe(t) cos(27 fot). (6.19)

The PSD of this signal has a (sin f/f)? behaviour, with a null-to-null band-
width W, = 2R, centred around f; and secondary lobes with bandwidth R..
Then, the bandwidth W, of the coded BPSK is the scaled in frequency of a
n/k factor with respect to the un-coded BPSK PSD.

After the coding, according to the DS/SS modulation, the coded sequence is
multiplied with the PRN sequence as

z(t) = e(t)c(t) (6.20)

where each coded symbol is multiplied by G' = G% chips. As expected, the
presence of a coding techniques reduces the processing gain introduced by the
spreading modulation. Finally, the resulting BPSK signal after the spreading
is

s(t) = V2Px(t) cos(2m fot) = V2Pe(t)c(t) cos(2 fot) (6.21)
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For the BPSK DS/SS coded system, the BER related to the bit transmitted
over the AWGN channel is higher with respect the case of the un-coded BPSK
DS/SS system, and it is given by

1 E,
P, = 5 erfc ( R- ﬁz> (6.22)

This is due to the bandwidth expansion which in turns leads to an increase of
the noise floor at the code bit demodulator. However, due to the corrective
capability of the code, the BER on the information bits is expected being
smaller than the BER for the un-coded system expressed in (6.16). Modern
coding scheme are characterized by the presence of an interleaver (Figure
6.2). This device commutes the coded data bits, before the transmission on
the channel. Basically each code-block is written in each row of a M x N
matrix. Once all the rows of the matrix are filled, the bits from the matrix
are read column by columns. Such an interleaving operation increases the

corrective capability of a coding scheme when in presence of burst errors.

6.3 Pulse blanking impact on un-coded DS /BPSK

system performance

The received signal in presence of an AWGN channel and pulsed interference

can be written as follows
r(t) = s(t) +n(t) +4(t) (6.23)

where j(t) refers to the additive pulsed interference component whilst s() is
the DS/SS signal expressed in (6.6). At receiver side, data-symbol recovery
is achieved by projecting the received signal r(t)c(t) over the function f,(t)
in (6.12). Thus, the demodulated data is given by

R— / et ()t = At T (6.24)

Ty

139



6 — Pulse Blanking Impact on DS/SS Data Demodulation Performance

where [ is the result of the projection of the jamming signal j(¢)c(¢) on the
function f,(t)

(n+1)Ty (n+1)T
I— /n () fult)dt = \/% /n L e eosrfi (629

Ty

Since we are assuming j(t) as Gaussian white noise, I is a Gaussian random
variable with zero mean. Its variance depends on the pulse characteristics.

Pulsed interference impact on data demodulation depends on the relation
between the pulse duty cycle p and the data bit duration 7;. In fact three

cases can be identified:

e D <T,T <T, (possible scenario: very low symbol rate)

e D <T,T > T, (possible scenario: very low symbol rate, rarely acting

short but strong jamming pulses)

e D>T,T > T, (possible scenario: medium/high symbol rate)

In this Section, the analysis of the pulse blanking effect on the DS/SS systems
data demodulation performance will be carried out considering two kind of

pulsed interfering signal:

e AWGN based pulsed interference

e DME/TACAN pulsed interference

As it has been described in Chapter 4, the pulsed interference scenario orig-
inated by all the ground DME/TACAN stations is seen by the on-board
receiver as an equivalent pulsed interference source extremely dense in time
made by short pulsed duration. For such a reason, the investigation of the im-
pact of pulse blanking on the data demodulation performance will be limited

to the case 1 in both the considered interfered scenarios.
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6.3.1 AWGN pulsed interference

With the name AWGN based pulsed jamming, we refer to a pulsed interfering

signals with the following characteristics:

White Gaussian noise;

Bandwidth equal to useful DS-SS signal band W,;

Discontinuous, with pulse active time D and period T: the pulse is

active for a fraction of time (also called duty cycle) 0 < p=2 <1

Power Jp during the active time D (and zero for the remaining time

T - D).

During the active time, the jamming signal has a power spectral density which

is constant over the Wy, band, with value Jyp/2 where Jyp = 1;{/’;

For proper comparison, it is useful to introduce an equivalent (with the same
energy) Gaussian continuous jamming signal. Since the same energy is trans-
mitted over T instead of D, it has a power J = pJp. This equivalent jamming

signal has a power spectral density constant over Wgg, with value Jy/2, where

Jo = J/WSS = pJop.

When both D and T" are below the data bit duration 7;, the jamming increases

the noise level for each transmitted symbol. Let us denote by
a=— (6.26)
the integer number of jamming period (thus the number of pulses) in each

data symbol. An example with o = 2 is provided in Figure 6.3.

The jamming component is given by

(n+1)T) ot D
1= [ ionwa=3 [ ionwa 620

To i=1
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Figure 6.3: Case 1: 2 pulses per each symbol (a = 2)

where t; is the starting time of the ' pulse within the symbol. Since the
jamming signal is Gaussian noise with constant spectral density Jop/2, I is a
Gaussian random variable with zero mean and variance
2 JOP . bt D 2
(1) = =5~ > / 2(t)dt (6.28)
i=1 Yt

Considering rectangular shaping filter, the energy contained into an interval
is proportional to its time amplitude

t;+D 2 ti+D D
/ fA(t)dt = — A (t) cos?(2m fot)dt = — (6.29)
t Tb t; Tb

2

Then

Joo D S TTyD J
D=5 =357TT, 2 (6.:50)

The jamming impact is the same for each symbol and does not depend on the
value of p. Thus, the impact is equivalent to that of a continuous jamming
signal with the same energy. To summarize, in this case for each symbol the
variance of the noise samples increases from % to % = % + %, thus leading
to the following BER formulation

1 Ey
P, = = erf 31
) QGIC(N0+J0) (6.31)

In order to confirm the validity of such a model, a set of simulations of
2-10° bits transmitted at a data-rate R of 4 kbps according to an un-coded
DS/BPSK scheme has been performed. A spreading PRN sequence at rate
R. = 1.023 Mcps has been adopted for obtaining the DS/SS signal. Several
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AWGN based pulsed interference scenarios have been simulated considering

different % values ranging from 0 to 20 dB. For each % value, the generated
0 0

pulsed interfering signal is made of pulse train of 3 us duration with a duty

cycle p of 50% and results are shown in Figure 6.4. The validity of the model is

0
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Figure 6.4: Bit Error Rate for un-coded DS/BPSK system in presence of
AWGN pulsed interference

confirmed by the results shown in Figure 6.4, where the BER, values achieved
by simulations perfectly fit the trend of the theoretical expected BER defined
in (6.31). In order to analyses the effect of the pulse blanking on the BER
for un-coded DS/BPSK transmission, formulation of the degradation on post
correlator C'/Ny (e.g. the Energy per bit to Noise density power ratio (Ej/Ny)
at the demodulator) is needed. In presence of an ideal pulse blanking, the
degradation on the £, /Ny is defined as

E(1-8) (6.32)

Ey/Ngers) =
( b/ * ff) N0+J0,res

where, 3 is the well know blanker duty cycle, and Jy s is the residual portion
of residual pulsed interference power spectral density. Recalling the model

(4.2), the component Jy .5 is related to the component R; by

JO,res = NO : RI (633)
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Hereafter, a theoretical derivation for both 8 and Jy,.; components will be

presented.

6.3.1.1 [ computation

In order to compute the blanker duty cycle 3, blanking detection perfor-
mance have to be defined. In particular, it is possible to defined the following

probabilities:

e detection probability py: the probability that a generic sample of the
incoming received signal during the pulse activation time D is crossing

the blanking threshold Vi;

e missed-detection probability p,,q: the the probability that a generic
sample of the incoming received signal during the pulse activation time

D is not crossing the blanking threshold V;;

Derivation of both probabilities can be performed making a statistical as-
sumption of the received signals during the pulse activation time D at the
ADC output. Since AWGN based pulsed interference is considered, it can
be shown that, the samples at the ADC output during D are Gaussian

distributed with zero mean and variance o2 equal to
0'2 = (N(] + J()P) . Bfe (634)

where By, is the front-end bandwidth. Thus, the pulse blanking detection

probability becomes
e .2 Vin )

=2 e 202 dx = erfc 6.35
b /Vth oV 2T (a\/§ ( )

As a consequence, the pulse blanking missed-detection probability is

Vin )

md = erf 6.36
i =it (2 (630

Then the theoretical blanker duty cycle g can be computed as:

B=pa-p (6.37)
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6.3.1.2 Jy,.; computation

For the Jy s component derivation, an approximated upper-bound model is
employed. If § is the percentage of the blanked samples computed over the
total received signal, it is possible to assume that the signal after the blanker
is still corrupted by an equivalent residual pulsed interference characterized

by a duty cycle p,es, defined as

B
Dres_( _;>D
T T

Pres = =p—0 (6.38)

During the equivalent residual pulse activation time D,.. , samples at the ADC

output are Gaussian distributed with zero mean and variance o2, given by
0pes = (No + Jopres) - Bye (6.39)

where NyB;. < 02, < V2. The approximated model for the Jo,; computa-
tion is based on the assumption that the average power of the signal at the

blanker output during the residual pulse activation time is

. VA + NoBye

~~ 6-40
Tes 2 ( )
which leads to the final Jj,.s computation
1 (V2 — NyBye
JO,res ~ JOP,res * Pres = §(thB—0f) * Pres (641)
fe

The validity of the model has been tested through a set of simulations. Trans-
mission of 2 - 10° bits at R, = 4 kbps according to a DS/BPSK system mul-
tiplied by a PRN sequence transmitted at rate Rc equal to 1.023 Mcps has
been performed for the spreading operation, and results are shown in Figure
6.5. The spread spectrum signal is then transmitted over a AWGN channel,
after being BPSK modulated. A strong AWGN pulsed interference providing
an % ratio equal to —15 dB has been also simulated over the channel. At
receiver level, the ideal pulse blanking simulator suppressing only the sam-

ples crossing the blanking threshold V}; has been enabled. First results are
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shown in Figure 6.5(a) and Figure 6.5(b) where blanker duty cycle 8 and
residual interference power spectral density Jo,.s are respectively reported.
Here it can be observed that the presented theoretical derivation for g and
Jores represents a valid model, as confirmed by the measured data (dashed

red lines).
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Figure 6.5: Theoretical and simulated pulse blanking performance against
AWGN based pulsed interference

Figure 6.6 shows the effective pulse blanking impact on the data demodulation
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for the un-coded DS/BPSK system affected by AWGN pulsed interference and
confirms the validity of the model presented in (6.32).

AWGN pulsed interference: Eb/Jo =-15dB; p=50%;
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Figure 6.6: Pulse blanking impact on BER for un-coded DS/BPSK system
in presence of AWGN pulsed interference

6.3.2 DME/TACAN interference

On the basis of the model in (4.2) defined in Chapter 4, in presence of an
ideal pulse blanking, it is possible to define

E, (1-
(B Noegs) = 12 - =0

(6.42)

where § and R; have been already defined and derived in Sections 4.4.1
and 4.4.2. In order to validate (6.42), a set of simulations of an un-coded
DS/BPSK system in presence of DME/TACAN interference has been per-
formed. In particular, the simulated DME/TACAN interference is repre-
sented by the composite pulsed signals generated by 21 ground stations and
achieving the on-board GNSS receiver antenna. A PRN sequence of 1023
chips transmitted at 1.023 Mcps has been employed for spreading purposes,
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and 4 MHz front-end filter bandwidth has been considered for the signal sim-
ulation at the blanker input. Figure 6.7 shows the profile of the pulsed peak
power to the signal power ratio Jammer to Carrier power ratio (.J/C') for the
considered scenario. Performance of the un-coded DS/BPSK system have
been assessed at different values of Fj,/Ny, given a constant signal power C'

and a bit rate R, equal to 4 kbps.
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Figure 6.7: Pulsed peak power to signal power ratio profile

From Figure 6.7 it is possible to notice that the considered interference en-
vironment is extremely harsh due to the higher values of the J/C ranging
between 30 and 53 dB,thus leading to an Energy per bit to Jammer density
power ratio (Ej/Jy) approximately equal to —9 dB before the application of
the pulse blanking.

Figure 6.8 shows the DS/BPSK system performance in terms of BER when
the pulse blanking circuitry is adopted.

It can be clearly observed that, the model in (6.42) perfectly matches the
achieved results. Furthermore, worst data demodulation performance are
achieved even at higher Ej,/Ny. This is due to the fact that, the ideal pulse
blanking operation not completely removes the DME/TACAN pulses thus
leading to a high post blanking £,/ Jo.
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DME/TACAN interference: Eb/Jo =-9dB
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Figure 6.8: Pulse blanking impact on Bit Error Rate for un-coded DS/BPSK
system in presence of AWGN pulsed interference

6.4 Pulse blanking non linearities impact on real
coded DS/BPSK system: the Galileo E5a

case

This Section will investigate the impact of the pulse blanking on real coded
DS/BPSK system. In particular, the transmission of the F/NAV message on
the Galileo Eba-I channel will be considered, and demodulation performance
at receiver level will be assessed taking into account all those non-linear be-
haviours characterizing realistic pulse blanking circuitry. Furthermore, the
system will be assessed considering higher data-rates transmission in the range
2—4 kbps with respect the standard data rate transmission on the Eba-I chan-
nel equal to 50 bps. The scope of this analysis is to investigate if the pulse
blanking non linearities, which are not taken into account in the several the-
oretical derivations present in literature, have a not negligible impact on the
expected signal degradation at the demodulator input. Moreover, investiga-
tion of the possibility to increase the data-rates for future SBAS transmission

on GPS L5 and Galileo Eba frequency bands is also presented.
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6.4.1 Pulse blanking non linearities

The concept of pulse blanking non-linear behaviour has been already intro-
duced in Chapter 4. Such behaviours may be caused by the reception of strong
pulsed interfering signals which cause the saturation of the active components
in the receiver front-end thus impacting also on the pulse detection perfor-
mance of the blanking circuitry. Figure 6.9 provides a comparison between
the effect of an ideal pulse blanking and the effect of a non-ideal blanking
performed on the DME/TACAN double pulses. The a non perfect blanking

Ideal pulse blanking Non ideal pulse blanking
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Figure 6.9: Ideal versus non-ideal pulse blanking

leads not only to a delay on the detection of the initial part of the pulses,
but also to a delay of a pulse blanking deactivation time, thus leading to a
non-perfect suppression of the interference and to a greater degradation of
the useful GNSS signal. Thus summarizing, two parameters can be identified

in order to characterize the pulse blanking non linear behaviours:

e reaction time v which represents the delay in the detecting the initial

part of pulse.

e recovery time d which represents the delay of the blanker in detecting

the end of the pulse.
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A parametric analysis considering values of v and ¢ in the range 0 — 3 us
has been performed and results are presented in Figure 6.10 and Figure 6.11
where the blanker duty cycle § and the effective post correlation C'/N, are
shown respectively. As expected the blanker duty cycle increases with the
increasing recovery time 9, while it decreases with the increasing reaction
time . In fact, a slow pulse blanking detection time allows great portions of
DME/TACAN pulsed interference going through the correlators thus leading
to a high degradation in the C'/Ny. It can be also observed that for a fixed
value of 7, an increasing value of § within a determined range (e.g. 0.1us <
d < 1us for v = Ous) lead to a gain in the post correlator C'/Ny. This is
due to the fact that, slightly increasing 9, even those samples belonging to
the DME/TACAN pulse’s tails are suppressed. However, for high values of
recovery time, a large portion of the received signal is suppressed (5 > 70%)

leading to a high degradation in the effective post correlation C'/Nj.
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Figure 6.10: Blanker duty cycle S for different values of reaction + and
recovery 0 time
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Figure 6.11: Effective C'/N, for different values of reaction v and recovery ¢
time

6.4.2 The F/NAV message on Galileo E5a-I

The Galileo SiS transmitted in Galileo Eb5a frequency band, where the strong
DME/TACAN interference environment is expected, is composed by two
quadrature phase channels, Eba-I, carrying the navigation data bits, and
Eb5a-Q representing a pure pilot channel. The same Quadrature Phase Shift
Keying (QPSK) like signal modulation is also transmitted in the Galileo E5b
band, as shown from Figure 6.12, where the scatter plots, obtained processing
real collected data coming from the second Galileo aclOV satellite, the Flight
Model 2, in both E5 side-bands are shown.

From the scatter plots it can observed that each channels is a BPSK like
signals. In particular, concerning the Eb5a-I data channel, the navigation
data transmitted at 50 bps are modulated with a PRN code sequence made
of a primary code and a longer secondary code, thus resulting in a tiered
code length of 20 ms. Table 6.1 summarizes the primary and secondary code

properties featured in both Eba-I and E5a-Q channels.

Many other details, on primary and secondary code generation can be found

in [15].
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Figure 6.12: Eba and E5b signal modulation

Table 6.1: Eba PRN code

Signal Tiered Primary | Primary | Secondary
Code Code Code Code
Period Length Rate Length
[chips] [Mcps] | [chips]
E5a-1 20 10230 10.23 20
E5a-Q 100 10230 10.23 100

Concerning the data message format, the F/NAV message is transmitted
over the Galileo E5a-I channel. The single F/NAV word of 244 bits length,
is encoded through a convolutional encoder of 1/2 code rate, and processed
by a 61 x 8 interleaving matrix before being modulated by the tiered code
Additional details on the convolutional

and transmitted over the channel.

encoder properties and F/NAV message structure can be found in [15].

Performance of F/NAV message demodulation has been assessed in presence
of the strong DME/TACAN interference scenario described in Section 4.5
of Chapter 4. Such an interfered scenario is representative of the expected
environment in the so called DME/TACAN hotspot location, described in [1].
In Figure 6.13, the spectrum of 10 ms of Galileo Eba signal combined with
DME/TACAN interference is shown.
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Figure 6.13: Galileo E5a signals interfered with DME/TACAN pulses

The entire spectrum is completely jammed by several narrow-band interfer-
ence each representing the DME/TACAN double pulse pair train received
from a determined ground beacon. However, the number of narrow-band in-
terference in the spectrum are not representing the total number of DME/TACAN
stations in LoS to the receiver on-board (about 40) since some of them is
transmitting the pulsed signal on the same carrier frequency.

The pulse blanking was enabled during the whole test duration, consisting
in the transmission of 2 - 10° bits. The performance of the system have been
assessed in terms of BER and for different values of blanking recovery time ¢
and reaction time 7 in the range 0 — 3 ps. Furthermore, the pulse blanking
threshold has been set according to a py, = 107 and the AWGN channel has
has been simulated according to a C'/Ny = 49.9 dB-Hz.

Since the aim of the test was to investigate the possibility of exploiting higher
data rate (order of kpbs), the coded DS-BPSK system, representative of the
data bit transmission over the Eba-I channel, has been tested for different
data rate in the range 2 — 4 kbps. Figure 6.14 and Figure 6.15 shows the
F/NAV navigation data demodulation performance in case of hard decod-

ing and soft decoding respectively considering four different behaviour of the
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pulse blanking:
e Ideal blanking: v = Ous and 6 = Ous;
e v=1us and § = 2us;
o v=2usand 6 = 1us
e v =3us and 0 = 3us
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Figure 6.14: Pulse blanking impact on Eba-I channel data demodula-
tion performance in presence of DME/TACAN system: hard
decoding

The achieved results are in line with those reported in Figure 6.11. Best
F/NAV demodulation performance are achieved when exploiting an ideal
pulse blanking (blue line), since the effective C'/N; post correlation and thus
the E,/Ny at the demodulator is higher with respect the £,/Ny achieved in
presence of non-ideal blanking (see Figure 6.11). Furthermore results con-
firm that soft decoding should be preferred with respect the hard decoding
scheme as expected. The simulated pulse blanking non linearities have a not
negligible impact on the data demodulation performance of the simulated
system. Worst performance are achieved simulating a blanking characterized

by slow detection and recovery time (green line). In this scenario, due to the

155



6 — Pulse Blanking Impact on DS/SS Data Demodulation Performance

Soft decoding performance

10 5 - T T T T T
i-e-y=0 ps; o time=0 ps ' ‘
[-e-y=2 us; o time=1 ps ‘ , 1
10_1;---y=1 ps; d time=2 ps ; , 4
H-=-y=3 us; & time=3 ys ]
10_2§ E
o r
oI
107
0% : E
f o pnbivbeitot g v ]
10_57 I I I I I I I ]
2 2.25 2.5 3 3.25 3.5 3.75 4

2.75
Bit-rate [kbps]

Figure 6.15: Pulse blanking impact on Eba-I channel data demodula-
tion performance in presence of DME/TACAN system: hard
decoding

composite and dense in time pulsed interference at the receiver input, a slow
detection time combined with a slow recovery time causes the suppression of
large portions of useful GNSS signal, comparable to the duration of several

adjacent bits.

Furthermore, Figure 6.15 shows that in such a scenario, higher data rates (up
to 2.5 kbps) with respect those employed in the standard F/NAV navigation
data transmission can be accepted but careful front-end receiver and pulse

blanking design are required.

6.5 Conclusions

The analysis addressed in this Chapter revealed that, un-coded DS/BPSK
systems operating in strong pulsed interference may be threatened seriously
even in presence of a pulse blanking countermeasure. The investigation of un-
coded DS/BPSK systems performance, carried out in presence AWGN pulsed
interference and the more realistic DME/TACAN interference, revealed that

the use of higher data bit rate (4 kbps) with respect those exploited in the
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standard GNSS (50 or 250 bps) lead to a non acceptable data demodulation
performance, since the presence of a blanking mechanism can potentially
suppress long portions of signal comparable to the data bit duration. For
such a reason, looking also at the future SBAS standard evolution on the
GPS L5 and Galileo Eba, data protection scheme provided by the use of data
encoding and interleaving should be implemented, as shown from the analysis
addressed in Section 6.4. Here it has been shown that, using the same coding
and interleaving scheme employed for the F/NAV message transmission on
the Galileo Eba-I data channel, good data demodulation performance can
be achieved even at higher data rate (order of kbps)in presence of a strong
DME/TACAN interference and pulse blanking as a countermeasure. However
a careful design of a pulse blanking circuitry capable of detecting the pulsed
interference and suppressing also those DME/TACAN components below the

blanking threshold as much as possible, is needed.
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Chapter 7

Weak GNSS Signal Navigation

This Chapter is devoted to the study and design of a HS receiver capable
of detecting and processing feeble GNSS signals. Investigation on the aiding
requirements needed for correct acquisition and tracking of very weak signals

is carrier out first theoretically and then by means of software simulation.

7.1 Introduction

So far, the thesis has provided a description of the most common interference
mitigation algorithms for GNSS applications and, advanced signal processing
techniques for interference suppression, which increase considerably the GNSS
receiver robustness in harmful interfered scenarios, have also been presented.
However, in many other environments, where the number of GNSS based
applications is constantly growing, such as in indoor, urban canyon, or space
scenarios, receivers performance are seriously threatened since they have to
deal with several factors like multipath, low satellites visibility and weak
signal reception. For such a reason, in the last years GNSS community has
focused its attention on the investigation and development of high sensitivity
solutions and signal processing techniques which can be integrated in GNSS

receivers in order to improve their robustness and their sensitivity.
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After providing a general overview of the state of the art for HS receivers,
methodology and design of a HS acquisition scheme for weak GNSS signal

detection are provided in the next Sections.

7.2 State of the art of High Sensitivity Receiver

The conventional acquisition stages are designed to work in open-sky condi-
tions, where a nominal received signal strength is expected to be captured
by the receiver antenna. In harsh environments, HS acquisition strategies are
required to deal with the reduced received power. In principle, as a nature of
DS/SS, the longer the coherent integration time T;,; between the local and the
received signals is, the better the de-spreading gain (i.e. signal-to-noise ratio
improvement) that can be obtained after the correlation process. However,
the presence of unknown data bit transitions limits the value of T}, < Tj,
being Tj, the data bit duration (e.g. T;,; < 20 ms as for GPS L1 C/A signal)
to avoid the correlation loss. A major issue for indoor GNSS signals is the
extremely low SNR (e.g. C/Ny= 5dB-Hz - 30 dB-Hz), because the typical
sensitivity of a common GNSS receiver (about 35 dBHz - 40dBHz) is not
sufficient to guarantee proper indoor detection performance. In particular
the acquisition stage may fail in identifying correct correlation peaks corre-
sponding to the best estimation of the code delay and Doppler shift. There
are several analogies between the typical indoor environment and the space
environment in terms of expected C'/Ny, thus making feasible the adaptation
of indoor techniques.

Acquisition sensitivity can be increased by extending the coherent integra-
tion time, but the maximum achievable performance is bounded primarily by
the presence of data bits which introduce sign reversals within the integra-
tion window and may result in a partial or even total cancellation of correct
correlation peak. This limitation is only neglected if there is an external-

aiding source, which provides the data transition information. Furthermore
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the sensitivity improvement obtained by increasing T}, is traded-off with an
increased computational complexity. The Doppler step width (Af) reduces
as T;,; becomes larger and this fact increases the search-space size. Further-
more, the instability of the receiver clock causes difficulties for the acquisition
stage, especially if T}, is large, because of the carrier and code Doppler ef-
fects. Therefore, one should consider the trade-off between the sensitivity
improvement and the complexity increase when changing the value of T, .
It is well known that in order to overcome the issue of data bit transitions,
non-coherent accumulation can be performed [102|. Non coherent accumula-
tion makes also the acquisition stage robust to Doppler variations that may
not be negligible when dealing with long integration periods. Common GNSS
receivers typically adopt non-coherent accumulation of subsequent coherent
correlations. This technique is insensitive to bit transitions but suffers the
squaring loss issue. This means that the theoretical gain obtained by in-
creasing the number of accumulated blocks is lower than for a pure coherent
integration of equivalent length.

The sensitivity assistance technique, also adopted in 3rd Generation Partner-
ship Project (3GPP) specifications in the framework of mobile applications,
enables HS acquisition, since it provides approximate code-phase/Doppler
frequency estimates along with fragments of the navigation message. This
allow for wiping off data-bit transitions and for extending the coherent inte-
gration time. Furthermore, the knowledge of a rough estimate of the delay
and Doppler shift allows for a reduction of the size of the acquisition search
space, thus improving the probability of detection at search space level. Long
signal snapshots are typically required by HS correlation algorithms. Hence,

sensitivity losses can still be experienced due to:

e the residual Doppler error (including the finite search resolution in

frequency and the contribution of the user dynamics);

e the uncertainty on the Local Oscillator (LO) frequency. These effects
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impact the observed carrier frequency and can be relevant with long

coherent integrations;

Finally, a trade-off between sensitivity and complexity is necessary. Reduced
sampling rates are mandatory to minimize the computational load of the
baseband processing as well as the optimization of the assistance information
exchange is fundamental in order to minimize the communication load. Thus,
as remarked in [102], the problem of achieving HS acquisition can be summa-
rized in the design of a proper combination of coherent integration (achieving
the best gain in terms of noise averaging) and non coherent accumulations
(insensitive to data transition and residual Doppler effects).

This Chapter will investigate the design of an HS acquisition scheme for weak
GNSS signals detection beyond the GNSS satellites orbit, as an example in
the harsh lunar scenario. The analysis will cover the determination of optimal
coherent integration time 7;,; and non-coherent accumulations K which allow
the receiver to acquire very low GNSS signals (down to 5 dB-Hz) with good
detection probability. As we will see, extension of T},; in the order of seconds
is needed. Thus the assumption that the on-board GNSS receiver employs
self assistance techniques for secondary code synchronization or data wipe-off

is taken into account.

7.3 GNSS environment on the Lunar orbit

The design of the GNSS receiver acquisition scheme for weak signal process-
ing as well as the investigation on the required Doppler aiding accuracy is
analysed taking into account the study of the Lunar GNSS environment pre-
sented in [6]. The main challenges for a GNSS receiver operating in lunar

exploration mission can be identified as:

e Extremely weak GNSS signal power available at the on-board receiver;
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e Poor satellites availability and satellites geometry (high GDOP values)

i.e. low LoS visibility;

e Large power differences between stronger (main satellite antenna lobes)
and weak signals (secondary satellite antenna lobes). Reception of
strong GNSS signal (27-30 dB-Hz), may threat the correct acquisition
of weaker signals (5-10 dB-Hz) especially if both strong and weak sig-
nals are characterized by similar dynamics. This problem is known as

the near far effect;

e High dynamic environment (Doppler in the range +20 dB-Hz —20 dB-
Hz;

Y

7.4 Acquisition Scheme and Detection Algorithm

As it has been described in Section 7.3, the GNSS environment along the

Moon Transfer Orbit (MTO) trajectory is extremely harsh. Low C/N; up
to 5 dB-Hz, together with expected high Doppler and not negligible Doppler
rate values, force the use of aiding information. An Assisted GNSS (A-GNSS)
system is needed for providing information such as an a-priori knowledge of
the navigation data sequence, allowing a data wipe-off operation in case of
large coherent integration time and a prediction of the expected Doppler fre-
quency. Moreover, a fast acquisition scheme would be needed for reducing the
Mean Acquisition Time (MAT). In such scenario, an FFT based acquisition
scheme parallel in the time domain has been considered.

Figure 7.1 shows the FF'T based acquisition scheme, parallel in the time do-
main. The digital signal at the receiver front-end output received by one

single satellite can be written as
yrr = V2Cc(nTy, — 7)d (nTy — 7) cos (27 (f1r + fD)n + @) (7.1)

where
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Figure 7.1: Time parallel acquisition scheme: the CAF is determined by using
a circular convolution employing efficient FFTs

e (' is the receiver GNSS signal power;

c is the spreading sequence received with a delay 7;

d is the navigation data bit stream;

frr is the intermediate frequency;

e fp is the Doppler frequency affecting the GNSS signal;

In such acquisition scheme, the single digitized GNSS received signal y;z[n]

is multiplied by the factor exp {—j27r (f[F + f_D) n} obtaining the sequence

qn] = yrr[n] exp{—j27r (f]p+fp) n} (7.2)

Then, the correlation output for each bin of the search space is obtained by

means of a circular correlation function defined as
_ 1 *
Y (?,fD) = N]DFT {DFT{qln]} - DFT {c[n]}"} (7.3)

It is easy to show that the Cross Correlation Function (CCF) and the cir-

cular CCF coincide only in presence of periodic sequences. This is the case
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when locally generated complex exponential perfectly matches the expected
Doppler frequency fp, except for the noise contribution and a residual term
due to a double frequency 2fp component contained in the term ¢[n]. In
the other frequency bins, the presence of a sinusoidal component could alter
the periodicity of the sequence [103]. Finally the evaluated CAF S(7,fp) can
be evaluated as the squared modulus of the correlation output Y (7,fp), and
written as

~ 2

S(7.fp) = [Yi(7.fp)]" + [Yo(7./p)] (7.4)

highlighting the in-phase and quadrature components.

7.4.1 Acquisition threshold determination

The basic metrics of the performance evaluation of an acquisition scheme are
the detection and the false alarm probabilities of a single cell of the search
space, hereinafter indicated, respectively as Py and Py,; they are also referred
as single trial probabilities. In general, the acquisition threshold determina-
tion is performed according to a required Py, and to an assumption of the
statistical distribution of the CAF in each cell of the search space in the null
hypothesis Hy, representing the case when the signal is not present. Whilst,
once the acquisition threshold is set, the single cell detection probability can
be evaluated under the statistical assumption of the distribution of the CAF
in each cell in the so called alternative hypothesis H; when the signal is
present and correctly aligned. Thus, given a determined acquisition thresh-
old f;,, and naming X the generic random variable related to the single cell
of the search space, the false alarm and detection probabilities can be defined

as

Pro(Bin) = P(X > Bu|Ho) = P (X > Bu|T #7U fo # fp)

B (7.5)
Py(Bi) = P(X > Bu|Hy) = P (X > Bu|T =70 fp = [p)
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In our case the decision variable X is the value of S(7,fp) in a bin of the
search space. In the following the statistical characterization of the random

variable X is obtained.

7.4.1.1 Coherent Acquisition

When only coherent integration time is used, each cell of the search space
is obtained as the squared absolute value of a complex Gaussian random
variable with independent real and imaginary part. Under the Hy hypothesis
Yi(7,fp) and Yy(7,fp) are both Gaussian distributed with zero mean and

variance o2 expressed as

o2 = Off = N]Sf (7.6)
with Ny and B respectively the power spectral noise density and the pre
correlation filter bandwidth, whilst N, is the number of samples in one coher-
ent integration time. Thus, being S(7,fp)|Ho the sum of the squares of two
independent zero mean Gaussian random variable, the resultant probability
density function is a central x? distribution with two degrees of freedom

1 x
fs ionm () = 5 Xp{ } , x> 0; (7.7)

(S —
2 2
20'n 20'n

Consequently the probability of false alarm is derived as

Pro= [ fs@.fo)m(x)de = exp { o } (7.8)

2
Btn 20n

Such relation can be easily inverted in order to retrieve the single cell acqui-
sition threshold f;, according to a required false alarm probability.

Under the H; hypothesis Y;(7,fp) and Yo(7,fp) are no longer zero mean, as
it is shown in [103]. Thus the sum of the square of two non-zero mean inde-
pendent Gaussian random variables leads to a non-central x? random variable

with two degrees of freedom and non-centrality parameter A defined as

A= B2 [Yi(r.Jo)] + B [Yo(7.fn)] = AZ _ g (7.9)
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Then, the resultant probability density function is

1 T+ A vV
fs joym (x) = 552 &P {_ }[0 ( 3 ) ;02 0; (7.10)

2
n Zgn

Under this hypothesis the single cell detection probability can be evaluated

o) b A
Pd(ﬁth)/ﬁ fS(?,fD)|H1 (x)dx = Q1 (\/%4/%) (7.11)

where Q(a,b) is the generalized Marcum Q-function of order k.

as

7.4.1.2 Non-coherent Acquisition

Acquisition performance can be improved exploiting non-coherent summa-
tions, which simply consists in summing a certain number K instances of the

output of the acquisition block, as shown in Figure 7.2.

Squared modulus
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Figure 7.2: Non-coherent accumulations in acquisition scheme

The squaring blocks remove the phase dependence and the CAFs are non-

coherently summed. The final decision variable becomes
K-1
Sk(7.fp) = Su(7.fp) (7.12)
k=0

Under the Hy hypothesis, the final CAF is the sum of K central y? random
variables with two degrees of freedom. Thus the final distribution is a central
x* with 2K degrees of freedom [104] which can be expressed as

11 r \ ! T
fSK(?,fDHHo("L‘) = 20_2 F(K) (20_2) €xXp {_ﬁ} , L Z O, (713)

n
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The probability of false alarm is then given by

: 5 (2)
Pra = / Fsic(r o) o (¥)d = T(K) (7.14)

Btn
where [k (z) is the complementary incomplete Gamma function of order K.
Under the H; hypothesis, the final random variable Sk (7,fp)|H; is the sum

of K non-central y? random variables with non-centrality parameter equal to

A=\ (7.15)
0

=

i

Thus, the probability density function is given by

1 sax\E-1)/2 T+ A\ Z\
Q" 5 ()

(7.16)
where [ is the modified Bessel function of the first kind of order K. Thus

the probability of detection can be then derived as

00 \ )
Pa(Bun) = /bt fsre @z foyim (@)dz = Qk <\/;,\ / %) (7.17)

7.4.2 Searching Strategies

So far the probabilities definitions, are related to the single cell domain. Such
probabilities denoted as Py, and P; play an important role in determining
the overall performance, but the acquisition decision is taken observing the
whole search space, i.e. considering the statistical event generated by the
combination of the random variables at the single-bin level. Thus the acqui-
sition performances are also strongly dependent on the decision statistic and
on the overall detection and overall false alarm probabilities, denoted as Pp
and Pp 4 respectively. Before going to through the description and derivation

of such overall probabilities, few assumptions have to be mentioned [105]

e The alternative hypothesis H; is verified only in one single cell of the

search space. This means that, if code delay and Doppler shift are
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rightly compensated on the n', only the n'® cell is distributed as f4(z),
according the assumption made under the hypothesis H;. The random

cell verifying this condition is denoted with X 4.
e Only one random variable X 4 is present over the whole search space.

e The variable X4 can be in any cell with a uniform probability 1/N,

being N the dimension of the whole search space

e All the random cells of the search space are supposed to be statistically

independent.

Expressions of the overall false alarm and detection probabilities are strongly
dependent on the chosen searching strategies. The main acquisition strategies

employed in order to explore the search space are:

e Maximum: The correlation function is evaluated all over the search
space, for each value of Doppler shift and code delay. Then only the

maximum value of the CAF is compared with the acquisition threshold

Bin-

e Serial: Here the ambiguity function is serially evaluated cell by cell.
Each value is compared to the acquisition threshold, and the acquisition

process stops at the first threshold crossing.

e Hybrid: The ambiguity function is evaluated row-by-row, exploiting
for example FFT-based algorithms and the decision is taken on the
maximum of each row-by-row. The acquisition process terminates as

soon as the maximum in the current row exceeds the threshold.

The acquisition performance study will be carried on taking into account the

Maximum strategy search.
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7.4.2.1 MAXIMUM Strategies: detection probability Pp

Using this strategy, a right decision is obtained when X, assumes the maxi-
mum value within the search space and it passes the threshold S;,. Thus the

overall detection probabilities can be rewritten as

Pp(fn) = P (Xa = max {X,} X4 > Bn) (7.18)

Denoting with ~ the value assumed by the random variable X 4, using the the-
orem of the total probability, the overall detection probability can be rewritten

as

Pp(Bu) = /:, [1P (Xa > X0l Xa =7) falw)de (7.19)

th n=1

In the last product all the terms are equal except to the one corresponding

to the case X4 = X,,. So there are N — 1 terms equal of the type

P (X2 XulXa =) = P(X, <lHo) =1~ P(X, > 1/Hy) = 1 - Pra(7)

(7.20)
and only one term equal to
PXa2Xp|Xa=7)=P(y27Xa=7)=1 (7.21)
Thus the overall detection probability expression becomes
%zéﬂbfmm“vmwx (722)
th

If Ps,(7y) is small enough, then the overall detection probability reduces to

Pp =~ falx)dx (7.23)
Btn

7.4.2.2 MAXIMUM Strategies: false alarm probabilities Pr 4

Differently from the false alarm probability Py, at cell level, which is by def-
inition in absence of signal, the overall false alarm probability Pr4 changes
depending if the signal is present or not. In order to avoid confusion the false

alarm probabilities in absence or presence of signal will be named respectively
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Pg, and PP ,. The case of signal absence is analysed first.
In this scenario a wrong detection happen when the maximum of the ambi-

guity function crosses the acquisition threshold f;,. Then the P}, becomes

Pp, =P (mrzlxx {X,.} > ﬁth> =

N (7.24)
:1—H(1—P(Xn > B)) =

=1 — (1 = Pra(Bun))"

Figure 7.3 shows the increasing trend of the P{, with respect the increasing

number of bins in the search space, for a given Py, = 1078 at cell level.

—p :1e—OO8E
fa

— decision false alarm probability

0 2 4 6 8 10 12 14 16 18
Search space dimension [N] % 10°

1 O L L L L

Figure 7.3: False alarm probability at search space level versus the number
of bins in the search space for a fixed false alarm probability at
cell level

Figure 7.4 shows the Pf, trend versus the Py, at cell level. The four curves
are related to four different value of N. In both Figure 7.3 and Figure 7.4
it can be observed that the false alarm probability Py, at search space level
improves together with the reduction of the number of bins in the search
space. However it has to be noticed that P, assumes higher values with

respect the false alarm probability at cell level P,.
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Figure 7.4: False alarm probability at search space level versus false alarm
probability at cell level for a fixed number of bins in the search
space

When the signal is present, the expression of the P%, can be easily obtained

by difference, as

Ppa(Bu) =1 = Pp(Bu) — Pup(Bun) (7.25)

where Pyp(By) is the overall missed-detection probability. A missed-detection
occurs when the satellite is present but it is not detected. This happens
when no cell value exceeds the acquisition threshold. Thus, the overall

missed-detection probability can be defined as

N
Prp(Bin) = Z P (X, < Bw) (7.26)
n=1
where
1 — Py(Bi), when X,=X,

P(Xo, < fin) = (7.27)
1-— Pfa(ﬁth); when XA 7é Xn

Therefore the overall missed-detection probability becomes

Bin

Pup(Bi) = [1 = Pra(Bn)]" - i fa(z)dx (7.28)
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7.5 Theoretical Acquisition Sensitivity Analy-
sis

A method for assessing the acquisition performance is based on the evalua-
tion of the SNR defined along the receiver processing chain. Hereafter, the
definitions of coherent SNR and SNR after non coherent accumulation will

be provided.

7.5.1 Coherent SNR

As proved in [102|, the coherent SNR is defined as the ratio of the post-
correlation signal power and the noise power
g\ 2

v (£) -
where S is the amplitude of the correlation peak, while oy, is the standard
deviation of the noise after correlation. Denoting with N., the number of
samples accumulated within a coherent integration time, considering an ide-
alized coherent integration (infinite bandwidth and uncorrelated noise), the
signal magnitude grows by N,, and the noise standard deviation by /..
Thus, the coherent SNR. p. will grow as

2
pe=SNR,.- ( N 2) — SNR. - N, (7.30)

[

where N, represent the ideal coherent gain. Thus, in ideal condition, use of
higher sampling frequency would lead to an increased coherent gain. However,
the increase of the sampling frequency may not be a solution for achieving
higher coherent SNR. As it is shown in [102], use of a higher sampling fre-
quency with respect the Nyquist sampling frequency can lead to a decrease
of p. caused by the correlated noise samples.

Figure 7.5 shows the coherent SNR for GPS L1 C/A code (R. = 1.023
Mchips/s), signal at 5 dB-Hz, according to the ideal front-end parameter
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showed in Table 7.1. The blue curve represents the coherent SNR p. plotted
versus the coherent integration time. The three coloured straight lines refer
to three different values of the squared ratio between the acquisition threshold
B, and the correlation noise standard deviation (i.e.in dBs 20-logy, (Bin/on)
), obtained for three different false alarm probabilities Py, at single cell level.

Such level represents the SNR threshold corresponding to the chosen threshold
Bin-

GPS L1 C/A code: BIF = 2RC FS:ZB

IF
20 T T T
18- s -4
16 e s .
) aa
S, 14 - ]
(8]
Q .
'ﬂ'
12F 1
e -e-Coherent SNR
‘ —1e-006
10 1e-007
—1e-008
1 2 3 10

4 5 6 7
Coherent integration time [s]

Figure 7.5: Coherent SNR

Table 7.1: Ideal Front-end parameter for GPS L1 C/A code

Front-end parameters Value
Brr 2R. (GPS L1 C/A code)
F, 2Brr

Figure 7.6 shows different Receiver Operating Characteristic (ROC) curves
obtained for different values of coherent integration time. It can be noted that,
for a P;,107%, which will guarantee a false alarm probability at search space
level P&, of 1072, as it will be shown later during the theoretical investigation,
a Py more than approximately of 90% can be achieved if a coherent integration

time larger than 16 seconds is used, in the ideal case. Results shown in Figure
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ROC: GPS L1 C/A code: BIF = ZRc FSZZB
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Figure 7.6: ROC curve - Coherent integration

7.5 and Figure 7.6 are obtained in an idealized case, where losses related to
the IF filtering of the GNSS signal, quantization, frequency mismatch, code
alignment and correlated noise are neglected. Such losses are described in

details in [102].

7.5.2 Non-Coherent signal accumulation

When non-coherent signal accumulation is present, the Sum-of-Squares (SS)
operation changes the correlation peak magnitude as well as the standard
deviation of the correlation noise floor. Such an effect is limited by the so

called squaring loss, which can be defined as

t N
7 _ bos SS SNR (7.31)
Pe
A generalized expression for the squaring loss is presented in [104] as
4—7
L =10 - log,, ( ) + pelaB—
(7.32)

o () [(5) 6 5) () (5] )
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where [, is the modified Bessel function of the first king of order n. Thus
after the non-coherent accumulation of K istances of S(7,fp), the final SNR

Pne becomes

Prclas = pela — L+ 10 - logio K (7.33)

Figure 7.7 shows the non-coherent SNR, p,,. with respect three different values
of the squared ratio between the acquisition threshold Sy, and the correlation
noise standard deviation, obtained at three different false alarm probabilities
Py, at single cell level and for different values of non-coherent summations

K.

ROC GPS L1 C/A code: B”::ZRC FS:ZB
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Figure 7.7: Non coherent acquisition performance

Such theoretical results have been obtained for GPS signal and for a coherent
integration time of 1s. This example shows how it is then possible to reduce
the coherent integration time but a large number of non-coherent accumula-
tions are needed. Figure 7.8 shows the different ROC curves in the case of
different values of non-coherent accumulations. Each ROC curve is obtained

fixing a coherent integration time equal to 1 s.

Good detection performances at cell level can be achieved with a number of
non-coherent summations above larger than 35, as confirmed in the results in

Figure 7.7. A great portion of signal needs to be processed in order to achieve
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ROC at cell level: GPS L1 - C/NO:5dB—Hz; Timzls
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Figure 7.8: ROC curve- Non coherent integration

correct signal acquisition. This is due to the fact that, at 5 dB-Hz a coherent

integration time equal to 1s leads to a low coherent SNR resulting in a not

negligible squaring loss of 1 dB, as seen in Figure 7.9, where (7.32) is plotted

with respect the coherent integration time.

Squaring loss
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Figure 7.9: Squaring loss

30

However, such an analytical formula expressed in (7.32) has to be considered

valid for coherent SNR lower than 10 dB, thus for coherent integration time

lower than 2 second.
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The results previously presented represent a theoretical bound of the acqui-
sition performance according to the parameter in 7.1. In a more realistic sce-
nario where GNSS receiver exploits wider bandwidth and greater sampling
frequency, GNSS signal acquisition at 5 dB-Hz can be achieved employing
shorter coherent integration time and a smaller number of non-coherent ac-
cumulations. Use of proper higher sampling frequency, which will minimize
the digital noise samples correlation, will increase the number of samples co-
herently integrated which in turns means higher coherent SNR. The actual
performance of the acquisition scheme depends on several others factor that
might increase the required total processing time.

However, the bounds obtained demonstrates how the availability of assistance
data is mandatory in order to achieve the acquisition of the signals. The role
of the assistance data will be to allow for coherent integration times longer
than the bit duration, and reduction of the size of the search space thanks to
the availability of Doppler estimates. In case of Galileo signals the availability
of the assistance for the data wipe-off can be avoided thanks to the presence
of the pilot channel. Nevertheless, assistance for the reduction of the search

space to investigate is always needed.

7.6 Assisted GNSS: theoretical performance and

requirements definition

Due to the harsh environments addressed in the framework of the lunar GNSS
project, an A-GNSS system is required. Generally speaking, assistance data
could be able to increase the acquisition and tracking sensitivity of the receiver
thus allowing to process extremely low GNSS signals. It has been shown in
Section 7.5 that the acquisition of low GPS L1 signal (down to 5 dB-Hz)

can be achieved exploiting long coherent integration time or a combination of
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shorter coherent integration time and a large number of non-coherent accu-
mulations. Nevertheless, extension of coherent integration time beyond the
data duration would require assistance information (i.e. the delivery of binary
message content) in order to perform a data wipe-off operation. Such an assis-
tance may be avoided when dealing with acquisition of GNSS signal featuring
pilot channel. However, such a choice, raises a further problem concerning the
processing of a signal with 3dB loss, and proper techniques for the secondary
code synchronization have to be implemented. Other significant assistance
options foresee the delivery of ephemeris of the GNSS satellites, which would
increase the receiver sensitivity , avoiding ephemeris data demodulation, as
well as the delivery of reference time and location information that integrated
in a orbital filter that would allow estimation of Doppler frequency thus re-
ducing the size of the search space domain and the MAT. In the following
sections a methodology for the design of a HS acquisition scheme is presented.
The analysis is carried out assuming the presence of an external or receiver
embedded Doppler aiding capable of providing accurate Doppler and Doppler

rate information to the receiver acquisition block.

7.6.1 Search space reduction: Doppler domain

As shown in Section 7.4, the acquisition metrics defined at search space level
strongly depends on the search space dimension. Use of advanced signal
processing technique, such as a kalman filter based orbital filter capable of
integrating assistance data as reference time and location of the receiver to-
gether with satellite position and velocity, and providing Doppler frequency
and Doppler rate within few Hz, will reduce the acquisition search space in
the Doppler domain thus improving false alarm probability at cell level, as
expected from (7.24). Acquisition search space dimension is of course de-
termined by the chosen code delay step and Doppler step. Concerning the

parallel acquisition scheme under investigation, the code delay step is mainly
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determined by the number of points used in the FFT computation. The em-
ployed MATLAB® version of N-Gene software receiver, performs FFT over
a number of points equal to the number of samples within one code perdiod

Trode- Indeed, for a given sampling frequency f,

NFFT = Tcode : .fs (734)

Therefore the code delay domain size will be equal to Nppr.
Concerning the Doppler frequency domain, the Doppler step is mainly deter-
mined by the coherent integration time Tj,; through the following empirical

rule [7]
2

T 3T

which allows to minimize the losses at the boundary of the bin. Thus, know-

Ay (7.35)

ing the maximum and minimum Doppler frequency (fp maez and fpmin), the

search space dimension N can be determined by

N — (fD,max - fD,min
Ay

+ 1) - Nppr (7.36)

Defining Tp as the portion of signal processed in order to obtain the whole
search space, for a fast acquisition scheme parallel in the time domain, it

becomes

Tp=K-T,, - (vam‘” — fmin | 1) (7.37)
Ay

where K is the number of CAF non-coherently accumulated.

7.6.2 Assisted GNSS definition requirements: method-

ology

In order to provide requirements on the assistance system which in turns
coincides with the definition of the accuracy required by an internal /external

Doppler aiding source, the following approach has been adopted:

1. Choice of a false alarm probability at search space level in absence of

signal Pf, and evaluation of the related false alarm probability at cell
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level Py, through (7.24), considering different aiding scenarios. Each
aiding scenario is identified according to the errors computed by an
internal Doppler aiding system or uncertainty of the external Doppler
assistance data, as well as the drift of the on board clock in generating
the frequency. Defining ey, such a total uncertainty, in case of Doppler

aiding, the number of bins in the Doppler domain reduces to

Nns,p = 42 +1 (7.38)
f

which will also impact on the processing time 7Tp.

2. Assessment of the detection probability at cell level P; by means of
theoretical ROC curves.

3. Assessment of detection probability at search space level Pp.
4. Assessment of missed-detection probability at search space level Py;p.

5. Assessment of false alarm probability at search space level in presence

of signal P},

6. Assessment of processing time Tp needed for whole search space com-

putation.

It has to be mentioned that, even if in presence of high accurate Doppler aid-
ing, residual Doppler may be still present due to the finite accuracy of the local
oscillator frequency, which usually differs from the nominal value of an amount
related to the adopted oscillator technology. Typical figures of (relative)
frequency accuracy are 1076 for Temperature Compensated Crystal Oscilla-
tors (TCXOs) and 1078 for Oven Controlled Crystal Oscillators (OCXOs). A
first consideration is that the OCXOs technology is suggested in order to pre-
serve the accuracy achievable with Doppler estimation algorithms and limit
the frequency search range for HS acquisition stages, which can thus afford
for the required complexity due to the extension of the integration time. For
the scope of the analysis €y, is the total uncertainty, including the clock drift

effect.
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7.6.3 Case study:Acquisition on the lunar orbit

The theoretical investigation on the optimal acquisition system parameters
and the definition of the Doppler aiding requirements for feeble GNSS signals
detection on the lunar orbit have been carried out considering the following

frequency band:

e Galileo E1;
e GPS L1;

e Galileo Eba;

For the GNSS signals acquisition in the Galileo E1/Eba frequency bands, only
pilot channels processing has been considered assuming full secondary code
synchronization. Furthermore, concerning the Galileo Elc channel, reception
of the full Composite Binary Offset Carrier (CBOC) modulation has been
assumed. Analysis on the GPS L1 C/A code acquisition has been performed
assuming perfect data wipe-off. The results achieved by the theoretical design
of the overall systems are then validated by means of software simulations
exploiting the N-Gene fully software receiver [77]|. For this purpose, the fully
software GNSS signal generator at Intermediate Frequency, N-Fuels [98] has
been adopted for the generation of the expected GNSS environment on the
Low Lunar Orbit (LLO). Such a signal generator has been modified in order
to exclude the presence of secondary code for those signals featuring the pilot

channel (e.g. Galileo E1/E5a in this Section).

7.6.3.1 Galileo Elc channel acquisition

When acquiring the pilot channel only, the acquisition scheme has to deal
with 3dB of loss which then will require higher coherent integration time.

However, taking into account the GNSS space environment presented in [6],
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a b dB-Hz of acquisition threshold on the Galileo Elc pilot channel only al-
lows for an acceptable number of satellites in view.

Galileo Elc pilot channel features a primary code of a duration equal to 4 ms
and a secondary code tiered to the primary code composed of 25 chips for a
final length of 100 ms. The analysis is based on the assumption that synchro-
nization with secondary code is already achieved, thus only the synchroniza-
tion within one primary code period duration is required. As a consequence,

the dimension of the search space along the code delay domain will be
Nrpr = Teode - fs = 0.004 - fs (739)

four times larger with respect the code delay domain in case of GPS L1 signal
acquisition.

Table 7.2 summarizes the scenario parameters considered during the theo-
retical investigation. Since the full CBOC modulation is considered for the
Galileo Elc pilot channel, the theoretical investigation on the Doppler aiding
requirements is carried out assuming a wider front-end bandwidth (e.g. 20.46
MHz), and thus higher sampling frequency with respect those needed for the
reception of the BOC modulation only.

Table 7.2: Elc Galileo signal: scenario parameters

Signal and RX front-end parameters | Values
Signal Elc
C'/Ny 5 dB-Hz
Front-end bandwidth 20.46 MHz
Tt 2
K 10
Is 50 MHz

The coherent integration time 7;,; and the number of non coherent accumu-
lations K reported in 7.2 leads to optimal detection probability P, at single
cell level even for extremely small false alarm probability Pj,, as it can be

observed in Figure 7.10 where the ROC curves are shown.
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ROC at cell level: GPS L1 - C/NO:5dB—Hz; Tim:25
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Figure 7.10: Galileo Elc non coherent acquisition: Theoretical ROC curves
at cell level

Targeting an overall false alarm probability P2, of 1072, and exploiting 2s of
coherent integration time 7},; combined with 10 non coherent accumulations,

a Doppler aiding accuracy of 0.5 Hz is required, as reported in Figure 7.11

Galileo E1c Non-coherent acquisition — Pfa Vs PiA: Tim=2 s;  K=10 Af= 0.33333 Hz
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Figure 7.11: Galileo Elc non coherent acquisition: Acquisition metrics Pj 4
vs Py, for different aiding scenario

Figure 7.12, Figure 7.13 and Figure 7.14 provide respectively the detection
probability Pp, the missed detection probability Py;p and the false alarm
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probability in presence of signal Py, which can be achieved at whole search

space level.

Galileo E1c non—-coherent acquisition — P2 vs PD: Tim= 2s; K=10; g = 0.5Hz
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Figure 7.12: Galileo Elc non coherent acquisition: Theoretical ROC curve at
search space level (Pp)
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Figure 7.13: Galileo Elc non-coherent acquisition: Theoretical ROC curve at
search space level (Py/p)

A summary of the acquisition system design for weak Galileo Elc signal
detection is proposed in Tables 7.3 and 7.4. where pure coherent acquisition

strategy and non coherent acquisition strategy are respectively considered.
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Figure 7.14: Galileo Elc non coherent acquisition: Theoretical ROC curve at
search space level (PF,)

Table 7.3: Assisted GNSS: Theoretical results for pure coherent Galileo Elc
signal acquisition

C'/Ny 5 dB-Hz || 10 dB-Hz
Acquisition parameters || T;,; = 13s Tt = 58
i ~ 1072 1072
Py, 10-8 1078
€fp 0.25 Hz 0.5 Hz
P, 86.3% 96.5%
Pp 83.2% 96.5%
Pup 16.5% 0.03
P?, 2-107% Hz 5-1074
Tp 143 s 45.6 s

The results in Tables 7.3 and 7.4 show how the acquisition of the Elc channel
is a challenging operation. Coherent integration time needs to be increased
due to a wider IF filter bandwidth which increases the noise power at the
input of the acquisition block. Such an increased coherent integration time
causes also the increasing of the search space dimension according to (7.35)
and (7.36). However the use of non-coherent accumulations strategy should be

preferred with respect the pure coherent acquisition scheme, since it allows
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Table 7.4: Assisted GNSS: Theoretical results for non coherent Galileo Elc
signal acquisition

C'/Ny 5 dB-Hz 10 dB-Hz
Acquisition parameters || T;,; =2s; K =10 || T;,; = 0.7s; K =9
a ~ 1072 102
Py, 1078 1078
€fp 0.5 Hz 1.5 Hz
P, 85.6% 87.7%
Pp 85.4% 87.7%
Pyp 13.6% 12.26%
P?, 2.2-1071° Hz 6.8- 10719
Tp 80 s 31.5s

for the reduction of the coherent integration time leading to less stringent
requirements on the Doppler aiding. Substantial gain is also achieved in terms
of processing time Tp needed for the whole search space computation when
comparing the pure coherent acquisition performance with the acquisition
performance achieved exploiting non coherent accumulations. In order to
achieve the targeted false alarm probability at search space level of 1072,
pure coherent acquisition schemes require extremely high accurate Doppler
aiding (within 0.25 and 0.5 Hz respectively at 5 and 10 dB-Hz as shown
in Table 7.3). Exploiting a proper number of non-coherent accumulations,
such a targeted decision probability can be achieved with a less stringent
requirement on the accuracy provided by the Doppler aiding.

On the basis of the theoretical analysis presented in Sections 7.6, where the
overall design of the acquisition system together with the definition of the
Doppler aiding accuracy requirements have been investigated, a simulation
test campaign for assessing acquisition performance in case of Galileo Elc
pilot channel reception in a LLO scenario, defined in Table 7.5, has been

performed.

In such a scenario the on-board GNSS receiver operates in an environment
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Table 7.5: Lunar Low Orbit scenario: Galileo E1bc CBOC

Number of SVN 5
PRN from 1to 5
Doppler Frequency fp || [15;20; —5; —10;15] kHz
Code delay 7 [2;0.5;1.6;0.8; 1] ms
C'/Ny [8;9;11;15; 28] dB-Hz

characterized by GNSS signals with Doppler between 420 kHz and —20 kHz
and Doppler rates reaching 5 Hz/s. Concerning the Galileo constellation
coverage, only 5 satellites have been assumed visible to the on-board GNSS
antenna on the LLO. Concerning the level power, values between 5 and
15 dB-Hz have been assumed for the C'/Ny. Furthermore, the considered
scenario foresee the presence of only one Galileo Elc signal coming from the
main lobe of a satellite for small portion of the time, thus leading to a C'/Ny
of 25 dB-Hz, 20 dB over the weakest Galileo Elc received signal.

In order to assess the presence of near far effect impact on the Galileo Elc
PRNT1 acquisition , Doppler frequency of the weakest and strongest Galileo
Elc, respectively (PRN 1 and PRN 5) has been set to the same value of 15
KHz.

N-Fuels signal generator have been set in order to generate for each PRN
the full Galileo E1bc CBOC modulation according to the values reported in
Table 7.5.

Figure 7.15 shows the acquisition search space of the Galileo Elc channel
(PRN 1) achieved by the software received exploiting 9 non coherent ac-
cumulations with a coherent integration time of 2s. Correct acquisition of
Doppler frequency and code delay is achieved, as it can be observed from the

main acquisition peak crossing the threshold (black floor).

The achieved correct acquisition is also confirmed looking at the CAF in the
code delay and Doppler domain respectively in Figure 7.16(a) and Figure

7.16(b), where the highest correlation peak is detecting in correspondence of
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Figure 7.15: Galileo Elc non coherent acquisition: Search Space
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Figure 7.16: Galileo Elc acquisition at 5 dB-Hz: CAF in the code delay

7.16(a) and Doppler 7.16(b) domain

7 =2 ms and fp = 15 kHz.

Furthermore cross correlations with the received strong PRN5 are mitigated
due to the use of a smaller coherent integration time and a sufficient numbers

of non-coherent accumulations which leads to an averaging of the noise floor.

7.6.3.2 GPS L1 C/A code acquisition

Following the same methodology presented in Section 7.6.2, investigation and
Doppler aiding requirements definition for weak GPS L1 C/A code acquisition

on the LLO has been performed and results are summarised in Table 7.6 and

Table 7.7.
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signal acquisition

Table 7.6: Assisted GNSS: Theoretical results for pure coherent GPS L1 C/A

C'/Ny 5 dB-Hz || 10 dB-Hz
Acquisition parameters | Tj,; = 7s Tie = 38
Py 1072 1072
Py, 107 1077
€fp 0.25 Hz 0.5 Hz
P, 85.5% 95.6%
Pp 85.3% 95.4%
Pup 14.4% 0.01
P?, ~ 103 Hz || 25-107*
Tp 43.75 s 18 s

signal acquisition

Table 7.7: Assisted GNSS: Theoretical results for non coherent GPS L1 C/A

C'/Ny 5 dB-Hz 10 dB-Hz
Acquisition parameters || T;,;, = 1s; K =12 || T},; = 0.5s8; K =8
Py 1072 1072
Py, 1077 1077
€fp 2 Hz 3 Hz
P, 87.5% 92.6%
Pp 87.1% 91.5%
Pup 12.8% 3.4%
P2, 4.6-107' Hz 1.8-107°
Tp 84 s 24 s

As expected, lower coherent integration time for GPS L1 C/A acquisition at
5 and 10 dB-Hz are needed with respect the values reported in Table 7.3 and
7.4, due to the smaller front-end bandwidth and consequent reduction of the
noise power leaking through the correlators. Both Tables confirm that the
use of non-coherent accumulations allows for a reduction of the coherent inte-
gration time and thus to a less stringent requirements on the Doppler aiding

accuracy.
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Near-Far effect on the weakest received GPS L1 C/A signal (PRN1) acquisi-
tion has been investigated and the result is presented in Figure 7.17. N-Fuels
signals generator has been tuned in order to generate synthetic data at IF in
the GPS L1 representative of the multiple satellites scenario defined in Table
7.8. In this case, for all the selected PRNs, generation of the data navigation

message has been excluded.

Table 7.8: Lunar Low Orbit scenario: GPS L1 C/A

Number of SVN 8
PRN from 1 to 8
Doppler Frequency fp || [15;20;10;5; —5; —10; —15; 15] kHz
Code delay 7 [0.5;0.1;0.2;0.3;0.4;0.5;0.6; 0.7] ms
C/Ny [5;6;6.5;7;7.5;15;22; 27] dB-Hz

Figure 7.17 shows the acquisition search space when acquiring the PRN1
at 5 dB-Hz, exploiting 1 second of coherent integration time and 12 non-
coherent accumulations. From the search space it is possible to notice that, in
correspondence of the Doppler bin representing the true Doppler affecting the
weakest and the strongest received PRNs, several peaks crosses the acquisition
threshold. These peaks, which are the effect of the cross correlations between
the locally generated PRN 1 and the received PRN 5, threat the acquisition
process. However, the considered GNSS scenario is quite pessimistic since
same dynamic has been considered for both the weakest and the strongest
received PRNs. It is most likely that signals characterized by a very large

difference of power are also characterized by different dynamics.

7.6.3.3 Galileo E5a-Q and GPS L5-Q channel acquisition

Table 7.9 and Table 7.10 provides the optimal acquisition parameters and
Doppler aiding requirements for the detection of the Galileo Eba-Q pilot

channel in lunar orbit environment.
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Figure 7.17: GPS L1 C/A non coherent acquisition: Search Space

Table 7.9: Assisted GNSS: Theoretical results for pure coherent E5a-Q
channel acquisition

C'/Ny 5 dB-Hz || 10 dB-Hz
Acquisition parameters || T;,; = 12s || T}, = 4s
24 ~ 1072 1072
Py, 1078 1078
€fp 0.5 Hz 3 Hz
P, 87.5% 90.9%
Pp 87% 90.8%
Pup 12.5% 0.09
P?, 102 Hz 7-10710
Tp 228 s 76 s

Although the same front-end filter bandwidth has been considered in the
theoretical analysis for the acquisition system design in the Galileo E1/Eb5a
frequency bands, less stringent requirements on the Doppler aiding accuracy
can be observed in Table 7.9 and 7.10. This is mainly due to the fact that,
Galileo Elc primary code period is four times longer than the primary code
in the Galileo E5a-Q pilot channel (1 ms), thus leading to a bigger number
of bins in the code delay domain of the search space. The increase of the

number of bins in the search space leads to a worsening of the Pj, according
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Table 7.10: Assisted GNSS: Theoretical results for non coherent Galileo E5a-
Q channel acquisition

C'/Ny 5 dB-Hz 10 dB-Hz
Acquisition parameters || T;,;, =2s; K =9 || T;,; =08s; K =7
Py ~ 1072 1072
Py, 1078 1078
€fp 3 Hz 7 Hz
P, 87.1% 90.9%
Pp 87% 90.8%
Pyp 12.9% 0.09%
P?, 7-10719 Hz 7.7-10710
Tp 342 s 50.4 s

to (7.24).

Table 7.11: Lunar Low Orbit scenario: Galileo E5a-Q

Number of SVN 5
PRN from 1 to 5
Doppler Frequency fp || [15;20;—10;5;15] kHz
Code delay 7 [0.5;0.1;0.2; 0.3; 0.4] ms
C'/Ny [5; 6;8;12;25] dB-Hz

Finally, acquisition of the Galileo Eba-Q pilot channel in a multiple satellites
scenario has been performed. The GNSS lunar low orbit scenario is defined
in Table 7.11. The same pessimistic scenario where the strongest and the
weakest received PRN are affected by the same Doppler frequency has been
considered, the acquisition performance achieved by the employed software

receiver are shown in Figure 7.18.

The correct acquisition of Doppler and code delay characterizing the weakest
PRNI1 is achieved and no impact of the near-far effect is detected, as in the

case of Galileo Elc channel acquisition.
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Figure 7.18: Galileo E5a-Q channel non coherent acquisition: Search Space

7.7 Conclusions

Weakest GNSS signal acquisition on the moon, can be achieved exploiting
higher coherent integration time and optimal non-coherent accumulations.
However, extension of coherent integration time requires the integration with
assisted GNSS techniques. In fact, in case of signal featuring only data chan-
nel, as the GPS L1 C/A, delivery of the navigation data bit transition in-
formation is needed. When considering GNSS signal featuring also the pilot
channel, self assistance techniques allowing the receiver to achieve full syn-
chronization with secondary code, are required. However, when dealing with
pilot channel 3 dB of loss need to be accounted for. Finally, due to high
dynamics characterizing the considered GNSS environment and due to the
considered long coherent integration time adopted for the acquisition pro-
cess, an accurate Doppler aiding to the receiver is also needed. The presented
signal processing analysis has been mainly focused on the definition of the
Doppler aiding requirements for GNSS signals acquisition at low signal to

noise ratio.

In this context, it has been shown that use of non-coherent accumulations has
to be preferred with respect coherent acquisition scheme only since require-

ments on the Doppler aiding accuracy can be relaxed. This is mainly due to
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the fact that, use of non-coherent accumulations allows for a reduction of the
coherent integration time, which in turn means an increase of the Doppler
step in the Doppler domain. Since the targeted false alarm probability at
search space level P{, determines the number of cells of the whole search
space, the increase of the Doppler step will lead to a wider Doppler range to
scan and thus to a less stringent requirements on the Doppler aiding. The
high Doppler aiding accuracy, required when acquiring the Galileo Elc chan-
nel, is justified by the presence of a longer primary code (4 ms) which thus
results in an increased code delay dimension in the search space. Neverthe-
less, it is worth to mention that, even in presence of an extremely accurate
Doppler aiding, residual Doppler error may be generated by receiver clock
anomalies.

The acquisition simulations with fully software receiver have been performed
in order to assess acquisition performance in realistic LLO scenarios, where
the receiver has to deal with very weak signals. In this scenario, the focus
was to assess the presence of near far effect, which may mask the correct ac-
quisition peak in the search space, as in the case of GPS L1 C/A acquisition.
Such a problem has not been detected in the case of Galileo Elc and Eba-Q
channel acquisition. These results can be justified by the fact that, Galileo
Elc and Eba-Q feature longer primary codes with respect the GPS L1 C/A
code. The presence of long codes increases the un-correlation properties of
the PRNs transmitted by the satellites. However, use of non-coherent ac-
cumulations strongly help in mitigating the near far effect, since the cross

correlations peaks are averaged together with noise.
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