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Abstract

The PhonicStick is a novel Augmentative and Alternative Communication joystick-like device which enables individuals with severe speech and physical disorders to access forty-two sounds (i.e. phonics) and blend the sounds together to create spoken words. The device aims to allow the users to select phonics and produce speech without the need for a visual interface. One of the problems with the current prototype of the PhonicStick is that the phonic entry is relatively slow and may involve many physical movements which will cause great difficulties for users with poor hand function. Therefore, in this research we are investigating whether natural language processing (NLP) technology can be utilized to facilitate the phonic retrieval and word creation processes. Our goal is to develop a set of phonic-based NLP acceleration methods, such as phonic disambiguation and phonic prediction, which will reduce the user effort required to select the target phonics and improve the speed of producing words. This paper will discuss the challenges of applying such methods to the PhonicStick and report on the current state of the development of the proposed techniques. The presentation will also include a live demonstration of the latest prototype of the PhonicStick.
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Extended Abstract

BACKGROUND

Over recent years there has been an increasing number of speech generating devices (SGDs) developed to provide a “voice” for individuals with complex communication needs (CCN). However, most of these devices are symbol or letter-based and require the users to navigate a visual interface to generate spoken output. To address the problem of symbol or letter-based retrieval, our research group has been developing a novel speaking joystick, known as the PhonicStick, which provides the users with access to the 42 spoken phonics introduced in the Jolly Phonics literacy program (Lloyd, 1998) and allows them to combine the phonics into words without the need for visual cues (Black et al., 2008). The device is designed to be used both as a communication aid and a literacy aid to support teachers and speech and language therapists in teaching literacy to children with severe speech impairments. As a communication aid, the device will allow individuals who have not mastered literacy skills to create novel words and messages. As a literacy aid, it will enable learners to play with sounds and become familiar with the sound structure of the language. This will assist individuals with CCN who are incapable of sounding words out and at risk of not being literate in developing their phonemic-awareness, an essential prerequisite for reading (Blischak, 1994).

To evaluate the potential of the joystick interface for phonic-based communication, we undertook a pilot study in which a prototype speaking joystick was developed to enable access to a subset of six phonics, including /s/, /t/, /a/, /p/, /i/, and /n/. An evaluation carried
out with seven children who have varying degrees of physical and communication disabilities demonstrated that the participants were able to recall the phonic positions and generate novel words without using a visual interface (Black et al., 2008).

Following the positive feedback on the PhonicStick gathered from the pilot study we are aiming to extend the prototype to include into the device all 42 phonics. These phonics are divided into eight groups which can be accessed by moving the joystick from the centre of the joystick workspace towards eight compass rose directions.

One of the major problems with our current prototype speaking joystick is that the phonic entry and word creation are usually very slow. To produce a given word the users will need to select all phonics that make up the word. The selection of each phonic usually consists of three stages: (1) Push the joystick from the centre of the joystick workspace into the group to which the target phonic belongs; (2) Move the joystick around its circumference to find the target phonic; (3) Move the joystick back to the centre to select the target phonic. Therefore, the process of creating a given word may require a considerable number of physical movements. Furthermore, the feedback collected from the pilot study showed that users with poor hand function had great difficulties with the second stage of the phonic selection (i.e. moving the joystick along circular paths), which further slowed down the process. Thus, the purpose of our research is to investigate whether acceleration techniques can be incorporated into the device to enhance the phonic entry and reduce the physical workload needed for the users to generate words.

PHONIC-BASED ACCELERATION TECHNIQUES

Background

Acceleration techniques are commonly used in AAC systems to improve the user input performance by reducing the number of keystrokes required to produce a given word or message. These techniques are particularly beneficial for physically disabled users whose each movement is not only slow but also difficult and tiring. Amongst various acceleration methods that have been incorporated into the AAC devices, we are focussing on the disambiguation and prediction strategies as they are frequently used in the orthographic-based AAC systems.

Disambiguation techniques are often applied in devices with an ambiguous keyboard (i.e. the keyboard on which each key represents a group of characters or symbols), such as 12-key mobile phones. Disambiguation can be performed at the character level to predict which of the possible characters on the pressed key is actually the user’s intended character. If the prediction is incorrect, the user can repeatedly press the “error” key until the correct character is selected. Previous research has shown that character disambiguation can result in approximately 90% efficiency (i.e. 90 characters produced by 100 key presses) for a 12-key keyboard (Arnott, 1992). Disambiguation can also be applied at the word level to estimate the N-character word that the user has intended to type given a sequence of N key presses. A well-known implementation of the word-level disambiguation is the T9 feature on mobile phones (James, 2000).

Prediction techniques are another method used to achieve keystroke savings in AAC devices. A prediction system presents the user with a list of either letters or words that are most likely to be entered following the previous input. The user will then scan the prediction list to select the desired letter or word. It has been reported that the use of word
prediction can lead to 48% keystroke savings (Higginbotham, 1992). Furthermore, prediction programs are also beneficial for users with poor spelling skills (Glennen, 1997).

**Challenges**

There are two major challenges in applying such acceleration methods as disambiguation and prediction to the PhonicStick. The first challenge is that most currently available disambiguation and prediction programs are letter-based rather than phonemic-based. Although word prediction features have been introduced in several phoneme-based assistive systems, such as the REACH Sound-It-Out Phonetic Keyboard™ (Schroeder, 2005), none of these systems work with phonic input. There is also no existing system that provides phonic-based disambiguation functions. There is little or no previous research on whether it would be feasible to adapt the letter-based or phoneme-based acceleration techniques to allow for the phonic input. The second challenge is that prediction programs usually display a list of letter or word suggestions on a visual interface. The PhonicStick is aimed to work without such visual cues. Thus, our problem is to investigate other feedback channels (i.e. other methods of presenting the list of predicted phonics and words to the user) to be used in the disambiguation and prediction processes.

**Proposed Solutions**

We are developing a set of phonic-based disambiguation and prediction features, as outlined below:

- **Phonic disambiguation**
  Using this feature the program will attempt to guess which of the possible phonics is required each time the user moves the joystick into a phonic group and place it at an easy-to-access location. The phonics in that phonic group may be reordered based on the probability that the user will select those phonics. Different methods of arranging phonics into groups will be investigated to improve the efficiency and usability of the disambiguation function.

- **Word disambiguation**
  This feature will allow the user to create a complete word without having to access the exact location of the phonics that make up the word. The user will only need to specify to which phonic group a phonic belongs. The program will then estimate which word should be produced given the sequence of selected phonic groups. If there are several candidate words matching that sequence, the program can speak those words out so that the user can select their desired word from the spoken word list by pressing a ‘select word’ switch.

- **Phonic prediction**
  This function will produce a list of probable next phonics after each phonic entry. We are currently investigating two methods of presenting the predicted list to the users without the need for a visual display. The first method makes use of the auditory feedback channel, i.e. the predicted phonics will be spoken out. The second method uses the force feedback channel in which physical forces will be applied to push the joystick towards the location of highly probable next phonics. The idea of combining prediction with force feedback is adopted from an existing dynamics and probabilistic text entry system (Williamson, 2003).

Our aim is to incorporate these features into the PhonicStick and evaluate them with our user group to identify the pros and cons of each feature. Both quantitative and qualitative
data will be collected from the user feedback to assess the efficiency and appropriateness of the proposed features.

CONCLUSION

In this paper we have described the problems in the development of the acceleration techniques for the phonic-based speaking joystick and proposed the solutions for those problems. During the presentation we will provide the latest update on the implementation of those proposed solutions.
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