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Abstract 

The introduction of DNA microarray technology has lead to enormous impact in 

cancer research, allowing researchers to analyze expression of thousands of 

genes in concert and relate gene expression patterns to clinical phenotypes. At 

the same time, machine learning methods have become one of the dominant 

approaches in an effort to identify cancer gene signatures, which could increase 

the accuracy of cancer diagnosis and prognosis. The central challenges is to 

identify the group of features (i.e. the biomarker) which take part in the same 

biological process or are regulated by the same mechanism, while minimizing 

the biomarker size, as it is known that few gene expression signatures are most 

accurate for phenotype discrimination. 

To account for these competing concerns, previous studies have proposed 

different methods for selecting a single subset of features that can be used as an 

accurate biomarker, capable of differentiating cancer from normal tissues, 

predicting outcome, detecting recurrence, and monitoring response to cancer 

treatment. The aim of this thesis is to propose a novel approach that pursues the 

concept of finding many potential predictive biomarkers. It is motivated from the 

biological assumption that, given the large numbers of different relationships 

which are possible between genes, it is highly possible to combine genes in 

many ways to produce signatures with similar predictive power. An intriguing 

advantage of our approach is that it increases the statistical power to capture 
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more reliable and consistent biomarkers while a single predictor may not 

necessarily provide important clues as to biological differences of interest.  

Specifically, this thesis presents a framework for feature selection that is 

based upon a genetic algorithm, a well known approach recently proposed for 

feature selection. To mitigate the high computationally cost usually required by 

this algorithm, the framework structures the feature selection process into a 

multi-step approach which combines different categories of data mining 

methods. Starting from a ranking process performed at the first step, the 

following steps detail a wrapper approach where a genetic algorithm is coupled 

with a classifier to explore different feature subspaces looking for optimal 

biomarkers. The thesis presents in detail the framework and its validation on 

popular datasets which are usually considered as benchmark by the research 

community. The competitive classification power of the framework has been 

carefully evaluated and empirically confirms the benefits of its adoption. As 

well, experimental results obtained by the proposed framework are comparable 

to those obtained by analogous literature proposals. Finally, the thesis 

contributes with additional experiments which confirm the framework 

applicability to the categorization of the subject matter of documents. 
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1 Introduction 

In the last decades we have witnessed numerous new technologies emerge and 

establish, as such as the Internet, database, GPS and mobile devices, and DNA 

microarray. These new products and methods have caused a rapid and sensible 

increment in the volume of data used and collected in a vast range of 

applications including search engines, geomapping, genomic and proteomics 

analysis, image retrieval, information retrieval, and text categorization. In this 

scenario, it appears evident that there is a growing need not only for storing, 

organizing and delivering the high amount of data but also for extracting 

valuable information from them via the automatic analysis of their content. 

From the 50’s, the extraction of knowledge from data has been the goal of 

data mining [1] in order to discover interesting and previously unknown patterns 

in datasets [2][3]. However, the recent proliferation of large data, with hundreds 

to thousands of features, within many domains poses to data mining 

unprecedented challenges [4]. 

Among the above domains is bioinformatics and, specifically, the 

microarray technology which allows to quantify the expression for thousands of 

genes simultaneously by measuring the hybridization from a tissue of interest to 

probes on a small glass or plastic slide. A typical DNA microarray consists of 

thousands of ordered sets of DNA fragments on a glass, filter, or silicon wafer. 

As one application of this technology, gene expression profiles can be generated 

from a collection of cancerous and non-cancerous tumor tissue samples and then 
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stored in a database. The characteristics of these data include a very high number 

of attributes or features (i.e. gene expression levels), in general much larger than 

the number of examples.  

Data mining methods have become one of the dominant approaches in 

microarray analysis. As a topic under the field of supervised learning, classifiers 

are developed and trained to label new cases according to a set of features 

derived from the data.  

 However, using too many features in the classification algorithm can be 

problematic, particularly if there are irrelevant features. This can lead to 

overfitting, in which noise or irrelevant features may exert undue influence on 

the classification decisions because of the modest size of the training data. 

Additionally, there may be redundancies in the extracted features.  

Despite the early success of data mining methods, the presence of a 

significant number of irrelevant features – here genes in the profile that are 

unrelated to the disease status of the tissue – makes such analysis somewhat 

prone to the curse of dimensionality. Intuitively, overcoming the curse of 

dimensionality requires that we build classifiers relying on information 

exclusively from the genes in the profile that are truly relevant to the disease 

status of the tissue.  

This problem of identifying the features most relevant to the classification 

task is known as feature selection: it provides a fundamental step in the analysis 

of such type of data. By selecting only a subset of attributes, the prediction 

accuracy can possibly improve and more insight in the nature of the prediction 

problem can be gained by identifying only the genes that are relevant to the 
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prediction of the disease diagnosis. Moreover, the identification of a small set of 

genes that is indeed capable of providing complete discriminatory information, 

results in inexpensive diagnostic assays for only a few genes which might be 

developed and be widely deployed in clinical settings 

As such, it is highly desirable to discard irrelevant features prior to 

learning, especially when the number of available features significantly 

outnumbers the number of examples, as is the usual case in microarray data. On 

the one hand, feature selection methods offer great potential to identify a small 

set of diagnostically relevant genes which may provide important insights into 

the mechanisms responsible for the disease itself. On the other hand, the curse of 

dimensionality makes feature selection a major bottleneck of microarrays data 

analysis.  

It is important to notice that a gene expression has two important roles : it 

is both the biological mechanism underlying the disease (this means that a gene 

expression has biological relevance) and a relevant element in building good 

diagnostic prediction algorithms (i.e. a gene expression has diagnostic 

relevance).  

Unfortunately, not all biologically relevant genes may need to be used 

when building accurate diagnostic classifiers while high correlation between 

disease status and gene expression level does not necessarily imply that the 

expression of that particular gene has somehow caused the disease. In other 

words, being diagnostic relevance neither a necessary nor a sufficient condition 

for biological relevance, genes selected for their diagnostic relevance should be 

validated for biological relevance by follow-up studies of the literature or 
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experimental analysis. Moreover, from the biological assumption there is 

evidence that: 

(i) there is not a unique set of genes responsible for a disease and 

(ii) these sets are composed by a limited number of genes (usually no 

more than 4 or 5).  

As a consequence, indentifying multiple biomarkers is useful to discover 

correlations among genes and to permit different test possibilities in the 

diagnostic phase. 

In the current literature, studies have proposed several methods for 

selecting a subset of features that can be used as an accurate biomarker for 

diagnostic relevance. Related algorithms are commonly deterministic and 

attempt to find a unique biomarker, the one that leads to obtain maximum 

accuracy when used to predict a disease. Beside their ability to select many 

biomarkers, stochastic approaches, as genetic algorithms, are rarely employed 

because of the high computational cost deriving from applying these procedures 

within a large search space. 

Taking a paradigm shift from current literature, this thesis proposes a novel 

approach that pursues the concept of finding many potential predictive 

biomarkers to account for both the competing concerns of diagnostic and 

biologic relevance. As previous mentioned, it is motivated from the biological 

assumption that , given the large numbers of different relationships which are 

possible between genes, it is highly possible to combine genes in many ways to 

produce signatures with similar predictive power. An intriguing advantage of our 

approach is that it increases the statistical power to capture more reliable and 
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consistent biomarkers (in that supporting biological relevance) while a single 

predictor may not necessarily provide important clues as to biological 

differences of interest.  

 Instead of proposing a deterministic approach for selecting the best 

predictor, i.e. the group genes which results in the best classification accuracy, 

we propose and experiment the performances of a genetic algorithm and turn the 

feature selection problem into a problem of finding optimal subspaces for finding 

several best predictors. 

To mitigate the high computationally cost usually required by genetic 

algorithms, the thesis proposes a framework which structures the feature 

selection process into a multi-step approach. Starting from a ranking process 

performed at the first step, the following steps detail a wrapper approach where 

the genetic algorithm is coupled with a classifier to explore different feature 

subspaces looking for optimal biomarkers. Each step performs a well defined 

task towards the dimensionality reduction of the search space. 

The framework can be considered a quite general approach since it defines 

at each step the class of data mining methods (instead of a specific method) 

which can be applied. Accordingly, different categories of data mining methods 

can be combined. This means that for each class of methods (i.e. filter methods, 

classification algorithms, etc.) there is not any constraint on the subsequent 

implementation. Hence, the proposed approach can be classified among the 

hybrid feature selection techniques, as it combines multiple classes of methods 

within a single framework. 
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For the framework, two important design criteria were established. First, it 

should have high classification performance on high dimensional data or small 

sample size problems. Second, the classifier should use as few dimensions as 

possible in achieving its performance. 

The thesis presents in detail the different phases that compose the 

framework and its validation on multiple public microarray datasets considered 

as benchmarks by the scientific community. Corresponding results are compared 

with those obtained on the same datasets by various feature selection techniques 

proposed in literature and show the validity of the framework. 

Our work aims not only to establish a new model for the identification of 

robust gene expression signatures from accumulated microarray data, but also to 

demonstrate how the great wealth of microarray data can be exploited to present 

some innovative ideas about measuring the influence of single genes for a 

biological interpretation of the prediction models. These models will be 

increasingly useful as more and more microarray data is generated and becomes 

publicly available in near future. With the inclusion of more samples, cancer 

gene signatures will be continuously refined and consensus signatures will 

finally be reached. 

This thesis contributes with additional experiments that pursue the idea of 

validating the proposed framework in others high dimensional application 

domains. Specifically, we present experiments which aim to confirm the benefits 

of the proposed framework for the categorization of the subject matter of 

documents. The challenge here is the development and adaptation of class 

prediction algorithms that reliably work in determining what the document is 

about. In detail, automatic text categorization is the task of assigning one or more 
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pre-specified categories to an electronic document, based on its content. 

Standard categorization approaches utilize statistical or data mining approach to 

perform the task. The application of such approaches requires a transformation 

of the document text into a vector of terms (i.e. nouns, adjectives etc.). As a 

tissue is described by microarray datasets, in the same vein a text, is represented 

by a vector of elements (features), each of which is the frequency of a term. Our 

aims is to experiment the framework ability to analyze a large amount of 

documents and extract clusters of words which best categorize a class of 

documents. With this purpose, the framework analyzes a corpus of text 

documents, with the aim of finding topics within each document (term selection) 

and hence classifying documents in one or more topic categories (text 

categorization). Conducted on a large collection of news articles, the 

experiments show that our framework has achieved a satisfactory overall 

accuracy and results compare well with both traditional and recent text 

categorization methods proposed in literature. 

The remainder of this dissertation is organized as follows. Chapter 2 first 

introduces the problem of microarray data analysis, gives an overview of the 

typical feature selection techniques used in this domain and finally describes 

genetic algorithms and explain their usefulness in feature selection procedures. 

In chapter 3 we present our framework and discuss in detail its multi-layer 

structure. Then, we remark the distinctive characteristics of the framework and 

highlight the related advantages. Chapter 4 describes the problem of gene 

selection and reports the wide experimental analysis made applying the 

framework on four DNA-microarray datasets. Chapter 5 introduces the problem 

of text analysis and considered the preliminary study we made in this domain. In 
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chapter 6 related work cited in literature are presented. Chapter 7 concludes our 

work and gives future directions. 

Analysis and results described in this thesis have been presented in: 

 Laura Maria Cannas, Nicoletta Dessì, Barbara Pes: Tuning 

Evolutionary Algorithms in High Dimensional Classification 

Problems (Extended Abstract). SEBD 2010: 142-149; 

 Laura Maria Cannas, Nicoletta Dessì, Barbara Pes: A Filter-Based 

Evolutionary Approach for Selecting Features in High-Dimensional 

Micro-array Data. Intelligent Information Processing 2010: 297-

307; 

 Laura Maria Cannas, Nicoletta Dessì, Barbara Pes: Knowledge 

Discovery in Gene Expression Data via Evolutionary Algorithms. 

DEXA Workshops 2011 (BIOKDD’11): 402-406; 

 Laura Maria Cannas, Nicoletta Dessì, Barbara Pes: A Hybrid 

Model to Favor the Selection of High Quality Features in High 

Dimensional Domains. IDEAL 2011: 228-235; 

 Laura Maria Cannas, Nicoletta Dessì, Stefania Dessì: A Model for 

Term Selection in Text Categorization Problems. DEXA 

Workshops 2012 (TIR’12): 169-173; 

 Laura Maria Cannas, Nicoletta Dessì, Barbara Pes: Balancing 

effectiveness and representation level in feature selection. 

Submitted to Knowledge and Information Systems on 12/02/2012 – 

under revision; 
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 Laura Maria Cannas, Nicoletta Dessì, Barbara Pes: Assessing 

Similarity of Feature Selection Techniques in High-Dimensional 

Domains. Submitted to Pattern Recognition Letters on 23/06/2012 

– under revision. 
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2 Feature Selection in Data 

Mining 

In recent years, the development of new technologies capable of monitoring 

genome function has resulted in an explosion in the rate of acquisition of 

biomedical data and in an increasingly stable representations of genome 

produced from individual sample. Being capable of providing scientists with 

global and functional profiles of gene expression of thousands of genes 

simultaneously, microarrays have great potential and have demonstrated their 

value in many important applications in bioscience, such as discovering novel 

genes and hidden patterns in expression profiles, decoding pathways involved in 

tumor genesis, identifying potential diagnostic markers or therapeutic targets, 

and thus opening possibility for accurate cancer classification. 

Given the presence of large quantities of high dimensional data (which 

may come in a variety of noisy forms) and the lack of a comprehensive 

understanding at the molecular level, mining microarray data presents significant 

challenges to data mining communities. This section gives an overview of these 

challenges and describes the feature selection techniques commonly used in this 

domain. Finally, it presents genetic algorithms and explain their usefulness in 

feature selection procedures. 
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2.1 Challenges Faced in Microarray Data 

Analysis 

Advances in DNA microarrays allow us for the first time to obtain a "global" 

view of the cell and routinely investigate the biological molecular state of a cell 

measuring the simultaneous expression of tens of thousands of genes [5]. Gene 

expression data generated using microarrays is generally employed to identify 

genes that are differentially expressed under various experimental conditions, to 

identify groups of genes with similar expression profiles across various 

experimental conditions (co-expressed genes) and, also, to classify the biologic 

sample based on the pattern of expression of all or a subset of genes on the 

microarray. Differentially expressed genes and groups of co-expressed genes can 

be used to hypothesize which pathways are involved in a particular biologic 

process. Additionally, clusters of co-expressed genes can be used to guess the 

functional relationship of a clustered gene and as a starting point to analyze 

regulatory mechanisms underlying the co-expression. In the context of tumor 

classification, gene expression profiles have been used as biomarkers to define 

tumors as well as different sub-classes of tumors [6-10]. 

Different types of microarray use different technologies for measuring 

mRNA expression levels; detailed description of these technologies is beyond 

the scope of this thesis. Here we will focus on the analysis of expression data 

from microarray devices. Many current efforts are being directed in this 

direction. In a few cases the results of microarray analysis have found their way 

into many important applications in medicine and biology.   
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The main types of data analysis needed to for biomedical applications 

include [11]: 

 Gene Selection – from a data mining prospective, this is a problem 

of feature selection where the goal is to find the genes most 

strongly related to a particular disease; 

 Classification – classifying diseases or predicting outcomes based 

on gene expression patterns, and perhaps even identifying the best 

treatment for given genetic signature; 

 Clustering – finding new biological classes or refining existing 

ones, such as groups of co-expressed genes or gene networks and 

genes interactions.  

The above three topics present a number of challenges that need to be 

addressed before new knowledge about gene expression can be revealed. Some 

challenges regard the technology used in microarray experiments, such as the 

occurrence of bias caused by differences in the choice of the reagents or in the 

platform standards, or also the presence of mislabelled data or questioned tissues 

just to mention a few [12]. Other challenges directly concern the data mining 

analysis and are observed only in this domain [11]. These unique challenges 

include the following aspects. 

Analyzing data with high dimensionality and small sample size. 

Typical data mining applications in economic, financial, and scientific domains 

have a large number of samples (thousands and sometimes millions), while the 

number of features is much smaller (at most several hundred). In contrast, a 

typical microarray dataset may have only a small number of samples (less than a 
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hundred), while the number of features, corresponding to the number of genes, is 

typically in thousands. Given the difficulty of collecting microarray records, the 

number of samples is likely to remain small in many interesting cases. 

Curse of dimensionality. This problem is related to the scarce number of 

samples in relation to number of features [13]. In fact, the sample size is often 

too low to permit the use of separate training and test sets as usual in machine 

learning. Therefore, in microarray data analysis it is felt the necessity to use re-

sampling methods instead (like k-fold cross validation or leave-one-out cross 

validation). 

High likelihood of false positives due to chance. Having so many 

features relative to so few samples creates a high likelihood of finding “false 

positives” that are due to chance, both in finding differentially expressed genes 

and in building predictive models. We need especially robust methods to validate 

the models and assess their likelihood. 

Lack of absolute ground truth. Attempts to find invariant or differential 

molecular behaviour relevant to a given biological problem are also limited by 

the fact that in many cases little is known about the normal biological variation 

expected in a given tissue or biological state. 

Assessing classifier certainty. Up to now, numerous and different 

methods have been applied to the problem of analyse gene expression 

measurements from microarrays. Just to mention a few, we cite: Support Vector 

Machines (SVMs) [14][15 ,  a  e Ba esian  lassifiers [16], Artificial Neural 

Networks (ANNs) [17], and decision trees [18]. Some of these studies indicate 

that classification accuracy can be improved by reducing the number of features 



Feature Selection in Data Mining 

15 

 

used as input to the machine learning method [17][19]. The reason for this is 

most likely that the high level of correlation between the expression levels of 

many genes in the cell makes much of the information from one microarray 

redundant. The relevance of good feature selection methods in this domain has 

been extensively discussed by [12][20][21][22]. 

Abundance of biological knowledge and difficulty of integrating it. 

Results from micro array data analysis are likely to be useful but only if they can 

be put in context and followed up with more detailed studies for example by a 

biologist or a clinical researcher. Often this follow up and interpretation is not 

done carefully enough because of the additional significant research 

involvement, the lack of domain expertise or proper collaborators, or due to the 

limitations of the computational analysis itself. 

In considering this last point, it is necessary to clearly distinguish between 

the relevance of a gene to the biological mechanism underlying the disease and 

its relevance to building good diagnostic prediction algorithms [23]. On the one 

hand, not all biologically relevant genes may need to be used when building 

accurate diagnostic classifiers; on the other hand, high correlation between 

disease status and gene expression level does not necessarily imply that the 

expression of that particular gene has somehow caused the disease. So diagnostic 

relevance is neither a necessary nor a sufficient condition for biological 

relevance. Consequently, genes selected for their diagnostic relevance should be 

validated for biological relevance by follow-up studies of the literature or 

experimental analysis. Nevertheless, the fact remains that good feature selection 

methods can often serve as excellent guides in identifying small subsets of genes 

for further investigation. 
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Complexities of gene interaction. Genes are not independent, but the 

structure of their correlation is hard to estimate. Most of the current gene 

selection methods in use evaluate each gene separately and ignore its possible 

correlations. From a biological perspective, however, we know that groups of 

genes working together as pathway components and reflecting the states of the 

cell are the real atomic units, by which we might be more likely to predict the 

character or type of a particular sample and its corresponding biological state.  

Concluding, extracting knowledge from microarray data is an important 

and actual scientific problem and a desirable goal of the next generation of 

pattern recognition and data mining methods should be to provide a more 

integrated and unified framework that not only builds models but also promote 

the interpretation and understanding of them by domain experts. 

2.2 Feature Selection Techniques in 

Microarray Data Analysis 

There are three principal reasons for our interest in feature selection [24]: 

1. We can avoid overfitting and improve the generalization performance: 

identifying only the genes that are highly informative could enhance the 

accuracy of classification model to the prediction of the disease 

diagnosis. This effect is attributable to the overcoming of the curse of 

dimensionality alluded to in the previous section. 
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2. We can provide a faster and more cost-effective models: if it is possible 

to identify a small set of genes that is indeed capable of providing 

complete discriminatory information, inexpensive diagnostic assays for 

only a few genes might be developed and be widely deployed in clinical 

settings. 

3. We can gain a deeper insight into the underlying processes that generated 

the data: knowing a small set of diagnostically relevant genes may 

provide important benefits in understanding the mechanisms responsible 

for the disease itself. 

Moreover, differently from transformation-based reduction techniques 

(such as Principal Component Analysis), feature selection techniques belong to 

the class of selection reduction techniques, that are become the main preference 

in many bioinformatics applications, especially microarray data analysis, since it 

offers the advantage of interpretability by a domain expert. 

In the context of classification, feature selection techniques can be globally 

organized into three categories, depending on how they combine the feature 

selection search with the construction of the classification model: filter method, 

wrapper method and embedded method [12][20]. 

Filter methods rank each feature according to some univariate metric that 

tests the discriminative power of the feature with regard to the class labels of 

samples. Obtained the ranked list, only the highest ranking features are used 

while the remaining low ranking features are eliminated [25]. Filters rely only on 

intrinsic characteristics of the training data to select some features without 

involving any learning algorithm. Filter methods have been widely utilized in 
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microarray data analysis: they provide very easy way to calculate, can simply 

scale to large-scale microarray datasets since it only have a short running time, 

and they require a single application to provide output. Moreover, their output is 

intuitive and easy to understand even by biologists and domain experts in 

general. However, gene ranking based on univariate methods has some 

drawbacks. Firstly, given the ranked list of feature, filters basically separate the 

informative gene by choosing a threshold value. However, there is little 

theoretical support for determining how many genes should be chosen for 

classification, and the threshold used is somewhat arbitrary [26]. Another 

disadvantage is that the selected genes are most probably redundant: this means 

that top-ranked genes may carry similar discriminative knowledge towards the 

defined class.  

Differently from filter techniques that select genes independently, wrapper 

methods embed a gene selection method within a classification algorithm. In the 

wrapper methods [27] a search is conducted in the space of genes, evaluating the 

goodness of each found gene subset by the estimation of the accuracy percentage 

of the specific classifier to be used, training the classifier only with the found 

genes. Wrappers are able to conduct their search evaluating also interactions and 

correlations among genes and, thanks to the cooperation between selection 

procedure and classification model, it is claimed that the wrapper approaches 

obtain better predictive accuracy estimates than filters [28-30]. A common 

drawback of wrapper methods is that they have a higher risk of over-fitting than 

filter techniques as they are customized for a particular classifier. Moreover they 

are very computationally intensive [31], particularly if the original gene set is 

large. Because of this, wrappers are not frequently used in microarray data 

analysis [29][30]. 
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 In view of the drawbacks of the filter and wrapper approaches, hybrid 

filter-wrapper models have been proposed that take advantage of the simplicity 

of the filter approach for initial gene screening and then make use of the wrapper 

approach to optimize classification accuracy in final gene selection [20][32]. In 

the hybrid model, a filter is first used to screen out a majority of (irrelevant) 

genes from the original set to give a filtered subset of a relatively small size (no 

more than few hundred from an original set of several thousands). Then, the 

wrapper is applied to select genes from the filtered subset to optimize the 

training accuracy. As the filter efficiently reduces the size of the gene set by an 

order of magnitude or more, the computations of the subsequent wrapper become 

acceptable. 

With regard to the third class of feature selection methods, embedded 

techniques differ in that the search for an optimal subset of features is built into 

the classifier construction. Analogous to wrapper approaches, embedded 

approaches are thus specific to a given learning algorithm. Embedded methods 

have the advantage that they include the interaction with the classification 

model, while at the same time being far less computationally intensive than 

wrapper methods [20]. 

2.3 Genetic Algorithms 

A genetic algorithm (GA) is a search and optimization tool inspired by the 

mechanisms of evolution [33]. These bio-inspired mechanisms have shown to be 

useful in numerous search and optimization domains. Given a random starting 

set of solutions (the initial population), genetic algorithms use principles of 
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evolution such as reproduction, selection, crossover, and mutation (collectively 

known as genetic operators) to explore the search space and discover better 

solutions to a problem.  

Each solution (each individual in the population) is evaluated according to 

a specified fitness function that is defined to measure the goodness of a solution. 

According to the principle of “sur i al of the fittest”, solutions with higher 

fitness are more likely to be selected to come into play in the evolutionary 

process. Since the algorithm is iterative, generic operators act upon the 

population many times, moving the algorithm from one generation to the next, 

until a pre-defined number of generations or until the optimal solution is found. 

Genetic algorithms are widely applied in engineering and scientific 

disciplines. Generally, this is due to the fact that they can be readily adapted to 

new problems, they are efficient with respect to other search algorithms, and also 

they are less prone to descending into local minima/maxima. A problem with 

many standard search algorithms, such as hill-climbing, is that they often find 

solutions in the search space which are locally – but not globally – optimum 

when the space is not smooth (i.e. in most real-world problems).  

Genetic algorithms, due to their stochastic and population-based nature, are 

able to avoid this behaviour for the most part. They have therefore found favour 

in a large number of domains where traditional techniques would require too 

much computation to produce an optimal solution and where a near-optimal one 

will suffice. 
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Many studies have been published to demonstrate the efficiency of genetic 

algorithms in many application domains. The most influential factors in the 

quality of the solutions found by these algorithms are:  

1. a suitable definition of the search space of the potential 

solutions and  

2. a proper configuration of the algorithm, in terms of fitness 

function, genetic operators and parameters settings.  

Being genetic algorithms sensitive to small changes of the initial parameter 

set (i.e. population size, number of generations, operator probabilities, and so 

on), the choice of these values is a critical aspect when the algorithm is devoted 

to the analysis of very large datasets. 

Moreover, since GA is a randomized algorithms, it can produce different 

solutions among different trials for same parameter set and the same initial 

population. 

2.4 Genetic Algorithms for Feature 

Selection 

In numerous domains, the high dimensionality of data makes impractical the use 

of complete searches in wrapper procedure for feature selection problems. This 

limit is observed also in the analysis of microarray data. 
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Greedy searches, such as sequential forward selection and sequential 

backward selection, are often used to generate candidate gene subsets. These 

greedy searches are simple and fast but may result in local optimal solutions. To 

achieve global optimal solutions, in recent years some wrapper models replaced 

greedy search with heuristic search, for example introducing the use of genetic 

algorithms.  

Unlike greedy search algorithms, GAs can avoid local optima and provide 

multi criteria optimization functions. An advantage of a GA is that it tends to 

retain good features of solutions that are inherited by successive generations. 

Moreover, GAs have shown their effectiveness in exploring feature spaces of 

high dimensionality [34][35]. 
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3 The Proposed Framework 

In this chapter, the proposed framework is presented and discussed in details. 

First of all, we describe its structure, focusing on its multi-layer shape and 

analyzing each single layer at a time. Then, we remark the distinctive 

characteristics of the framework and highlight the related advantages. 

3.1 Framework Presentation 

As previously explained in chapter 1, the framework presented in this thesis aims 

to reduce the number of features of a high-dimensional dataset in order to 

improve mining performances such as predictive accuracy and result 

comprehensibility. This reduction process can be categorized as a feature 

selection technique, as only the features considered informative for the further 

analysis will be selected while the others will be discarded.  

This process takes as input the dataset in the shape of a matrix: rows 

represent the recorded samples while the columns are the features describing the 

data. As output, the framework returns a set of informative features that can be 

used for predictive modelling as well as knowledge on the analyzed domain. 

Our proposal divides the feature selection process in four subsequent steps. 

Therefore, the framework consists of four layers, ordered by increasing 
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complexity of the learning process. Starting from the dataset initially provided, 

each layer organizes a class of methods to transform data provided by the 

previous layer into some new form of information for future use by the next 

layer, until finally returning the features ultimately selected. 

In details, at the first layer each single feature is weighted based on its 

relevance to the target class. This way a ranked list is obtained, where features 

appear in descending order of importance. At the second layer, a filter is 

repeatedly applied to the ranked list to provide different feature subsets, namely 

feature subspaces. Features are included in these subspaces in an incremental 

way based on their ranking position. At the next layer, the feature subspaces are 

explored by a wrapper that uses a genetic algorithm as a search strategy. Finally, 

at the last layer, potential useful features are evaluated to extract knowledge 

about the application domain.  

Figure 3.1 gives an overview of the proposed framework. In particular, to 

better show the continuity of the learning process between two subsequent layers 

and remark how the output of a layer becomes the input for the following one, 

rectangles have been used to represent data (inputs and outputs) while ovals 

represent the tasks executed in the framework. Each single layer of the 

framework is further detailed in what follows. 

3.1.1 Layer 1: Scoring Features 

Starting from the input data matrix, the first task is intended to score individual 

features according to their discriminative power, i.e. their capacity of separating 

the classes. To this end, a ranking criterion is applied to the data matrix 
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obtaining, for each individual feature, a measure that describe how strong it is 

correlated with the target class.  

A feature with a high ranking value indicates higher discrimination of this 

feature compared to other categories and means that the feature contains 

information potentially useful for classification. Based on the ranking value they 

obtain, features are then returned in an ordered list where they appear in 

descending order of relevance.  

3.1.2 Layer 2: Defining Feature Subspaces 

At the layer 2, the ranked list is used to define different feature subspaces. This is 

performed by a filter approach: starting from the first P features of the ordered 

list, nested subsets of increasing size are constructed by progressively adding 

features (less and less correlated with the target). It results in a sequence of R 

feature subspaces (FSs): 

FS1  FS2  …  FSR 

where the first subspace (FS1) includes the first P top-ranked features, the second 

subspace (FS2) includes the first 2*P features, etc. Denoting with N the 

dimension of a generic feature subspace, one obtains: 

  = i*P,   i = 1, 2, …, R . 

Although containing a subset of potentially informative features, each 

single subspace FSi, i = 1, 2, …, R, cannot be considered a good predictor 

because its features may be mutually correlated. As such, additional work is 
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needed for refining the above subsets by removing redundant features in order to 

devise more accurate and small-sized predictors.  

3.1.3 Layer 3: Selecting Feature Subsets 

The third layer involves a wrapper approach aimed at refining the feature 

subspaces to discover optimal predictors in each of these. As search procedure 

within the wrapper, we employ a genetic algorithm (GA) that explores the 

subspace looking for solutions, i.e. features subsets, that are optimal in terms of a 

given fitness function.  

Detailing the operation of a GA, a population of individuals is randomly 

initialized from each single subspace. Each individual represents a possible 

solutions, i.e. a feature subset, and is encoded by a N-bit binary vector where N 

is the subspace size. If the i
th

 bit has  alue ‘1’ it means that the i
th

 feature is 

selected in the subset, whereas if that bit has  alue ‘0’ the feature is not selected. 

Any number of features smaller than N can be selected, meaning that larger 

individual can be expressed in principle from larger feature subspaces, i.e. larger 

predictors can be extracted from larger feature subspaces. 

Individuals are first evaluated by a particular type of objective function 

called fitness function. While different formulations could be incorporated in our 

framework, we evaluate the fitness of a given individual as the predictive 

performance (i.e. accuracy) of a classifier learnt on it. Thus, an individual is as 

much strong as it provides a high classification accuracy. 

Then, the current population undergoes genetic operations (i.e. selection, 

mutation and crossover) and a new population is generated and evaluated. This 
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evolution process is repeated until a pre-defined number of generations is 

reached. It outputs the “best indi idual” present in the population, i.e. the best 

predictor for the considered subspace.  

Since GA is a randomized algorithm, it can produce different solutions 

among different trials for the same parameter set and the same initial population. 

Therefore, it is applied T times on each of the R subspaces.) 

3.1.4 Layer 4: Extracting Knowledge from Selected Subsets 

The fourth and final task is to extract additional domain knowledge by the 

predictors obtained at the previous layer. Since the GA has been applied T times 

on each of the R feature subspaces, we globally obtain T*R solutions (among 

which there may be a certain number of replicates). 

This task is completed by analyzing the frequency of membership of each 

feature in the collected solutions. Such analysis enables evaluating the relative 

importance of each feature, distinguishing the features that play a primary role in 

discriminating the target class from those that give a complementary, yet not 

negligible, contribution. 

 



The Proposed Framework 

28 

 

 

 
 

3.1The proposed framework 
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3.2 Distinctive Aspects of the Framework 

The proposed framework shows some distinctive characteristics and we highlight 

here the related advantages. 

First. Independence of the framework from a specific implementation. 

As we have described in section 3.1, the framework is organized in different 

layers, each of one determines a type of strategy used in the feature selection 

process. However, as each layer refers to a general class of methods the 

framework is independent on the choice of the algorithms for its implementation. 

This means that, at each layer, the tasks are not associated to a single method, 

but rather to a general class of methods.  

Second. Choice of a hybrid approach. In section 2.2, filter-based and 

wrapper-based feature selection techniques have been described, remarking their 

differences and discussing the pros and cons of both of them. In some specific 

domains (as microarray analysis) wrapper methods have been shown to generally 

perform better than filters but their time-consuming behaviour has made the use 

of the latter prominent [28-30][36]. 

Our framework can be classified as a hybrid feature selection approach, 

since it combines and takes advantage of both filter and wrapper techniques in 

order to overcome their limitations. In detail, the preliminary use of the filter is 

to guide the features research at the initial stage, permitting a rapid analysis of 

the dataset and ensuring that useful features are unlikely to be discarded. On the 

other hand, the subsequent use of the wrapper permits to refine the subspaces 

obtained before. In this step, the intent is to remove redundant features and 

obtain more accurate and small-sized predictors for the classification. Moreover, 
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since the preliminary use of the filter permits to reduce the initial feature space, 

the wrapper is applied on a smaller search space and its required computational 

cost is reduced in consequence. This double feature selection step, therefore, 

makes the use of a wrapper more efficient. 

Third. Parallel exploration of different feature spaces. When using a 

filter-based feature selection techniques, it is not clear how to determine the 

optimal threshold value (in our case, the optimal value for the parameter P). This 

value has a critical importance, as it will be used to cut the ranked list of 

features, distinguishing between the subset of features that will be kept for the 

further analysis and the subset that will be discarded instead. Since little 

theoretical support is presented in literature, the choice of the threshold value is 

often made on an “ad hoc” basis, often depending on the specific problem at 

hand [20]. 

Whereas existing hybrid models [32] usually provide a single threshold 

value, in the proposed framework we assign multiple values to P, i.e. we use 

multiple thresholds. This way, at the second layer we obtain different subspaces 

that will refined by the wrapper at the third layer. This parallel exploration of 

different feature subspaces is guided by the motivation of discovering a 

potentially high number of solutions, that should not necessarily seen as 

alternative but rather as complementary.  

Fourth. GA as search strategy. Differently from filter based feature 

selection approaches, wrappers are able to evaluate set of feature in a time and 

employ a classification algorithm that will be used to build the final classifier. As 

an exhaustive search is impractical, greedy procedures or heuristics are usually 

employed to guide the combinatorial search through the space of candidate 
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feature subsets looking for a good trade-off between performance and 

computational cost. In the layer 3 of our framework, the wrapper employs a GA 

as the search strategy. This type of algorithm belongs to the class of heuristics, it 

performs a random feature combination and shows its potentiality in exploring 

features set of high dimensionality [34][35]. 

Fifth. Balancing effectiveness and representation level. According to 

[24], two major factors seems to be particularly important in designing a suitable 

algorithm for feature selection in a classification task: improving the predictive 

accuracy and providing better understanding of the underlying concept that 

generated the data. Here, we denote the above factors as the effectiveness and the 

representation level of the feature selection process. Hence, the effectiveness 

deals with selecting the minimum set of features that maximize the accuracy of a 

classifier and the representation level concerns discovering how relevant the 

features are and how related to one another. 

In more detail, the effectiveness attempts to capture the performance aspect 

of classification. From this point of view, the major challenge is finding a 

minimum subset of features that are useful to the prediction. Thus, this aspect is 

central for classification problems in which accuracy is of primary concern: the 

more effective the feature selection, the better the performance of the resulting 

classifier. 

The representation level reflects the explanatory power of the selected 

features in representing essential knowledge about the application domain. The 

focus is on discovering all the variables suited to the reality that we are trying to 

represent, deciding how relevant they are and how related to one another. Under 

this paradigm, the feature selection process privileges the usefulness of the 
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features in describing the application domain i.e. the degree of exactness with 

which the representation fits the reality. 

Considering filters and wrappers, we can say that filter-based methods are 

able to give an overview on the data, thus promoting the representation level, but 

they do not take into account correlation between features, which reduces their 

usefulness for classification purposes. As they ignore the classifier to be applied, 

there is no support for improving the effectiveness. 

On the other hand, in wrapper-based methods the whole process aims to 

optimize the accuracy of the particular classifier, therefore the central aspect in 

selecting features is the effectiveness rather than improving the representation 

level.  

Considering feature selection from this prospective, hybrid approaches can 

be seen as an attempt to combine effectiveness and representation level, as they 

attempts to take advantage of filters and wrappers by exploiting their different 

evaluation criteria in different search stages [20]. 

In literature, to the best of our knowledge, it remains a neglected issue the 

formulation of feature selection methods that place the emphasis on balancing 

effectiveness and representation level. Usually, popular feature selection 

algorithms are effective in selecting a single subset of predictive features for 

sample class prediction. They try to achieve the best effectiveness thus 

discarding features which are relevant to the target concept but highly correlated 

to the selected ones. However, a single subset of selected features could miss 

important knowledge and result in a poor representation level. 
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The framework proposed in this thesis aims to pave the way for balancing 

effectiveness and representation level by performing an intelligent feature 

selection that aims not only to achieve good classification performance (layer 3) 

but also to discover different subsets of features (layer 4) relevant for the 

application domain and able to represent it properly. 

3.3 Application contexts 

The framework proposed in this thesis has been designed and developed 

considering the specific problem of feature selection in microarray data analysis. 

Therefore, particular attention has been paid to the peculiar characteristics 

related to the domain such as the existence of multiple biomarkers and the 

limited number of genes that compose each biomarker. 

However, as described in section 3.2, we paid particular attention to make 

our approach as general as possible. The framework has been designed to be 

independent on the choice of the algorithms for its implementation:  each layer 

does not refer to a single method but rather to a general class of methods. For 

example, in layer 2 the framework can supported a variety of popular filter 

techniques, in the same way as different classifiers can be employed in 

conjunction with the GA within the wrapper in layer 3. 

Hence, the framework can be generally used to solve feature selection 

problems and its application can be extended to other domains. For this reason in 

this thesis we consider its extension to analyze a corpus of text documents, with 

the aim of finding within each document the words that permits to understand the 
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document’s topic (term selection) and hence classifying documents in one or 

more topic categories (text categorization). 

In detail, Text Categorization (TC) is the study of assigning natural 

language documents to one or more predefined category labels. Because of the 

need to automatically organize the increasing number of digital documents in 

flexible ways, TC is receiving a crescent interest from researchers and 

developers. The dominant approach to this problem considers the employment of 

a general inductive process that automatically builds a classifier by learning, 

from a set of pre-classified documents, the characteristics of the categories [37]. 

Formally, a problem of TC can be defined as follows. Let D = {d1, d2, …, 

dL} be a collection of L documents and W = {w1, w2, …, wM} be a set of M 

distinct terms contained in D. Let C = { c1, c2, …, c|C| } be a set of predefined 

categories or classes. A TC process assigns a boolean value to each pair <d j, ci> 

that indicates if the document dj belongs to the category ci. 

In a multi-label TC problem each document can be assigned to any number 

of categories from the set C. Under the assumption that categories are 

stochastically independent of each other, a multi-label TC can be transformed 

into |C| independent (disjoint) binary TC problems, where each document is 

classified in one of the two disjoint categories: c and its complement c . 

Therefore, to solve a multi-label TC problem, binary classifiers are built for each 

category in C and their results are then combined into a single decision.  

The proposed framework is here used to address a multi-label TC problem 

by resolving |C| binary problems. The framework firstly selects the most 
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representative terms for a given category ci and then performs a binary 

classification process on this selection. 

3.4 Experiments 

In both the experimentation, we evaluate the Framework by performing two 

class of experiments: 

1. Baseline experiments. To get an evaluation of the classification 

performance without considering the proposed framework, a 

classifier is trained directly on each feature subspace. The related 

classification performance is considered as baseline. 

2. Framework experiments. We apply the proposed framework to 

each feature subspace and evaluate the classification performance 

of the selected solutions. 

By comparing baseline and framework classification performance, we 

estimate how significant is the positive contribution brought by the framework, 

justifying its use. 

To quantify the effectiveness of the framework, results obtained from 

framework experiments are evaluated considering, first of all, the classification 

performance; moreover, we measure the dimensionality of the selected subset 

(number of features that form the solutions) and analyzed also the computational 

cost.  
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Whereas, to evaluate the representation level, we consider the frequency of 

membership of each feature in the collected solutions. 
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4 Framework Validation 

To evaluate the framework we conducted experiments on four DNA-microarray 

datasets. Experimental results compare well with different hybrid methods 

proposed in literature and show that our approach is robust and effective in 

finding small subsets of informative features with high classification accuracy 

and suitable representation level. Related results have been presented in [38][39]. 

4.1 Datasets  

We verified the proposed framework with four popular public microarray 

dataset. Their main characteristics are summarized in Table 4.1. Data are 

represented in the shape of a matrix: rows represent the recorded samples while 

the columns are the genes measured in the analysis. Level of expression of genes 

is a continuous value.  

The Leukemia dataset was produced in a study aimed at building a model 

to discriminate between acute myeloid leukemia (AML) and acute lymphoblastic 

leukemia (ALL) tissues [19]. It contains 72 samples: among them, 25 samples 

are collected from AML patients and 47 samples are from ALL patients. Gene 

expression levels of 7129 genes are reported. Authors mention the difficulty of 

choosing the right set of informative genes, given that lots of them were highly 

correlated with the ALL-AML distinction. 



Framework Validation 

38 

 

The DLBCL dataset comes from the study [40] where the task is to 

discriminate between two types of lymphoma cancer. It contains 78 samples: 

among them, 58 are from diffuse large b-cell lymphoma ('DLBCL') samples and 

19 from Follicular Lymphoma ('FL') samples. Gene expression levels of 7129 

genes are reported. 

The Colon Cancer dataset contains samples from 40 tumor and 22 normal 

colon tissues probed by an Affymetrix microarray chip measuring more than 

6500 genes [41]. However, the dataset was published after a pre-filtering step 

and the resulting samples include only 2000 genes. The task described in the 

original study is to determine if groups of patients could automatically be 

constructed by a clustering algorithm. Since annotations of the samples are 

available, we address here the binary classification problem of predicting 

whether a sample corresponds to a tumor versus a normal colon tissue.  

The Prostate dataset was first published in [42]. It is the largest dataset 

used in this thesis in terms of number of features (10509). Here, the task is to 

predict whether a sample corresponds to a tumor versus a normal tissue. The 

dataset contains 102 samples from 52 tumor and 50 normal prostate tissues. 

 

4.1 Microarray datasets used in the experiments 

Dataset 
No. of 

samples 

Distribution among 

classes 

No. of 

features 
Reference 

Leukemia 72 47 ALL + 25 AML 7129 [19] 

DLBCL 78 58 DLBCL + 19 FL 7129 [40] 

Colon 62 40 tumor + 22 normal 2000 [41] 

Prostate 102 52 tumor + 50 normal 10509 [42] 
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4.2 Framework Setup 

We describe here the peculiar choice made for the framework setup and 

implementation in this specific domain. 

For ranking at layer 1, we chose as metric the χ2 statistics. It is a widely 

used standard feature selection method that test the divergence between the 

observed and expected distribution of a feature. In feature selection, it evaluates 

features indi iduall  b  measuring their χ2 statistic with respect to the classes 

[43]. 

For incremental filtering at layer 2, we set P = 10 and R = 5. Starting from 

the subset including the first P ranked features, namely the subset TOP10, we 

constructed R-1 additional nested subsets of features of increasing size by 

progressively adding P features (less and less correlated with the target). We 

denote these additional subspaces as TOP20 (i.e. the first 20 top-ranked 

features), TOP30 (i.e. the first 30 top-ranked features), etc. We also considered 

TOP80 and TOP100 in order to evaluate the proposed approach in larger feature 

subspaces. 

At layer 3, the wrapper is based on the GA search mechanism as proposed 

by [44]. In our implementation, each individual is a binary vector where the 

 alues ‘1’ and ‘0’ respecti el  mean that the feature is included or not in the 

individual. The initial population is randomly initialized. Genetic operations are 

carried out by roulette wheel selection, single point crossover, and bit-flip 

mutation.  
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However, when using this kind of evolutionary mechanisms, it is crucial to 

the success a proper definition of the algorithm in terms of genetic operators and 

parameter settings since small changes in requirements can lead to significant 

differences in results. In order to find an efficient configuration of the GA we 

made a tuning of GA parameters. Specifically, we considered different values for 

the following parameters: (i) number of generations, (ii) population size, (iii) 

probability of crossover, and (iv) probability of mutation. We applied the GA 

search mechanisms T=10 times on different feature subspaces and evaluated the 

average accuracy, the average subset size and the computational cost. 

The analysis was carried on according to two distinct phases:  

A. We test the behaviour of the GA search mechanism as parameters 

(i) and (ii) change, while parameters (iii) and (iv) assume values 

consistent with the literature; Specifically, values considered for 

parameters are as follows: (i) number of generations: 10, 20, 30, 50, 

and 100; (ii) population size: 10, 20, 30, and 50; (iii) probability of 

crossover = 1; (iv) probability of mutation = 0.01. 

B. We test the behaviour of the GA search mechanism as parameters 

(iii) and (iv) change, while parameters (i) and (ii) assume the best 

results found in the previous phase A. Values considered for 

parameters (iii) and (iv) are respectively: (iii) 0.6, 0.8, 1 and (iv) 

0.005, 0.01, 0.02, 0.03. According to the results obtained in the 

phase A, we set (i) number of generations = 50 and (ii) population 

size = 30.   
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This pairing is justified because, in the literature, wide discordances can be 

found between the values chosen for parameters (i) and (ii). As well, parameters 

(iii) and (iv) typically assume values in a range that we consider in our analysis.  

Figure 4.1 show some results of GA parameter tuning – phase A. 

Specifically, the interpolation surface expresses the global trend of the average 

accuracy (y-axis) vs. the number of generation (x-axis) and the population size 

(z-axis) on different feature subspaces. Different colours indicate different 

ranges of values (as shown in the enclosed legends). 

Extended results have been presented in [45][46]. Therefore, being 

supported by this tuning analysis, we set the following values for the GA: 

population size = 30, number of generations = 50, probability of crossover = 1, 

and probability of mutation = 0.02. 

To assess the population, the fitness function evaluated the predictive 

performance considered as the accuracy calculated on each individual. We 

experimented two different classifiers: a Support Vector Machine (SVM) and a 

Nearest Neighbor classifier (K-NN). 

Support vector machines (SVM) are a set of supervised learning methods 

used for classification. In the most widely used two-class SVM classification 

method, as in this thesis, input data are viewed as two sets of vectors in the 

multi-dimensional input space. The SVM classifier constructs a separating 

hyperplane in that space, one which maximizes the margin between the two data 

sets. The method can also be extended to multi-class and nonlinear classification 

problems by using a nonlinear kernel function. 
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4.1 GA parameter tuning 
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The k-nearest neighbors algorithm (K-NN) is a method for classifying 

objects based on closest training examples in the feature space. It is a type of 

instance-based learning, or lazy learning where the function is only 

approximated locally and all computation is delayed until classification. A 

majorit   ote of an object’s neighbors is used for classification, with the object 

being assigned to the class most common amongst its k nearest neighbors. If k is 

set to 1, then the object is simply assigned to the class of its nearest neighbor.  

 This choice resulted in two different implementations of the wrapper, that 

take the name of GA/SVM and GA/K-NN, respectively. Error estimation was 

performed by a 10-fold cross-validation for both SVM and K-NN classifiers. 

Since the GA performs a stochastic search, we considered the average results 

over a number T=10 of trials. 

The implementations of all the algorithms are those found in the WEKA 

machine learning environment [47]. In particular, we used the SMO 

implementation [48] with linear kernel for the SVM classifier and the IBK 

implementation [49] with K = 1 for the K-NN classifier
1
. 

With regard the framework evaluation, in the baseline experiments each 

classifier (i.e. K-NN and SVM) was trained directly on each subspace TOPN in 

order to estimate the accuracy without the wrapper-based feature selection 

included in the framework. This baseline accuracy was also estimated by a 10-

fold cross-validation. In the framework experiments we evaluated the framework 

applying it entirely on each subspace TOPN. 

                                                
1 Additional experiments with K = 3 resulted in non-significant differences, neither in term of 

classification accuracy nor subset size. 
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4.3 Results and Discussion  

As previously said, results of our experiments will be discussed along two 

dimensions: 

1. the effectiveness of the proposed framework in searching suitable 

combinations of relatively few genes that yield high classification 

accuracy; 

2. the representation level reached by the framework in exploring how 

each gene may be useful in representing essential knowledge about 

the application domain.  

4.3.1 On the Effectiveness of the Framework 

We compare first the differences between the baseline accuracy and the accuracy 

(best and average) reached by the two implementations of the framework, GA/K-

NN and GA/SVM, on each TOPN. Table 4.2 reports this comparison for each 

dataset. 

As Table 4.2a shows, results produced by both GA/SVM and GA/K-NN 

on Leukemia dataset outperform baseline results from SVM and K-NN. The 

average accuracy of GA/SVM increases with the size of the search space until 

reaching 100% on TOP80 and TOP100. GA/K-NN turns out to be more effective 

in selecting feature subsets that perfectly discriminate the target class (namely, 

perfect predictors), irrespective of the size of TOPN: a search space of 10 

features is sufficient to reach the maximum accuracy that is also reached in all 

the feature subspaces with the exception of TOP50. 
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Table 4.2b shows the same trend for experiments on DLBCL dataset, both 

with GA/SVM and GA/K-NN. 

According to Table 4.2c, neither GA/SVM nor GA/K-NN are able to find 

perfect predictors. That is a side effect of the Colon dataset which is quite noisy 

and is considered one of the most difficult to classify due to a probable sample 

contamination problem [50]. However, the average accuracy of GA/SVM 

exhibits the same behavior than in previous experiments. The effectiveness of 

the GA/K-NN is confirmed, regardless of the size of the feature subspace: the 

best predictor is extracted from TOP20. 

Finally, Table 4.2d reports results about Prostate dataset and shows a 

picture quite different from the three previous datasets. The trend of the average 

accuracy of GA/SVM reaches the highest value between TOP30 and TOP50 and 

then starts decreasing. GA/K-NN outperforms GA/SVM very slightly, since the 

values of the average accuracy are highly similar and, in addition, both achieve 

the same values of best accuracy. 

Globally, results in Table 4.2 confirm that the classification can be carried 

out in a reduced space more accurately that in the original feature subspace as 

the use of an unnecessarily large gene set may decrease the effectiveness in the 

classification process. 

By showing the trend of the average size of the selected combinations as 

the size of the feature subspace TOPN increases, Fig. 4.2 demonstrates the 

effectiveness of the framework in reducing the dimensionality of the search 

space. 
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4.2 Baseline, Average and Best Accuracy 

(a) Leukemia 

 SVM GA/SVM K-NN GA/K-NN 

 Baseline 

accuracy 

(%) 

Average 

accuracy 

(%) 

Best 

accuracy 

(%) 

Baseline 

accuracy 

(%) 

Average 

accuracy 

(%) 

Best 

accuracy 

(%) 

TOP10 93.1 97.0 97.5 91.7 100 100 

TOP20 95.8 99.3 100 97.2 100 100 

TOP30 98.6 99.6 100 94.4 100 100 

TOP40 98.6 99.9 100 95.8 100 100 

TOP50 97.2 99.4 100 93.1 99.9 100 

TOP80 97.2 100 100 95.8 100 100 

TOP100 97.2 100 100 97.2 100 100 

 

 

(b) DLBCL 

 SVM GA/SVM K-NN GA/K-NN 

 Baseline 

accuracy 

(%) 

Average 

accuracy 

(%) 

Best 

accuracy 

(%) 

Baseline 

accuracy 

(%) 

Average 

accuracy 

(%) 

Best 

accuracy 

(%) 

TOP10 92.2 92.5 92.7 85.7 93.8 94.3 

TOP20 94.8 96.8 97.4 93.5 99.9 100 

TOP30 94.8 98.1 98.7 96.1 100 100 

TOP40 96.1 98.7 100 94.8 99.7 100 

TOP50 96.1 98.1 98.7 94.8 100 100 

TOP80 97.4 99.1 100 96.1 100 100 

TOP100 94.8 100 100 96.1 99.9 100 
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(c) Colon 

 SVM GA/SVM K-NN GA/K-NN 

 Baseline 

accuracy 

(%) 

Average 

accuracy 

(%) 

Best 

accuracy 

(%) 

Baseline 

accuracy 

(%) 

Average 

accuracy 

(%) 

Best 

accuracy 

(%) 

TOP10 82.3 87.1 87.1 80.6 90.8 91.3 

TOP20 88.7 90.9 91.9 82.3 95.3 98.4 

TOP30 87.1 90.5 91.9 83.9 94.5 95.2 

TOP40 85.5 91.5 92.3 83.9 94.5 96.8 

TOP50 83.9 91.5 91.9 80.6 92.7 95.2 

TOP80 85.5 91.9 93.2 79.0 94.6 96.8 

TOP100 87.1 93.1 94.2 79.0 93.2 95.5 

 

(d) Prostate 

 SVM GA/SVM K-NN GA/K-NN 

 Baseline 

accuracy 

(%) 

Average 

accuracy 

(%) 

Best 

accuracy 

(%) 

Baseline 

accuracy 

(%) 

Average 

accuracy 

(%) 

Best 

accuracy 

(%) 

TOP10 95.1 95.4 95.7 92.2 94.4 94.7 

TOP20 96.1 96.6 97.1 93.1 96.2 97.1 

TOP30 94.1 97.8 98.0 89.2 97.9 98.0 

TOP40 97.1 97.8 98.0 93.1 98.0 98.0 

TOP50 96.1 97.9 98.0 94.1 98.0 98.0 

TOP80 96.1 97.3 98.0 92.2 98.0 98.0 

TOP100 96.1 97.2 98.0 90.2 98.0 98.0 
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In particular, both GA/SVM and GA/K-NN considerably cut the size of the 

original TOPN whose average reduction is greater than 50% with peaks of 70-

75% reached on TOP100. This trend is common to all the datasets. 

As Table 5.3 shows, this reduction generates sufficient features for 

achieving a very high accuracy. In detail, for the best predictors selected by 

GA/SVM and GA/K-NN on each dataset, Table 5.3 summarizes the accuracy, 

the minimum size and the feature space from which the predictor was extracted. 

For “good” datasets such as Leukemia and DLBL , the framework generates 

perfect predictors. For more difficult datasets, such as Colon and Prostate, the 

framework doesn't achieve the 100% accuracy albeit obtaining remarkable 

results.  

 

4.3 Best predictors extracted by GA/SVM and GA/K-NN from each dataset 

 Wrapper Top Subset size Accuracy (%) 

Leukemia 

 

GA/SVM TOP20 4 100 

GA/K-NN TOP20 3 100 

TOP30 3 100 

Top40 3 100 

DLBCL 

 

GA/SVM TOP40 8 100 

GA/K-NN TOP20 4 100 

TOP30 4 100 

Colon 

 

GA/SVM TOP100 39 94.2 

GA/K-NN TOP20 4 98.4 

Prostate GA/SVM TOP30 8 98.0 

GA/K-NN TOP30 8 98.0 

TOP40 8 98.0 
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4.2 Average size of the selected predictors as the size of the feature space 

increases 
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Globally, the above results help to demonstrate the framework 

effectiveness and can be compared with those produced by different state-of-art 

methods in DNA-microarray literature. As reference parameters, we considered 

the accuracy and the number of selected features.  

We present the best results achieved by GA/K-NN and omit results from 

GA/SVM that, except for the Colon dataset, exhibit the same trend. Table 4.4 

shows this comparison.  

Regarding Leukemia dataset (Table 4.4a), different methods proposed in 

recent literature [32][51][52][53][54] achieve 100% of accuracy, as in our 

approach, but the number of features they select is greater than the one obtained 

by GA/K-NN. 

Our method shows excellent performance also in DLBCL dataset (Table 

4.4b): the framework reaches 100% of accuracy with only 4 features as in [55] 

and outperforms the approaches proposed in [32][56][57][58].  

Regarding Colon (Table 4.4c), which is recognized as one of most noisiest 

microarray datasets, GA/K-NN achieves better accuracy than all other methods 

[32][52][59][60] except for [51]; in [51], however, the number of selected 

features is greater than the one obtained by our framework. 

Finally, in the Prostate dataset (Table 4.4d), the best performance is 

obtained by [32]; our approach reaches the same accuracy, with a number of 

features slightly superior, and outperforms all the other methods 

[57][58][61][62]. 
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4.4 Framework performance vs different state-of-art methods 

(a) Leukemia 

 GA /K-NN [32] [51] [52] [53] [54] 

Accuracy (%) 100 100 100 100 100 100 

Subset size 3 4 25 6 8 4 

 

 

(b) DLBCL 

 GA /K-NN [32] [55] [56] [57] [58] 

Accuracy (%) 100 100 100 93.5 92.2 96.1 

Subset size 4 6 4 5 6 6 

 

 

(c) Colon 

 GA /K-NN [32] [51] [52] [59] [60] 

Accuracy (%) 98.4 95.2 99.4 93.6 97.0 93.6 

Subset size 4 6 10 12 7 4 

 

 

(d) Prostate 

 GA /K-NN [32] [57] [58] [61] [62] 

Accuracy (%) 98.0 98.0 96.1 96.1 91.2 96.7 

Subset size 8 6 13 11 6 19 

 

We conclude this discussion on the effectiveness of the framework with 

some considerations about the pattern of agreement noticed among the four 

datasets. First of all, the effectiveness of both GA/SVM and GA/K-NN is always 

higher than the effectiveness of the baseline SVM and K-NN, as shown by the 

results about accuracy of the selected predictors.  
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However, the effectiveness of GA/SVM and GA/K-NN changes in a 

different way depending on the size of the initial feature subspace. The GA/SVM 

average accuracy tends to improve as the size of the feature subspace increases. 

On the contrary, GA/K-NN is much more effective in selecting predictive 

subsets irrespective of the size of the provided feature subspace.  

As regards the average size of selected predictors, no significant difference 

has been found between the behaviour of GA/SVM and GA/K-NN. Finally, 

GA/K-NN turns out greatly superior in terms of computational cost (with 

execution times remarkably lower than GA/SVM), leading to an effective feature 

selection in a very efficient way.  

4.3.2 On the Representation Level of the Framework 

As previous mentioned, the effectiveness focuses on a global view about the 

classification accuracy obtained by a few number of selected features while the 

representation level aims to identify the features that provide a better 

understanding of the analyzed domain.  

Besides predictive ability of the selected features, domain experts 

instinctively have high confidence in the results of a selection method that finds 

similar sets of features: the fact that a gene is selected by different predictors 

makes it more probable that this gene is an important biomarker. Hence, we 

assume the frequency of each gene in the selected predictors as a measure of the 

representation level of the framework. 

Specifically, for each microarray dataset we evaluated the frequency of the 

features belonging to the 70 predictors obtained at layer 3. For each dataset, 
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Table 4.5 shows the frequency of the ten most selected features and reports, in 

brackets, the position of each feature in the original ranked list obtained at layer 

1.  

Analyzing the features that are most frequently selected by GA/SVM and 

GA/K-NN , we note, in Table 4.5a, that the two lists have 7 features in common 

out of 10. Besides, features that appear only in GA/SVM list are also selected by 

GA/K-NN with lower frequency, and vice versa. Further, we notice that the 

features most frequently involved in the selected predictors are not necessarily 

the top-ranked ones: for example, the gene 1928 exhibits the highest frequency 

for GA/SVM but it is placed at ranking position 30; likewise, the most frequent 

gene for GA/K-NN, the gene 2354, is placed at ranking position 14. As well, 

genes 4951 and 5107 exhibit a very high frequency, but they are at ranking 

position 67 and 68, respectively. In turn, some top-ranked genes such as 3252 

and 2288 do not appear at all in the two lists even if they are respectively at 

positions 4 and 6 of the ranked list.  

Table 4.5b reports results regarding DLBCL dataset. In this case the two 

lists have 8 features in common. Genes 1670 and 5077 exhibit the highest 

frequencies for both GA/SVM and GA/K-NN even if they are placed at ranking 

positions 18 and 29. On the contrary, genes at ranking positions 2 and 3 do not 

appear in the lists. 

As Table 4.5c reports, the two lists have 5 features in common. Features 

that exhibit the highest frequency are gene 66 for GA/SVM and gene 1772 for 

GA/K-NN and are placed at ranking position 15 and 10, respectively. Again, 

some top-ranked genes, such as those at positions 1 and 2, do not emerge.  
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Table 4.5d reports results regarding Prostate dataset. The two lists have 7 

features in common. Features that exhibit the highest frequency, for both 

GA/SVM and GA/K-NN, are 4823, 10130, and 9138 and are placed at ranking 

positions 1, 13, and 16. Although features at ranking positions 1 and 2 are 

present, genes at ranking position 3 and 4 do not appear in the lists. 

Again, this section on the representation level of the framework is 

concluded with some remarks about the pattern of agreement that we noticed 

among the four datasets. First of all, in each of the considered case studies, the 

high number of features in common between the two lists shows that GA/SVM 

and GA/K-NN highly agree in evaluating the relevance of features, although 

selecting different gene combinations (at layer 3). This suggests that the 

proposed framework can be useful to evaluate the relative importance of features 

in a context where multiple predictors may coexist, such as microarray data 

classification. 

Another remarkable aspect to note is that the feature lists obtained at layer 

4 don’t match the ranked list produced as output of the first layer; indeed the 

features most frequently selected are not necessarily the top-ranked ones. This 

outlines that, while useful in reducing the dimensionality of the initial problem, 

the ranking process is not by itself a suitable feature selection technique for 

microarray data. It can be successfully employed, instead, within hybrid filter-

wrapper approaches as the one proposed here. 
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4.5 Frequency of the ten most selected features; in brackets, the position of 

each feature in the original ranked list 

(a) Leukemia 

GA/SVM GA/K-NN 

Features Frequency Features Frequency 

1928 (30) 47.1% 2354 (14) 44.3% 

1144 (17) 41.4% 1834 (1) 42.9% 

2354 (14) 38.6% 6855 (5) 38.6% 

6855 (5) 37.1% 1928 (30) 38.6% 

1685 (9) 37.1% 1685 (9) 37.1% 

1834 (1) 35.7% 804 (31) 32.9% 

4847 (2) 34.3% 1144 (17) 31.4% 

804 (31) 30.0% 1882 (3) 24.3% 

2020 (22) 24.3% 5107 (68) 24.3% 

2642 (28) 22.9% 4951 (67) 20.0% 

 

 

(b) DLBCL 

GA/SVM GA/K-NN 

Features Frequency Features Frequency 

5077 (29) 70.0% 1670 (18) 65.7% 

1670 (18) 64.3% 5077 (29) 37.1% 

4453 (11) 45.7% 3818 (32) 37.1% 

3005 (24) 42.9% 4453 (11) 34.3% 

506 (1) 41.4% 373 (12) 34.3% 

203 (13) 41.4% 1055 (9) 32.9% 

373 (12) 37.1% 2789 (38) 31.4% 

2789 (38) 37.1% 506 (1) 30.0% 

3818 (32) 35.7% 3005 (24) 30.0% 

4202 (5) 32.9% 6493 (43) 30.0% 
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(c) Colon 

GA/SVM GA/K-NN 

Features Frequency Features Frequency 

66 (15) 64.3% 1772 (10) 75.7% 

493 (3) 61.4% 765 (4) 72.9% 

1423 (5) 60.0% 1423 (5) 41.4% 

1771 (6) 58.6% 267 (8) 35.7% 

1772 (10) 57.1% 415 (21) 35.7% 

897 (14) 52.9% 513 (7) 34.3% 

1042 (19) 48.6% 1892 (20) 34.3% 

765 (4) 47.1% 1771 (6) 32.9% 

581 (35) 45.7% 897 (14) 32.9% 

780 (12) 42.9% 822 (16) 32.9% 

 

 

(d) Prostate 

GA/SVM GA/K-NN 

Features Frequency Features Frequency 

4823 (1) 67.1% 4823 (1) 67.1% 

10130 (13) 67.1% 9138 (16) 67.1% 

2718 (30) 60.0% 7346 (8) 65.7% 

7652 (5) 57.1% 7652 (5) 61.4% 

9138 (16) 57.1% 3997 (27) 54.3% 

7515 (21) 51.4% 3124 (39) 54.3% 

8765 (2) 48.6% 8765 (2)  51.4% 

8009 (7) 47.1% 8009 (7) 51.4% 

1943 (23) 47.1% 10130 (13) 45.7% 

5648 (25) 42.9% 2718 (30) 45.7% 
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4.4 Concluding Remarks 

In this chapter we have described the experimental analysis made on four DNA-

microarray datasets. The proposed hybrid framework have shown its 

effectiveness in finding small subsets of informative features, in both the 

implementations proposed. However, the GA/K-NN version has proved to be 

more accurate and more efficient respect to GA/SVM, finding high predictive 

subsets irrespective of the size of the provided feature subspace and requiring a 

lower computational cost.  

The framework has also shown a good ability in representing the analyzed 

domain, as it has been able to highlight the most relevant features that describe 

the data. For this reason, we believe that the framework can be useful to evaluate 

the relative importance of features in a context where multiple predictors may 

coexist, such as microarray data classification. 
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5 Extension to Other 

Domains: Preliminary 

Results on Text Analysis 

In the second experimentation we evaluate the framework considering the 

problem of selecting predictive terms within documents to perform text 

categorization. This study can be considered as a preliminary attempt in this 

domain, as we consider only one corpus of text documents. Experimental results 

compare well both with classical learning approaches and with recent hybrid 

methods proposed in literature. Related results have been presented in [63]. 

5.1 Datasets 

We tested the framework on the standard Reuters-21578 text collection [64]. 

This collection, as well as its earlier variants, has been a standard benchmark for 

TC applications for many years. It is a set of 21,578 news stories published by 

Reuters in 1987, which are classified according to 135 thematic categories 

mostly concerning business and economy. Standard splits are defined by the 

creators of the collection to create various subsets of the corpus and different 



Extension to Other Domains: Preliminary Results on Text Analysis 

60 

 

splits have been used by researchers to test their systems. Majority of researchers 

used Mod-Apté split that selects 9,603 training documents and the other 3,299 

test documents from 90 categories. In this thesis, we used this split too. 

Moreover, we used the dataset as pre-processed in [65], which considers 

the 10 categories with the highest number of positive training examples. In the 

following we will refer to this subset as R10. For each category in R10, the 

framework input (i.e. the training set) is a matrix where each row represents a 

document dj and columns are the related terms {w1, w2, …, wM}. Each document 

is assigned to either the category ci or its complement c i. Table 5.1 shows the 

number of terms for each category in R10.  

 

5.1 Categories in R10 

R10 

Category No. of terms 

acq 7,495 

corn 8,302 

crude 14,466 

earn 9,500 

grain 12,473 

interest 10,458 

money-fx 7,757 

ship 9,930 

trade 7,600 

wheat 8,626 
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5.2 Framework Setup 

In this second experimentation, likewise we did in section 4.2, we describe how 

we arrange the framework setup and implementation according to the specific 

characteristics of the domain.  

For ranking at layer 1, we chose to use two different metrics: the χ2 

statistics (CHI) and the Information Gain (IG). Both of them are widely used 

standard feature selection methods. CHI bases on the χ2 distribution and has 

been previously described in section 4.2. IG evaluates the worth of an attribute 

by measuring the information gain with respect to the class, according to the 

formula:  

InfoGain(Class,Attribute) = H(Class) – H(Class | Attribute), 

where H is the information entropy. 

Hence, this choice resulted in two different implementations of the 

framework that differ in the choice of the filter technique. We named these two 

versions CHI+GA/NMB and IG+GA/NBM respectively. 

For incremental filtering at layer 2, we set P = 10 and R = 10. That is, we 

start from the subset including the first 10 ranked terms, namely the subset 

TOP10, until reaching the subset TOP100. We also considered TOP150 and 

TOP200 in order to evaluate the proposed approach in larger feature subspaces. 

At layer 3, the wrapper is based on the GA search mechanism and related 

implementation and parameter tuning are consistent to section 4.2. In this 

experimentation we considered the results of a number T=3 trials. To assess the 
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population, the fitness function evaluated the predictive performance of each 

individual as calculated by a Naïve Bayes Multinomial (NBM) classifier [66]. A 

Naïve Bayes classifier is a probabilistic classifier based on applying Bayes's 

theorem with strong (naive) independence assumptions. The Multinomial is a 

version of the Naïve Bayes classifier commonly used in TC community. In this 

model, a document is represented by the set of word occurrences from the 

document. The individual word occurrences are considered to be the events and 

the document to be the collection of word events. When calculating the 

probability of a document, one multiplies the probabilities of the words that 

occur [67]. 

Despite accuracy is a traditional measures to evaluate classification 

effectiveness, it is not widely used in the TC domain because the two categories 

ci and c i are usually unbalanced [69]. Instead, the evaluation of classification in 

TC applications is usually analyzed from multiple perspectives, as using 

precision, recall, and their combinations. Precision measures the percentage of 

documents predicted to be in class ci that in fact belong to it. Recall is the 

percentage of documents truly belonging to ci that are classified into this class.  

In this thesis, we chose to measure predictive performances by using the 

following metrics [37]: 

1. F-measure, which expresses the harmonic mean between 

precision and recall; 

2. Break Even Point (BEP), which expresses the mathematical 

mean between precision and recall; 



Extension to Other Domains: Preliminary Results on Text Analysis 

63 

 

3. µ-BEP, which permits a global evaluation of BEP values across 

the different categories present in the corpus.  

The implementations of all the algorithms are those found in the WEKA 

machine learning environment [47]. 

With regard the framework evaluation, in the baseline experiments the 

NBM classifier was trained directly on each subspace TOPN in order to estimate 

classification performance without the wrapper-based feature selection included 

in the framework. This baseline accuracy was also estimated by using training 

and test set. In the framework experiments we evaluated the effectiveness of the 

whole framework, in its two implementations CHI+GA/NMB and IG+GA/NBM, 

applying them entirely on each subspace TOPN.  

5.3 Results and Discussion 

As previously said and similar to the discussion made in section 4.3, results of 

our experiments will be discussed along two dimensions: 

1. the effectiveness of the proposed framework in searching 

suitable combinations of terms that permit to correctly 

categorize documents, yielding high classification performance; 

2. the representation level reached by the framework in exploring 

how each term may be relevant to the deep understanding of the 

application domain. 
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5.3.1 On the Effectiveness of the Framework 

To have an initial evaluation of the effectiveness of the framework, we first 

analyze results obtained in the baseline and the framework experiments. In 

details, we compare the performance values reached in the baseline experiments 

with those obtained by CHI+GA/NBM and IG+GA/NBM on each TOPN. For 

the framework experiments, we consider best values and average values over the 

3 trials. Performance values are evaluated in terms of F-measure.  

With regard to the CHI filter, we note that the F-measure obtained in the 

baseline experiments grows as the size of the TOPN becomes larger. The same 

increasing trend of the F-measure is noticed for CHI+GA/NBM. These 

considerations are valid for each category in R10. On the contrary, results 

achieved using the IG filter do not show a clear tendency: no analogies can be 

noted neither comparing baseline and framework experiments nor confronting 

the trends in the ten categories.  

Confronting best and average values obtained both by CHI+GA/NBM and 

IG+GA/NBM, no significant differences have been found. Therefore, in the 

following analysis we will consider only the best values achieved by the two 

implementations of the framework.  

That said, we proceed with the comparison between the baseline F-

measure and the best F-measure obtained by CHI+GA/NBM and by 

IG+GA/NBM. Results show that the highest F-measure value achieved for each 

specific category (i.e. best predictor) is always reached by one of the 

implementations of the framework. Specifically, in 9 cases out of 10, the best 
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result is obtained using IG+GA/NBM and only in 1 case the best result is 

obtained by CHI+GA/NBM. 

Analyzing results, the advantage of using the IG filter in this domain turns 

out evident for two reasons. Firstly, comparing baseline results, the NBM 

classifier reaches high F-measure values even for small subspaces (i.e. small 

values of N) if these are extracted from the ranked term list obtained by using the 

IG filter. On the contrary, if the ranked list is created using CHI, the NBM needs 

very large subspaces to find significant results. This means that, in this domain, 

the IG filter is able to better evaluate the relevance of terms and scores them in a 

more meaningful way, respect to the CHI filter.  

Secondly, comparing the experiment results, we see that the average and 

best values reached by IG+GA/NBM are almost always higher than the values of 

CHI+GA/NBM. Considering the previously discussed superiority of the IG filter, 

we are not surprised: as the IG filter is more sensitive in this specific domain, the 

TOPN extracted from its ranked list are some more profitable search spaces to 

apply the wrapper.  

Considering now the ability of the framework to reduce the search space 

and select a significant subset of predictive terms (i.e. the solution), we analyze 

the trend of the average size of the combinations of terms selected by 

CHI+GA/NBM and IG+GA/NBM as the size of the feature subspace TOPN 

increases.  

We see that also in this domain the framework proves to be effective in 

reducing the dimensionality of the search space as both the two implementations 

of the framework are able to reduce the initial dimensionality of each TOPN.  
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The number of selected terms is proportional to the size of the search space 

(i.e. the value of N) as bigger solutions are found in bigger TOPN and this trend 

is evident for all the categories in R10. Although this increasing trend is common 

for both the implementation, again IG+GA/NBM shows to be superior as it 

allows to select a lower number of terms in almost all the categories.  

We summarize the best solutions (i.e. the best predictors) obtained by the 

framework in Table 5.2. For each category in R10, the best F-measure, the size 

of the relative predictor, and the search space from which it has been selected are 

reported. 

Firstly, we note that in this domain no perfect predictors (i.e. term subsets 

that perfectly discriminate the target class) have been found, with none of the 

two implementations of the framework. Considering Table 5.2, the best 

predictors found by CHI+GA/NBM and by IG+GA/NBM can be considered 

equivalent for the categories acq, earn, interest, and money. For the other 6 

categories, we see that IG+GA/NBM is more effective than CHI+GA/NBM, in 

particular it is notably more effective for the categories corn, wheat, and ship. 

These considerations results more evident reported in graphical form, as depicted 

in Figure 5.1. 

Not only does the IG+GA/NBM implementation result more effective in 

terms of F-measure, but it is also able to find smaller best predictor than 

CHI+GA/NBM. This is evident for all the categories but acq and earn, where the 

two framework versions are comparable both for performance and dimension of 

the solutions. 
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 Moreover, CHI+GA/NBM needs very large search spaces to find its best 

predictor (best solutions are always found in TOP200) while IG+GA/NBM 

reaches higher values of F-measure starting from smaller search spaces. 

 

5.2 Best predictors extracted by CHI+GA/NBM and IG+GA/NBM from 

each category in R10 

 Category Filter Top 
Subset 

size 

F-measure 

(%) 

acq 
CHI TOP 200 107 88.46 

IG TOP 200 105 90.36 

corn 
CHI TOP 200 123 56.52 

IG TOP 150 30 93.09 

crude 
CHI TOP 200 111 79.91 

IG TOP 50 33 86.52 

earn 
CHI TOP 200 97 97.05 

IG TOP 150 73 96.90 

grain 
CHI TOP 200 73 89.82 

IG TOP 30 13 92.79 

interest 
CHI TOP 200 110 58.29 

IG TOP 90 34 60.68 

money-fx 
CHI TOP 200 111 63.21 

IG TOP 150 69 66.51 

ship 
CHI TOP 200 122 70.74 

IG TOP 90 47 84.09 

trade 
CHI TOP 200 101 60.48 

IG TOP 60 30 67.29 

wheat 
CHI TOP 150 98 59.29 

IG TOP 40 5 90.81 
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5.1 Best predictors extracted by CHI+GA/NBM and IG+GA/NBM from 

each category in R10 

 

Finally, we also evaluate the framework effectiveness comparing the 

obtained results with those produced by other learning approaches proposed in 

the TC literature. In particular, we consider the following classifiers: Naïve 

Bayes, C4.5, Ripper, and SVM (both polynomial and radial basis function – rbf) 

plus two hybrid approaches named Olex-GA and Olex Greedy recently proposed 

in [69]. As reference parameters, we considered the classification performance, 

expressed by BEP and µ-BEP, and the number of selected terms. We present the 

best results achieved by the two implementations CHI+GA/NBM and 

IG+GA/NBM, in the same way as the best results obtained from the other 

approaches are reported. Table 5.3 shows this comparison.  

We can see that the results obtained using CHI+GA/NBM, with a µ-BEP 

of 86.06, do not significantly emerge as they surpass only Naïve Bayes (82.52), 

C4.5 (85.82), and the hybrid approach Olex Greedy (84.80). On the other hand, 
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results from IG+GA/NBM compare well with the best results obtained from the 

other algorithms: with a µ-BEP of 88.98, this implementation of the framework 

outperforms all the other approaches but the SVM poly (89.91). 

 

5.3 Framework performance vs different state-of-art methods 

Category 
Naïve  

Bayes 
C4.5 Ripper 

SVM 

poly 
SVM 
rbf 

Olex 

greedy 
Olex 

GA 

CHI + 

GA/ 

NBM 

IG + 

GA/ 

NBM 

acq 90.29 85.59 86.63 90.37 90.83 84.32 87.49 88.55 90.40 

corn 59.41 86.73 91.79 87.16 84.74 89.38 91.07 62.85 93.20 

crude 78.84 82.43 81.07 87.82 86.17 80.84 77.18 80.75 86.85 

earn 96.61 95.77 95.31 97.32 96.57 93.13 95.34 97.05 96.90 

grain 77.82 89.69 89.93 92.47 88.94 91.28 91.75 90.05 92.85 

interest 61.71 52.93 63.15 68.16 58.71 55.96 64.59 58.35 60.70 

money-fx 56.67 63.08 62.94 72.89 68.22 68.01 66.66 63.70 66.95 

ship 68.68 71.72 75.91 82.66 80.40 78.49 74.81 74.05 84.10 

trade 57.90 70.04 75.82 77.77 74.14 64.28 61.81 63.00 67.70 

wheat 71.77 91.46 90.66 86.13 89.25 91.46 89.86 65.80 91.20 

          

µ-BEP 82.52 85.82 86.71 89.91 88.80 84.80 86.40 86.06 88.98 

 

We conclude this discussion on the effectiveness of the framework with 

some considerations about the pattern of agreement noticed among the ten 

categories. First of all, CHI+GA/NBM and IG+GA/NBM turn out to be effective 

as they permit to reach the highest F-measure values in each category. In 

particular, in 9 cases out of 10 the “best predictor” is obtained b  IG+GA/ BM. 

Hence, this implementation of the framework has turn out to be the most 

effective as it reaches the highest values of F-measure, starting from relatively 
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small search spaces, and selects on average smaller subset of terms than 

CHI+GA/NBM. This fact can be partially explained considering the evident 

supremacy, in this domain, of the IG filter respect to CHI. 

Finally, we give some considerations about the computational cost required 

by CHI+GA/NBM and by IG+GA/NBM. From this point of view, the two 

versions are comparable and both require a execution time that does not exceed 

200 seconds. 

5.3.2 On the Representation Level of the Framework 

We study now the representation level of the framework, with the aim to 

discover the terms that provide a better understanding of the analyzed domain. 

Likewise section 4.3.2, we assume the frequency of each term in the selected 

predictors as a measure of the representation level of the framework. 

In details, for each category in R10 we evaluated the frequency of the 

terms belonging to the 36 predictors obtained at layer 3. For each category, we 

analyse the ten most selected terms, counting the frequency with which they 

appear in the predictors, and their position in the original ranked lists obtained at 

layer 1.  

Comparing the two lists of terms that are most frequently selected by 

CHI+GA/NBM and IG+GA/NBM for each category, we can see that the lists 

present a number of terms in common. In particular, for 7 categories out of 10, 

the number of feature in common is greater than 50%. Hence, in the majority of 

cases, the two versions CHI+GA/NBM and IG+GA/NBM agree in evaluating the 

importance of features, although selecting different term subsets at layer 3. Thus, 
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we can suppose that the proposed framework can be useful to find relevant 

features for the problem of text analysis, permitting to have a deeper knowledge 

on the domain. 

Moreover, we note that the lists of terms most frequently selected do not 

coincide with the ranked lists produced at layer one by the filters CHI and IG. 

Although there is not a perfect match, it is rare to find in these lists some terms 

that have a low ranked position. Indeed, among the most frequently selected 

terms we nearly always found features that have a ranked position between 1 and 

10. This shows both that the use of filter techniques is an effective way to 

conduct feature selection on text datasets and that the framework can be useful to 

find relevant features for the problem of text analysis. 

5.4 Concluding Remarks 

In this chapter we have considered the preliminary study we made in the domain 

of text analysis. Our objective is to identify, within a document, the most 

rele ant words that describe the document’s topic, thus permitting to assign the 

document to one or more thematic categories. We validated the framework on 

the Reuters corpus. 

In this domain, the framework turns out to be effective as it permits to 

reach significant predictive performances in each category. Moreover, related 

results compared well with some classical learning algorithms used in this 

domain and with other hybrid approaches recently proposed in literature. 
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With regard to the representation level, results have shown that the two 

implementations of the framework agree in evaluating the importance of features 

and helps in achieving a deeper knowledge on the domain. 
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6 Related Work 

The problem of feature selection has received a thorough treatment in data 

mining and machine learning. Many surveys attempt to review the field. [70] 

introduces the key component of feature selection review its developments with 

the growth of data mining. A comprehensive survey of existing feature selection 

techniques and a general framework for their unification can be found in [71]. 

[24] reviewed feature selection algorithms from a statistical learning point of 

view. In [29], the authors reviewed and compared the filter with the wrapper 

model for feature selection. In [71] the authors systematically group algorithms 

into categories and compare the commonalities and differences between the 

categories. A comparative study of algorithms for large-scale feature selection 

can be found in [34] and [72]. Representative feature selection algorithms are 

also empirically evaluated in [26][71][73][74][75][76][77] under different 

problem settings and from different perspectives.  

Most of the feature selection algorithms approach the task as a search 

problem, where each state in the search specifies a distinct subset of the possible 

features [78]. The search problem is combined with a criterion in order to 

evaluate the merit of each candidate subset of features. There are a lot of possible 

combinations between each search procedure and each feature evaluation 

measure [71]. Based on how this combination is performed, feature selection 

algorithms can broadly fall into the filter model and the wrapper model [27]. The 

filter model relies on general characteristics of the data to select predictive 
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features (i.e., features highly correlated to the target class) without involving any 

mining algorithm. Conversely, the wrapper model uses the predictive accuracy 

of a predetermined mining algorithm to give the quality of a selected feature 

subset, generally producing features better suited to the classification task at 

hand. However, it is computationally expensive for high-dimensional data 

[27][78].  

6.1 Related Work in Microarray Analysis 

Since 2001, a significant effort has been done to develop new and adapt known 

feature selection techniques in the context of microarray datasets [79]. In [20] 

authors provided a good survey for applying feature selection techniques in 

bioinformatics. [12] presents a review of feature selection techniques that have 

been employed in microarray data based cancer classification. 

In this domain, because of the high dimensionality of most microarray 

analyses, the filter model is often preferred in gene selection due to its 

computational efficiency. Examples of filter methods can be found in [80][81], 

which implement univariate filter methods, while examples of multivariate filter 

methods are in [30][82]. With regard to the wrapper model, most methods use 

population-based, randomized search heuristics [83][84][85][86], although also a 

few examples use sequential search techniques [29][87]. Hybrid and more 

sophisticated feature selection techniques have been explored in recent 

microarray research efforts [20][30][32][51][53][54][56].  
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As promising approaches, evolutionary algorithms have been applied to 

microarray analysis in order to look for the optimal or near optimal set of 

predictive genes [84]. The use of GAs for feature selection is firstly introduced 

in [88]. Example of the use of GA in gene subset selection can be found in many 

studies: [51][52][89] address the problem of gene selection using a standard 

genetic algorithm which evolves populations of possible solutions, the quality of 

each solution being evaluated by an SVM classifier. GAs have been employed in 

conjunction with different classifiers, such as Neural Networks [90] and k-

Nearest Neighbor [85]. Specifically, [85] proposed a genetic algorithm/k-nearest 

neighbors (GA/kNN) method to identify genes that can jointly discriminate 

normal and tumor samples. The top genes ranked by their frequency of selection 

through the iterations of GA are selected as the marker genes. [86] also used a 

GA to search the feature space and chose the gene subset with the best fitness 

among all generations of GAs as the optimal subset. [91] used a estimation of 

distribution algorithm, a general extension of GA, to select marker genes and 

reported good performance. 

6.2 Related Work in Text Analysis 

Many information retrieval, statistical classification and machine learning 

techniques have been applied to TC domains. A review of machine learning 

algorithms for text-documents classification can be found in [92]. Examples of 

employed techniques are Rocchio’s algorithm [37], regression models [93], K-

nearest neighbor [93], Naïve Bayes [94], SVM [36][94][95], Decision trees (e.g. 

C4.5 decision tree algorithm [95]), and neural networks [96] etc.  
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However, most algorithms may not be completely suitable when the 

problem of high dimensionality occurs [36][93], as even a moderately sized text 

collection often has tens of thousands of terms which make the classification cost 

prohibitive for many learning algorithms that do not scale well to large problem 

sizes. In addition, it is known that most terms are irrelevant for the classification 

task and some of them even introduce noise that may decrease the overall 

performance [97]. Applying dimensionality reduction techniques (i.e. feature 

selection or feature extraction) is beneficial for the increasing scalability, 

reliability, efficiency and accuracy of text classification algorithms [98].  

Text categorization applications generally have massive data samples and 

features, which makes wrapper methods rather time-consuming and impractical 

for these applications [67]. For this reason, the use of faster and simpler filter 

approaches is prominent in the domain [36][37][93][94][99][100][101]. 

Examples of hybrid techniques have been recently explored and have shown 

promising results [63][65][69][102][103]. 
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7 Conclusions 

In this thesis we proposed a hybrid feature selection framework for 

dimensionality reduction in high-dimensional domains. It involves a filter and a 

genetic wrapper, and it is organized in a multi-layer structure that permits to 

exploit their different evaluation criteria in different search stages. Our goal is to 

perform an intelligent feature selection (combining different techniques) with the 

double aim to achieve good classification performance and to discover different 

subsets of features relevant for the application domain. In addition, our 

framework is guided by the motivation of discovering a potentially high number 

of predictive subsets and, for that, it defines different subspaces of features for 

searching whereas existing hybrid models usually provide a single subspace. 

To evaluate the proposed framework we conducted experiments on two 

high-dimensional domains. An extensive analysis has been carried out on four 

DNA-microarray datasets (Leukemia, DLBCL, Colon Cancer, and Prostate). Our 

approach obtains comparable or better results than other hybrid methods 

proposed in literature and showed that our approach is robust and effective in 

finding small subsets of informative genes.  

We also validate the framework with a preliminary study in the domain of 

text analysis. Experiments on the Reuters corpus showed that the hybrid 

structure of framework does not fit completel  domain’s issues, howe er results 
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compared well both with classical learning approaches and with recent hybrid 

methods proposed in literature.  

The chief contributions of this thesis are: 

1. to propose a multi-step using different methods to combine the GA 

results with a classifier; 

2. to propose different predictors and compare these predictors against 

each other; 

3. to demonstrate these techniques on real-world datasets, with a 

thorough investigation of the underlying parameters, including 

tuning GA parameters, exploring and comparing feature subset 

size, and evaluating possible extension of other application 

domains. 

As future work, we will verify the proposed framework by considering a 

variety of high-dimensional datasets with new data types, such as mobility data 

and data streams, since the rapid growth of mobile devices and Web-based 

applications poses a challenge to deal with mining these types of data in different 

contexts.  
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