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#### Abstract

End-to-end network latency is a concern for parallel applications in high-performance computing platforms and high-end data centers. On one hand, computer architects have tried to design interconnection networks experimentally and empirically. On the other hand, theorists have tried to model computer networks and then studied their properties theoretically. However, the model does not sufficiently capture real computer systems. This dissertation aims at establishing a novel method for designing high-performance network topologies to bridge a gap between the theoretical and practical studies. In particular, we make use of the knowledge of graph theory, network science, and design theory, as well as the research on interconnection networks.

We firstly present a novel graph called a host-switch graph, which consists of host vertices and switch vertices with maximum degree 1 and $r$, respectively. This graph represents a network topology of a practical parallel/distributed computer system with host computers connected by $r$-port switches. We then discuss important metrics for designing high-performance interconnection networks: the host-to-host average shortest path length (h-ASPL) and the bisection width (BiW). In particular, we explore a method for constructing host-switch graphs with low h-ASPL and high BiW that connect the fixed number of hosts via any number of $r$-port switches. We demonstrate that the number of switches that provides the minimum h-ASPL can mathematically be approximated, and the minimum number of switches that provides a certain BiW can experimentally be approximated. On the basis of the approximations, we propose a randomized algorithm for searching host-switch graphs. We then apply the graphs to interconnection networks and compare them with typical network topologies. As compared with the torus, Dragonfly, and Fat-tree, our networks attain higher performance and smaller power and costs.

Furthermore, we propose adding ports to a host as a method for reducing the network latency as well as increasing the number of ports of a switch. To this end, we extend a host-switch graph so that it represents multi-port hosts. Multi-port hosts are conventionally used for link aggregation (LA) and network duplication (ND), but they do not reduce the hop count. We hence propose the permutation of host-switch mapping for reducing the hop count. It can be applied to LA and ND, and we label the obtained networks p-LA and p-ND, respectively. In addition, we propose the application of a finite projective plane (an instance of block designs) and label it PP. Our methods can be applied to arbitrary topologies, and thus we can directly use any existing topologies. We evaluate five designs above (LA, ND, p-LA, p-ND, and PP) for randomly-optimized, torus, Dragonfly, and Fat-tree topologies in terms


of the design complexity, the hop count, the bisection width, costs, the size of routing tables, and simulated message passing interface (MPI) performance. Our results demonstrate that our methods ( $\mathrm{p}-\mathrm{LA}, \mathrm{p}-\mathrm{ND}$, and PP) reduce the hop count while increasing the bisection width and costs for every topology. In particular, we demonstrate that PP is a cost-effective method for reducing the hop count, especially for randomly optimized and Fat-tree topologies.
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## Chapter 1

## Introduction

### 1.1 Motivation

The international roadmap for devices and systems (IRDS 2017 edition [7]) predicts that a cloud system is one of the important market drivers. Cloud systems support many important applications such as web service, multimedia, shopping, big data analytics, and high-performance scientific computation. In particular, big data analytics is increasingly important with the growth of big data for social networking, artificial intelligence (AI), smart cities, and so forth. Big data requires abundant computing power and continuing performance scaling.

A typical application of big data analytics is used as the Graph 500 benchmark [4]. In the Graph 500 benchmark, graph construction and breadth-first search (BFS) are processed. BFS requires many communications as compared with computation. Furthermore, the communications have few locality. To accelerate the Graph 500 benchmark, reducing costs of data movement is therefore essential.

As with big data applications including the Graph 500 benchmark, data-intensive applications such as physical system simulation are also emerging. In general, Peter Kogge suggests that we are now facing the locality wall on the heels of the memory wall and the power wall; growing nonpredictable regularity and non-locality limits the performance [2]. To accelerate such applications, we need to improve the latency and the bandwidth for both memory and interconnection networks. Especially, interconnection networks should provide faster all-to-all communication and support irregular communication patterns. Thus, irregular network topology that handles non-local traffic would work effectively.

### 1.2 Objectives

A long-standing design goal for high-performance computing (HPC) is to provide low end-to-end network latencies between compute nodes. This requirement for low latency is also relevant for high-end data center networks (DCN). For example, DCNs that target high-frequency trading (HFT)
applications can benefit from end-to-end latencies down to microseconds levels, thus motivating the use of interconnects traditionally used in HPC platforms.

Supporting large-scale applications requires large-scale platforms, e.g., exascale platforms that aggregate millions of cores in hundreds of thousands of compute nodes. Large-scale HPC platforms are currently deployed as compute nodes that are interconnected using large numbers of switches, and DCNs are built following a hierarchical structure with so-called top of rack (ToR) switches, cluster routers, and border routers [9]. In both cases, end-to-end network paths between two compute nodes traverse multiple switches located in different cabinets. End-to-end latencies must decrease to design scalable platforms for workloads that lead to many small message exchanges between compute nodes. Especially, switch delays are high as compared with wire and flit injection delays; for instance, port-to-port switch latency reaches 90 nanoseconds in InfiniBand EDR $100 \mathrm{~Gb} / \mathrm{s}$ switch [6]. Thus, the number of switches traversed by a network path, called the hop count, should be reduced.

Recent research shows that complex networks such as small-world and random networks have low hop counts. Moreover, such complex networks should provide fast all-to-all communications and support irregular traffic patterns, and thus they satisfy the requirement of data-intensive applications, described in Section 1.1. Therefore, this dissertations study a design method and practical feasibility of complex network topologies with low hop count.

### 1.3 Contributions

To achieve the objectives above, this dissertation mainly makes the following contributions.

1. We survey both theoretical and practical studies for graphs, complex networks, and interconnection networks, including graph theory, network science, design theory, and computer engineering.
2. We propose a novel graph called a host-switch graph. It will firstly be defined as a model of an interconnection network with single-port hosts, and then extended to a model of an interconnection network with multi-port hosts.
3. We establish two novel graph problems: the radix/diameter problem $(R D P)$ and the order/radix problem (ORP). Subsequently, we provide some theory and solutions for both problems.
4. We propose and run a heuristic algorithm for solving ORP. It is based on the simulated annealing, but it includes a new concept called a 2 -swing operation and a continuous Moore bound.
5. For interconnection networks with multi-port hosts, we propose two novel methods for reducing the network latency: permutation of host-switch mapping and application of finite projective planes.

## 1. Introduction

1.4. Dissertation Outline
6. We compare our proposed network topologies with existing network topologies including theoretically proposed topologies and practical topologies used in supercomputers ranked in TOP500.

### 1.4 Dissertation Outline

The rest of this dissertation is organized as follows.
Chapter 2 describes technical and theoretical backgrounds. Technical backgrounds include architectural concepts of interconnection networks for large-scale parallel computer systems from three perspectives: the topology, the routing, and the layout. Theoretical backgrounds include graph theory, design theory, and network science; the study set forth in this dissertation effectively applies them to practical interconnection networks.

Chapter 3 studies low-latency interconnection networks with single-port hosts. The two novel concepts are proposed: a host-switch graph and the order/degree problem. A host-switch graph is a model of an interconnection networks with hosts and switches, and the order/degree problem is a graph problem for minimizing the ideal (zero-load) end-to-end latency of an interconnection network. Several interesting findings are described.

Chapter 4 studies low-latency interconnection networks with multi-port hosts. To represent a network with multi-port hosts, a host-switch graph is extended. As in Chapter 3, the ideal end-to-end latency is minimized. To this end, the solution obtained in Chapter 3 can be utilized. It is shown that design theory provides excellent design of the networks with multi-port hosts.

Chapter 5 summarizes this dissertation and suggests future directions.

## Chapter 2

## Technical and Theoretical Backgrounds

### 2.1 Interconnection Networks

An interconnection network is a programmable system that transports data between terminals [39]. It occurs at many scales, including on-chip networks (a.k.a. networks-on-chip) and off-chip networks. Physical characteristics depend on the scale, but fundamental principles are the same. In this section, we describe interconnection networks with a focus on off-chip ones.

Three issues mainly dominate the design of an interconnection network: topology, switching technique, and routing algorithm. In addition to the three issues above, this section studies the physical layout, which is becoming more and more important due to the increasing gap between switching delays and cable delays.

### 2.1.1 Topology

### 2.1.1.1 Theoretical Studies on Network Topology

Theoretically, a topology of a computer network is represented as an undirected graph, in which vertices and edges correspond to computers and communication links, respectively. The performance potentiality of the network can be measured by analyzing topological properties of the graph. In the design of networks for computer systems such as multiprocessors and supercomputers, there are certain requirements and limitations. In particular, requirements include the number of nodes, and limitations include the degree and the diameter. Hence the three parameters above have been studied in graph theory. The degree/diameter problem (DDP) is a classical problem for such studies. The DDP is the problem of finding the largest number of vertices in a graph of given maximum degree $\Delta$ and diameter $D$. The known upper bound-called the Moore bound [86]-on the number of vertices of an undirected graph is $1+\Delta \sum_{i=0}^{D-1}(\Delta-1)^{i}$. Near-optimal/optimal solutions of the DDP are considered for topologies of interconnection networks [21,77,87]. Figure 2.1 illustrates a concept of theoretical studies of network topology.


Figure 2.1: Concept of theoretical studies of network topology.

However, the DDP solutions may not be usable for building network topologies in practical interconnection networks. This is because the DDP requires the specific number of vertices, and hence we cannot meet technical requirements such as the number of nodes. To cover this shortcoming, we should fix the number of vertices (order) of a graph. We can consider the order/degree problem (ODP), the problem of finding the smallest diameter in a graph of given order and degree. Although less attention is given to the ODP as compared with the DDP, the ODP is recently studied by designers of interconnection networks [5].

In the field of network science, researchers find that complex networks such as social networks provide low diameter and ASPL. Thus some models are proposed, e.g, a cycle plus a random matching [28], the Erdős-Rényi model (random graph) [49], and the Watts-Strogatz model (small-world networks) [121]. Some solutions for the ODP are such complex graphs and applied to computer systems, including high-performance computing systems [76], data centers [110], and on-chip networks [95]. To apply such complex topologies to practical networks, physical layouts [74] and routing algorithms [55] are also studied.

Even if we tackle the ODP, however, a shortcoming remains; in conventional graph theory, one kind of vertex is considered on a graph, though two types of nodes-hosts and switches-exist in typical interconnection networks. Hence, the mapping between vertices and physical devices is not obvious. If we regard vertices as switches, we have no information for hosts. This is a serious issue because the mapping strongly affects the network performance (we show this in Section 3.4). Therefore, we should radically change both a model of interconnection networks and a graph problem.

### 2.1.1.2 Practical Studies on Network Topology

Practical studies on topologies of interconnection networks for parallel/distributed computer systems have a long history. In the 1970s, hypercubes were used in many systems such as Cosmic Cube [106];
in the 1980s, 2-D/3-D tori and meshes became the mainstream due to their short cables that provide high bandwidth and cost-efficiency; from the 1990s to 2000s, as the number of nodes becomes over 10 thousand, high-radix networks such as the dragonfly [71] are researched for reducing communication overhead; and now, in the 2010s, the high-radix networks are used in commercial high-performance computers [13, 15].

All the networks above are direct networks, which denote the networks such that a certain number of hosts are connected to each switch. In addition to direct networks, indirect networks are also used, which denote the networks such that some switches are connected with a certain number of hosts while the other switches are connected with no hosts. Above all, the fat-tree [78] is widely used in parallel/distributed computer systems from generation to generation, though technology for each generation is different (e.g., both CM-5 [63] in the 1980s and Tianhe-2 [81] in the 2010s use the fat-tree). In this respect, indirect networks contrast with direct networks. For this reason, the question of our interest is how we should uniformly discuss direct and indirect networks (note that prior theoretical study based on the DDP and the ODP deals with only direct networks). This should be studied systematically, but there has been no prior research to answer this question yet. Also, the rationality of existing topologies should be backed by graph theory.

### 2.1.1.3 Commonly Used Existing Topologies

Torus The torus topology is a mesh graph (a.k.a. a lattice graph or a grid graph) with wraparound channels, and consequently each dimension constitutes a ring structure. Formally, a $K$-ary $N$-torus is a topology with parameters $K$ and $N$. Each node is identified by a $N$-bit base- $K$ address $a_{N-1} a_{N-2} \cdots a_{0}$, and connected to nodes with addresses $a_{N-1}^{\prime} a_{N-2}^{\prime} \cdots a_{0}^{\prime}$ where $a_{i}^{\prime} \pm 1$ $(\bmod K)=a_{i}$ for any $i(0 \leqslant i \leqslant N-1)$ and $a_{j}^{\prime}=a_{j}$ for all $j(0 \leqslant j \leqslant N-1$ and $j \neq i)$.

Dragonfly Dragonfly is, so to speak, a meta-topology proposed for designing technology-driven, highly-scalable interconnection networks with high-radix routers [71]. It consists of multiple groups, in which an intra-group network connect the routers, and an inter-group network as shown in Figure 2.2. In [71], Kim et al. suggest that every intra-group network should be a clique or Flattened butterfly and the inter-group network should be a clique. However, rather interestingly, the topologies of inter- and intra-group networks are not deterministic since Dragonfly is not topology itself but a meta-topology. Also, we can change parameters such as the number of links within a group and between groups.

Dragonfly provides a high-performance networks, so it is adopted by many supercomputers ranked in Top 500.

Fat-tree Fat-tree is a class of bidirectional multi-stage interconnection networks (BMIN). MIN is a directed network consisting of multiple stages as shown in Figure 2.3; then, by folding it, we get an


Figure 2.2: A conceptual figure of Dragonfly.


Figure 2.3: A conceptual figure of a multi-stage interconnection network.
undirected network, i.e., BMIN. An example of Fat-tree is shown in Figure 2.4. In this figure, Fat-tree has three layers-called core, aggregation, and edge layers-and it provides full bisection bandwidth.

### 2.1.1.4 Bridging a Gap between Theoretical and Practical Studies

The study set forth in this dissertation aims at establishing a novel method for designing highperformance network topologies to bridge a gap between theoretical studies based on graph theory and practical studies based on computer engineering. There exist many gaps between graphs and real systems; a real system may consist of various types of nodes, including CPUs, accelerators, memories, and switches, and we should consider the execution time for real applications, the fault tolerance, the layout, and the energy consumption.


Figure 2.4: An example of Fat-tree.

This study focuses on distinguishing hosts and switches and considering the end-to-end latency between two hosts. We will present a novel graph called a host-switch graph, which consists of host vertices and switch vertices. A host can be connected to exactly one switch using an edge. A switch can be connected to at most $r$ vertices, each of which is a host or a switch. Clearly, a host-switch graph represents a topology of a computer network with 1-port host computers and $r$-port network switches. Thus, studying the topological characteristics of host-switch graphs leads to find good topologies for practical computer systems.

### 2.1.2 Routing

### 2.1.2.1 Switch

Large-scale HPC platforms are currently deployed as compute nodes that are interconnected using large numbers of switches, and DCNs are built following a hierarchical structure with so-called top of rack (ToR) switches, cluster routers, and border routers [9]. In both cases, end-to-end network paths between two compute nodes traverse multiple switches located in different cabinets. End-to-end latencies must decrease to design scalable platforms for workloads that lead to many small message exchanges between compute nodes. Especially, switch delays are high as compared with wire and flit injection delays; for instance, port-to-port switch latency reaches 100 nanoseconds in InfiniBand QDR [6]. Thus, the number of switches traversed by a network path, called the hop count, should be reduced.

To reduce the hop count, switches with dozens of ports, called high-radix switches, have been used in the HPC domain for many years [72,104]. High-radix switches expand the design space for topologies because a variety of high-degree topologies become feasible. It is thus possible to use network topologies with the low diameter and the low average shortest path length (ASPL) [21, $56,67,71,77,87]$, both measured in the hop count. Recently, random [76, 110] (or randomly optimized $[90,124]$ ) topologies are demonstrated to provide the ASPL and the diameter that are close to the lower bounds [90, 124]. However, switch complexity increases quadratically impacting
on the area, costs, and the latency in a switch. Thus, the number of ports of a switch is limited, and low-radix switches are preferred if the hop count is the same [123].

### 2.1.2.2 Routing Algorithm

A switch determines a route (a proper output port) for each incoming packet so that it finally reaches the destination node. In general, this routing must guarantee deadlock-freedom and livelock-freedom. A deadlock refers to a situation such that group of agents (packets) are unable to act because of waiting each other to release some resource (buffers or channels). A livelock refers to a situation such that packets are unable to reach their destinations although they can continue to move. Obviously, a livelock occurs only if non-minimal routing is used. A livelock can easily be avoided by specifying one or more paths for every pair of nodes and bounding the number of misroutings. However, how to design deadlock-free routing is not clear.

For regular topologies, specific deadlock-free routing algorithms can be designed and used; for example, dimension-order routing for two-dimensional mesh topologies. However, for irregular topologies, there exist no specific routing algorithm, and hence we need a general method to design deadlock-free routing algorithm for arbitrary topologies. We now describe previous work that proposes such methods and theoretical foundations on deadlock-free routing.

Dally's theory Dally et al. introduces a channel dependency graph (CDG) for guaranteeing deadlock-freedom of arbitrary interconnection networks [38]. A CDG, for a given interconnection network and a given set of possible routing paths, is a directed graph where

- the vertices denote the channels of the interconnection network;
- the edges denote the possible routing paths.

Dally et al. then proved that an interconnection network is deadlock-free if and only if the CDG is acyclic (we call it Dally's theory). Note that Dally's theory per se is not routing algorithm. Also, Dally's theory allows us only to check whether given pair of a network and routing is deadlock-free or not.

Turn model and its extensions The turn model [59] is a well-known application of Dally's theory for two-dimensional mesh/torus topologies. In the turn model, the packet forwardings are divided into four directions: north, south, east, and west. The change of directions, called a turn, are then classified into eight patterns; note that all the turns make right angles. As a result, we can see there exist only two types of cyclic dependencies (clockwise and counterclockwise). Thus, a deadlock-free routing can be designed by prohibiting one turn for each type of cyclic dependency.

The turn model, however, restricts the topology to mesh and tori. Thus, the turn model has been extended to $n$-dimensional topologies without diagonal links [45] and arbitrary topologies [69].

Using additional buffers Virtual channels are also useful for avoiding deadlock on the basis of Dally's theory. The layered shortest path (LASH) [113] uses virtual channels to achieve deadlock-free minimal routing. LASH can be combined with the transition oriented routing (TOR) [102] to enable flexibility of the different algorithms among the virtual channel layers; it is called LASH-TOR [112]. In-transit buffers (ITB) also enable a deadlock-free minimal routing. Packets are ejected from the network temporarily and stored in an ITB when deadlock occurs. These methods can be applied to arbitrary network topology and use the shortest path routing. Thus, we can assume the shortest path routing for any topology.

Up*/Down* routing $U p^{*} /$ Down $^{*}$ routing, introduced in [103], is a deadlock-free routing method that avoids cyclic dependencies by using spanning trees obtained by using a breadth-first search. Given network topology, a spanning tree is constructed and the packet forwardings are classified into the $u p$ direction or the down direction; then, a routing is deadlock-free if there exist no move to the up direction after moves to the down direction. A drawback of the Up*/Down* routing is the poor performance due to the biased link utilization.

Several methods for improving Up*/Down* routing have been proposed. Sancho et al. demonstrated that using a depth-first search (DFS) instead of BFS when constructing a spanning tree improves traffic balance [100]. Left-up-first turn routing (L-turn routing) [75] improves Up*/Down* routing by using $L-R$ directed-graph, which is a transformation of the spanning tree and has left and right directions in addition to up and down directions. Using this graph, it distributes prohibited turns (in particular, avoids the heavy traffic around the root node of the spanning tree), and consequently the throughput is improved.

### 2.1.3 Layout

The nodes of an interconnection network are typically arranged in two-dimensional space. The layout determines the lengths of cables, and consequently it is essential for reducing signal propagation delay and cabling costs. Large-scale computer systems such as supercomputers have historically used Manhattan cabling in floorplan, because Euclid cabling makes both cabling and its maintenance become complex due to the diagonal cables on a floor. In the case of simple networks such as 2-D mesh networks, the layout is easily determined. However, in the case of irregular networks studied in this dissertation, the layout is not clear. Thus, we focus on the layout of irregular network topologies.

### 2.1.3.1 Quadratic Assignment Problem

The layout of an interconnection network is determined by mapping each cluster to a cabinet on a floorplan so that the total cable length becomes minimum. This problem corresponds to the facility location problem, which has been studied in operation research [52]. This problem is NP-hard, and thus there is no known algorithm for solving this problem in polynomial time. Hence, metaheuristics-
based techniques have been developed to solve it. Solutions to this problem have been used in the computer industry for computer chip design and physical network layouts for HPC systems.

When we determine physical network layouts, we should reduce the cable lengths (the maximum length or the average length or both); this should be formulated as a quadratic assignment problem (QAP). It is reported that several algorithms can successfully applied to QAP (e.g., the simulated annealing [35], the robust tabu search [117], the reactive tabu search [20], the greedy randomized adaptive search procedure [96], the fast ant colony algorithm (FANT) [116], and the memetic algorithm [84].

### 2.1.3.2 Randomly Optimized Grid Graph

Nakano et al. propose a method for designing interconnection networks with link-length constraints [90] by introducing a new graph called a grid graph. Using this, they propose a randomized algorithm for optimizing network topologies and layouts at the same time. A grid graph is a graph $G=(V, E)$ such that $V=\{(x, y) \mid 0 \leqslant x, y \leqslant \sqrt{N}-1\}$ is a set of $N$ nodes and $E$ is a set of edges connecting a pair of two distinct nodes in $V$. We can think that nodes in $V$ are arranged in a 2-dimensional space so that each node $(x, y)$ is located at position $(x, y)$. Let $l(u, v)$ denote the Manhattan distance of two nodes $u$ and $v$ in $V$, that is, $l(u, v)=\left|u_{x}-v_{x}\right|+\left|u_{y}-v_{y}\right|$, where $u=\left(u_{x}, u_{y}\right)$ and $v=\left(v_{x}, v_{y}\right)$. In a network with topology represented by a grid graph, the two nodes $(u, v)$ are connected by a communication link of length $l(u, v)$ wired along the grid.

A grid graph $G=(V, E)$ is $L$-restricted if $l(u, v) \leqslant L$ for all edges $(u, v) \in E$. Clearly, in a network with topology represented by an $L$-restricted grid graph, the length of every communication link is restricted to no more than $L$. A grid graph is $K$-regular if every node is connected with $K$ edges. In [90], the authors show lower bounds on the diameter and the average shortest path length (ASPL) of $K$-regular $L$-restricted grid graph and provide a $K$-regular $L$-restricted grid graph whose diameter and ASPL are close to the lower bounds by using a randomized algorithm.

Moreover, [90] discusses quite interesting relationship between $N, K$, and $L$; the authors derive the following asymptotic formula, which provides a well-balanced ${ }^{1}$ grid graph:

$$
\begin{equation*}
\Theta(\log N / \log K) \approx \Theta(\sqrt{N} / L) \tag{2.1}
\end{equation*}
$$

Let us here describe an interesting finding. From (2.1), we have a decreasing function $\log K=$ $\Theta(L \log N / \sqrt{N})$ of $N$. Thus, if $L$ is fixed and $N$ is increased, $K$ must be decreased to keep wellbalanced. Quite surprisingly, this relationship suggests that we should reduce the number of ports in each node of a computer system when we increase the number of nodes, provided that we use communication cables with the same technology.

[^0]Nakahara et al. extended a grid graph so that it represents a 3D-NoC and call it a stacked grid graph [89]. They proposed a method for optimizing the average shortest path length and energy consumption of a 3D-NoC by using a multi-objective simulated annealing (MOSA) [92].

### 2.2 An Undirected Graph

### 2.2.1 Definition and Notation

An undirected graph is an ordered pair $G=(V, E)$ where

- $V$ is a set of elements called vertices, and
- $E$ is a set of elements called edges, each of which is a 2-element subset of $V$.

In the field of computer architecture, an undirected graph is used to represent a network of a computer system. An undirected graph is preferred to a directed graph because an interconnection networks use bi-directional links rather than uni-directinal ones.

There are three parameters important for interconnection networks: the number $n$ of vertices (called the order), the maximum number of edges connected to a vertex $\Delta$ (called the degree), and the maximum value of the shortest path length $D$ (called the diameter). The shortest path length $\ell(u, v)$ is the smallest possible path length between two vertices, $u$ and $v$. The order should increase so that many processing units operate in parallel to improve the performance. The degree should be limited because designing a switch with many ports require high costs and the switching latency. The diameter should be reduced as much as possible because the ideal ${ }^{2}$ communication latency depends on the path length between a source and a destination; the diameter is especially important for reducing the worst case communication latency.

In this context, the degree/diameter problem $(D D P)$ has traditionally been attracting attention. This problem is defined as follows.

Problem 2.1 (Degree/Diameter Problem). Given natural numbers $\Delta$ and $D$, find the largest possible order $n$ in an undirected graph with maximum degree $\Delta$ and diameter $D$.

The DDP is considered for several classes of graphs, including undirected graphs, directed graphs, mixed graphs, bipartite graphs, planar graphs, and so forth. Among them, this dissertation focuses on the cases of undirected graphs, which are used for representing interconnection networks, and bipartite undirected graphs, which we will use in Chapter 4.

### 2.2.2 Degree/Diameter Problem for General Graphs

Let us consider the tight upper bound on the order $n^{+}$of an undirected graph $G=(V, E)$ with degree $\Delta$ and diameter $D$. Trivially, if $\Delta=1$, then $D=1$ and $n^{+}=2$. Hence, we assume that $\Delta \geqslant 2$.

[^1]For any fixed vertex $u \in V$, we can partition all the vertices in $V$ into subsets $V_{0}, V_{1}, \ldots$ such that $V_{i}=\{v \in V \mid \ell(u, v)=i\}$. Clearly, $V_{0}=\{u\}$ and $\left|V_{0}\right|=1$ hold. Since $u$ is connected with at most $\Delta$ edges, $\left|V_{1}\right| \leqslant \Delta$ holds. Since each vertex in $V_{1}$ is connected with at most $\Delta-1$ vertices in $V_{2},\left|V_{2}\right| \leqslant \Delta(\Delta-1)$ holds. In general, we have

$$
\left|V_{i}\right| \leqslant \begin{cases}1 & \text { if } i=0  \tag{2.2}\\ \Delta(\Delta-1)^{i-1} & \text { if } i \geqslant 1\end{cases}
$$

Thus, the upper bound on the order of an undirected graph with degree $\Delta$ and diameter $D$ becomes as follows:

$$
\begin{align*}
n^{+} & =1+\sum_{i=1}^{D} \Delta(\Delta-1)^{i-1}  \tag{2.3}\\
& = \begin{cases}1+\Delta \frac{(\Delta-1)^{D}-1}{\Delta-2} & \text { if } \Delta>2 \\
2 D+1 & \text { if } \Delta=2\end{cases} \tag{2.4}
\end{align*}
$$

This upper bound is called the Moore bound, and a graph of order $n^{+}$is called a Moore graph [64].
Solutions of DDP are applied to topologies of interconnection networks. For example, MMS graphs [83] are applied to Slim Fly [21].

### 2.2.3 Degree/Diameter Problem for Bipartite Graphs

A bipartite graph (a.k.a. bigraph) is a graph $G=\left(V_{1}, V_{2}, E\right)$ where

- $V_{1}$ and $V_{2}$ are two disjoint and independent sets of vertices, and
- $E$ is a set of edges that connect a vertex in $V_{1}$ to one in $V_{2}$.

A bipartite graph is said to be biregular if two vertices in the same bipartition class have the same degree. We can consider DDP limited to the bipartite graphs.

The tight upper bound on the order $n_{\mathrm{bi}}^{+}$of a bipartite graph with maximum degree $\Delta$ and diameter $D$ was given by Biggs [24]:

$$
n_{\mathrm{bi}}^{+}= \begin{cases}\frac{2(\Delta-1)^{D}-1}{\Delta-2} & \text { if } \Delta>2  \tag{2.5}\\ 2 D & \text { if } \Delta=2\end{cases}
$$

This upper bound is called the bipartite Moore bound, and a bipartite graph of order $n_{\mathrm{bi}}^{+}$is called a bipartite Moore graph.

A generalized polygon is a biregular bipartite graph such that the girth is equal to $2 D$. Feit and Higman proved that a $\Delta$-regular finite generalized polygon (i.e., a bipartite Moore graph) with $\Delta>2$ is either a complete bipartite graph $(D=2)$, a finite projective plane $(D=3)$, a finite generalized quadrangle $(D=4)$, or a finite generalized hexagon $(D=6)$ [53]. Chapter 4 will apply this theorem for designing interconnection networks.

### 2.2.4 Order/Degree Problem

Even though DDP solutions have been applied to topologies of interconnection networks, they may not directly be usable for network topologies in supercomputer and data center systems. This is because they are for particular number of vertices (corresponding to compute nodes in a system), whereas the number of nodes in a real system is determined based on practical considerations such as power consumption and costs.

In this context, researchers on computer engineering proposed another graph problem called the order/degree problem (ORP) [5].

Problem 2.2 (Order/Degree Problem). Given natural number $n$ and $\Delta$, find the minimum possible diameter $D$ in an undirected graph with order $n$ and maximum degree $\Delta$. If two or more graphs take the minimum diameter, find the minimum possible average shortest path length (ASPL) in an undirected graph with the minimum diameter.

Note that, by definition, ORP contains two objective functions: the diameter and the ASPL.
Let us consider the tight lower bounds on the diameter $D^{-}$and the ASPL $A^{-}$of an undirected graph $G=(V, E)$ with order $n$ and maximum degree $\Delta$. For any fixed vertex $u \in V$, we can partition all the vertices in $V$ into $V_{0}, V_{1}, \ldots$ such that $V_{i}=\{v \in V \mid \ell(u, v)=i\}$. Clearly, $V_{0}=\{u\}$ and $\left|V_{0}\right|=1$ hold. Since $u$ is connected with at most $\Delta$ edges, $\left|V_{1}\right| \leqslant \Delta$ holds. Since each vertex in $\left|V_{1}\right|$ is connected with at most $\Delta-1$ vertices in $V_{2},\left|V_{2}\right| \leqslant \Delta(\Delta-1)$ holds. In general, we have

$$
\left|V_{i}\right| \leqslant \begin{cases}1 & \text { if } i=0  \tag{2.6}\\ \Delta(\Delta-1)^{i-1} & \text { if } i \geqslant 1\end{cases}
$$

From Eq. 2.4, we have

$$
D=\left\{\begin{array}{ll}
\log _{\Delta-1}\left(\frac{\left(n^{+}-1\right)(\Delta-2)}{\Delta}+1\right) & \text { if } \Delta>2  \tag{2.7}\\
\frac{n^{+}-1}{2} & \text { if } \Delta=2
\end{array} .\right.
$$

Thus, we have

$$
D^{-}=\left\{\begin{array}{ll}
\left\lceil\log _{\Delta-1}\left(\frac{(n-1)(\Delta-2)}{\Delta}+1\right)\right\rceil & \text { if } \Delta>2  \tag{2.8}\\
\left\lceil\frac{n-1}{2}\right\rceil & \text { if } \Delta=2
\end{array} .\right.
$$

Let $m(i)$ be the Moore function such that

$$
m(i)= \begin{cases}1 & \text { if } i=0  \tag{2.9}\\ \min \left(1+\sum_{j=1}^{i} \Delta(\Delta-1)^{j-1}, n\right) & \text { if } i \geqslant 1\end{cases}
$$

Clearly, the number of vertices reachable in $i$ hops from $u$ does not exceed $m(i)$. Thus, we have

$$
\begin{equation*}
A^{-}=\sum_{i \geqslant 1} \frac{(m(i)-m(i-1)) \cdot i}{n-1} . \tag{2.10}
\end{equation*}
$$



Figure 2.5: Concept of the use of network science for designing computer architecture. Network scientists mathematically model real-world networks, and then computer architects can apply the models for designing computer networks.

### 2.3 Network Science and its Applications

Thus far, we have described (classical) graph theory and examples of mathematical problems and results. What we have shown in this dissertation is just a tip of an iceberg, and there exists much beautiful and elegant work in the field of graph theory. However, several researchers in various fields such as complex systems, sociology, biology, and computer engineering should understand properties of real-world networks, which are possibly complex, dynamic, and/or stochastic. Thus, the new science of networks called network science has been studied empirically as well as theoretically. Mainly, researchers have proposed three basic models of real-world networks, which we describe below. Computer architects utilize network science for designing computer architecture on the basis of the concept shown in Fig. 2.5.

### 2.3.1 Random Graph Models

A random graph—introduced by Solomonoff and Rapoport [114] and studied extensively by Erdős and Rényi $[49,50]$-is a graph obtained by randomly sampling from a collection of possible graphs with fixed number of vertices. Among several proposed models, the Erdös-Rényi model, described below, is mostly be studied.

The Erdős-Rényi (ER) model generates a random graph $G_{n, p}$ as follows:

1. Fix the number $n$ of vertices and probability $p(0<p<1)$.
2. Connect each pair of vertices with independent probability $p$.

As a result, the ER model generates either of possible $2^{n(n-1) / 2}$ graphs, including a complete graph and a graph with no edge. However, it is known that $p$ determines the properties of ER model. For example, the ER model almost surely provides a connected graph when $p \geqslant \log n / n$ while it does not when $p<\log n / n$. Such a qualitative change according to the value of $p$ is called a phase transition.

According to [27], the average distance $L$ satisfies

$$
\begin{equation*}
L \approx \frac{\log n}{\log \langle k\rangle} \tag{2.11}
\end{equation*}
$$

where $\langle k\rangle$ denotes the average degree. Thus, when we use a random graph for the network topology, the ASPL becomes $\mathscr{O}(\log n)$, which grows slowly as the order increases. That is why using randomness when constructing network topologies is helpful for designing low-latency interconnection networks.

The random graph $G_{n, p}$ has a specific degree distribution. Since each vertex is connected to the other $n-1$ vertices with probability $p$, the degree distribution becomes

$$
\begin{equation*}
p(k)=\frac{(n-1)!}{k!(n-1-k)!} p^{k}(1-p)^{n-1-k} \tag{2.12}
\end{equation*}
$$

where $p(k)$ denotes the probability that the degree of a vertex is $k$. It is clearly a binomial distribution and becomes the Poisson distribution in the limit where $n \rightarrow \infty, p \rightarrow 0$, and $(n-1) p \rightarrow \lambda$ ( $\lambda$ is a positive constant).

Computer architects may think that the degree distribution should not be the Poisson distribution. Instead, a network should be regular, i.e., the degree is fixed. To construct a random network with arbitrary degree distribution, we can use an extended model of random graphs. The configuration model [93] generates a random graph with arbitrary degree distribution as follows:

1. Fix the number $n$ of vertices.
2. Fix the degree distribution $p(0), p(1), \ldots, p\left(k_{\max }\right)$ where $k_{\max }$ denotes the maximum degree $\left(k_{\max } \leqslant n-1\right)$.
3. Generate the degree sequence $k_{1}, k_{2}, \ldots k_{n}$ so that it satisfies the fixed degree distribution.
4. Generate a random graph $G=(V, E)$ where $V=\left\{v_{1}, v_{2}, \ldots v_{n}\right\}$ and the degree of $v_{i}$ is $k_{i}$.

According to [93], the average distance $L$ of a configuration model satisfies the following if $\left\langle k^{2}\right\rangle$ exists in the limit where $n \rightarrow \infty$ :

$$
\begin{equation*}
L=1+\frac{\log \frac{n}{\langle k\rangle}}{\log \frac{\left\langle k^{2}\right\rangle-\langle k\rangle}{\langle k\rangle}} \tag{2.13}
\end{equation*}
$$

One of the important examples of the configuration model is a regular random graph. It is a random graph where the degree of all the vertices is the same, i.e., $\langle k\rangle$. Thus, it is straightforward to use a regular random graph for a topology of an interconnection network since the network typically consists of the switches with fixed ports. Several researchers propose the use of a regular random graph for designing network topologies [51,74, 90, 109, 110, 123, 124].

### 2.3.2 Watts-Strogatz Model

In 1967, Milgram demonstrated the small-world phenomenon, that is to say, human society consists of a network with short path-lengths; more specifically, people in the United States seemed to be connected by approximately three friendship links on average, without speculating on global linkages [85]. This phenomenon is sometimes associated with the phrase "six degrees of separation" and regarded as a characteristics of real-world complex networks.

Afterward, in 1998, Wattz and Strogatz published an epoch-making paper proposing the WattzStrogatz (WS) model (a.k.a. the small-world model), which excellently characterizes the networks with the small-world phenomenon [121]. The WS model provides a network with the short average distance and the large clustering coefficient, which denotes the probability that two adjacent nodes of a node is connected.

The WS model provides a network as follows:

1. Fix the number $n$ of vertices and the average degree $\langle k\rangle$ ( $\langle k\rangle$ is an even number).
2. Construct a cycle graph with $n$ vertices.
3. Connect a vertex $u$ and the vertices that can be reached within $\langle k\rangle / 2$ hops from $u$.
4. Change an endpoint of an edge with independent probability $p(0 \leqslant p \leqslant 1)$.

Obviously, the obtained network depends on the value of $p$. When $p=0$, a network becomes an extended cycle graph. When $p=1$, a network almost corresponds to a random graph obtained by the ER model. The small-world phenomenon is obtained when $p \in[0.01,0.1]$. The degree of the WS model is fixed when $p=0$, and its distribution approaches the Poisson distribution as $p$ increases.

According to [19], the clustering coefficient $C(p)$ of the WS model with probability $p$ satisfies

$$
\begin{equation*}
C(p)=\frac{3\langle k\rangle-6}{4\langle k\rangle-4}(1-p)^{3} . \tag{2.14}
\end{equation*}
$$

According to [94], the average distance $L(p)$ of the WS model with probability $p$ satisfies

$$
\begin{align*}
L(p) & =\frac{2 n}{\langle k\rangle} f\left(\frac{n\langle k\rangle p}{2}\right)  \tag{2.15}\\
f(x) & =\frac{1}{2 \sqrt{x^{2}+2 x}} \tanh ^{-1}\left(\frac{x}{\sqrt{x^{2}+2 x}}\right) \tag{2.16}
\end{align*}
$$

Note that $L(p)$ is minimized when $p=1$. Hence we should use the ER model rather than the WS model if we consider only the ASPL of a network topology. However, the clustering coefficient decreases as $p$ increases.

Several researchers propose the use of a small-world network for designing network topologies [41, 95, 108]

### 2.3.3 Models of Scale-free Networks

One might wonder if the models described above capture real-world networks precisely. In fact, they do not. In 1999, Albert et al. showed that the power law described the topology of the World-Wide Web [14]. Formally, the degree distribution $p(k)$ satisfies

$$
\begin{equation*}
p(k) \propto k^{-\gamma} . \tag{2.17}
\end{equation*}
$$

A random graph with the power law degree distribution is called a scale-free network. There are many models describing the scale-free networks. For example, the configuration model, described earlier, is one of such models.

Cohen and Havlin [34] shew that the average distance $L$ (or the diameter) of the scale-free networks satisfies

$$
L \propto \begin{cases}\log \log n & \text { if } 2<\gamma<3  \tag{2.18}\\ \log n / \log \log n & \text { if } \gamma=3\end{cases}
$$

Note that the average distance grows more slowly as $n$ increases than it does in the case of small-world networks. Thus, Cohen and Havlin say that scale-free networks are ultra-small.

Several researchers propose the use of a scale-free network for designing network topologies [54, 62]. However, a scale-free network would not be useful for designing interconnection networks because it requires switches with many ports, which should induce high switching latency and costs. Also, the number of ports of a switch do not vary.

### 2.4 Design Theory

In combinatorial mathematics, design theory [43] refers to the study of designs—systems of finite sets whose arrangements satisfy generalized concepts of balance or symmetry or both. In particular, it studies necessary and sufficient conditions for the existence of a block design.

A block design with parameters $(v, b, r, k, \lambda)$ is a pair $(\mathbf{X}, \mathcal{A})$ where

- $\mathbf{X}$ is a set of $v$ elements (called points),
- $\mathcal{A}$ is a family of $b$ subsets of $\mathbf{X}$, each of cardinality $k$ (called blocks),
- Every point occurs in exactly $r$ blocks, and
- Every pair of distinct points occurs in exactly $\lambda$ blocks.

If $\mathcal{A}=\{\mathbf{X}\}$, then $(\mathbf{X}, \mathcal{A})$ is obviously a block design, and it is said to be an obvious design. Also, if $\mathcal{A}$ is a set of the $k$-subsets of $\mathbf{X}$, then $(\mathbf{X}, \mathcal{A})$ is obviously a block design, and it is said to be a complete design. If a block design is neither obvious nor complete, it is called a balanced incomplete block design (BIBD) and denoted as $(v, b, r, k, \lambda)$-BIBD. The five parameters are not all independent; the basic two equations are

$$
\begin{align*}
b k & =v r  \tag{2.19}\\
\lambda(v-1) & =r(k-1) . \tag{2.20}
\end{align*}
$$

Thus, it is not uncommon to write a BIBD as a $(v, k, \lambda)$-BIBD.
The most basic necessary condition for the existence of a BIBD known as Fischer's inequality, named after the statistician Ronald Fisher, states that a $(v, b, r, k, \lambda)$-BIBD exists only if $b \geqslant v$ (or
equivalently, if $r \geqslant k$ ). A BIBD with $b=v$ (or equivalently, $r=k$ ) is called a symmetric BIBD. The parameters of a symmetric design satisfy

$$
\begin{equation*}
\lambda(v-1)=k(k-1) \tag{2.21}
\end{equation*}
$$

Finite projective planes are symmetric BIBD with $\lambda=1$. From Eq. 2.21, finite projective planes satisfy

$$
\begin{equation*}
v-1=k(k-1) \tag{2.22}
\end{equation*}
$$

Since $r=k$ holds by the definition of a symmetric BIBD, the order $n$ of a finite projective plane is equal to $k-1$. From Eq. 2.22, we obtain $v=(n+1) n+1=n^{2}+n+1$ points in a finite projective plane of order $n$. Thus, a finite projective plane of order $n$ is a $\left(n^{2}+n+1, n+1,1\right)$-BIBD.

From a $(v, b, r, k, \lambda)$-BIBD, we can construct a graph called an incidence graph (a.k.a. Levi graph), which is a bipartite graph $G=\left(V_{1}, V_{2}, E\right)$ where

- $V_{1}$ is a set of points,
- $V_{2}$ is a set of blocks, and
- $E$ is a set of edges that connect a point $p_{i}$ and a block $B_{j}$ if and only if $p_{i}$ occurs in $B_{j}$.

The incidence graph of a BIBD will be applied to a network topology in Chapter 4.

## Chapter 3

## Low-Latency Interconnection Networks with Single-Port Hosts

### 3.1 Overview

In this chapter, we deal with two topological properties that are important for designing interconnection networks, the host-to-host average shortest path length (h-ASPL) and the bisection width (BiW). We propose a method for designing a topology with low h-ASPL and high BiW. By analyzing host-switch graphs, we provide answers to the following questions: (1) given the number of hosts and the number of ports per switch, how many switches should be used?; and (2) which is better, direct or indirect networks, in terms of the h-ASPL and the BiW?

First, Section 3.2 provides theoretical foundation of host-switch graphs; we formally define a host-switch graph and provide upper and lower bounds on the maximum number of hosts, the diameter, and the h-ASPL. Second, Sections 3.3-3.4 present host-switch graphs with low h-ASPL; we take deterministic and heuristic approaches in each section. Here we demonstrate that the heuristic approach is more practical than the deterministic one for certain reasons. We empirically show that the optimal number of switches is a key parameter for host-switch graphs in terms of the h-ASPL and also the BiW. Third, in Section 3.5, we practically compare proposed network topologies with existing ones in terms of performance, topological properties, power consumption, and cost breakdowns. Section 3.6 reviews related work, and finally, we conclude the chapter in Section 3.7.

### 3.2 Introduction of a Host-Switch Graph

### 3.2.1 Definition and Notation

A host-switch graph is a 3-tuple $G=(H, S, E)$ with integer parameters $n \geqslant 3, m \geqslant 1$, and $r \geqslant 3$ where

- $H=\left\{h_{0}, h_{1}, \ldots, h_{n-1}\right\}$ is a set of $n$ elements called host vertices (or simply hosts),


Figure 3.1: An example of a host-switch graph $(n=15, m=4, r=6)$.

- $S=\left\{s_{0}, s_{1}, \ldots, s_{m-1}\right\}$ is a set of $m$ elements called switch vertices (or simply switches), and
- $E \subset\left\{\left\{s_{i}, s_{j}\right\} \mid s_{i}, s_{j} \in S\right\} \cup\left\{\left\{h_{i}, s_{j}\right\} \mid\left(h_{i} \in H\right) \wedge\left(s_{j} \in S\right)\right\}$ is a set of unordered pairs of connected vertices called edges.

The number $n$ of hosts is called the order of $G$. Each host must be connected with exactly one edge while each switch is connected with at most $r$ edges. Thus each switch must have at least $r$ ports. The number $r$ of required ports per switch is called the radix of $G$. In Fig. 3.1 we illustrate an example of a host-switch graph with 15 hosts and 4 switches with radix $r=6$. Throughout this paper, a circle and a rectangle represent a host and a switch, respectively.

Clearly, at least $m-1$ edges are necessary to connect $m$ switches such that they are reachable each other. Since $m$ switches can connect at most $m r$ edges, we can state:

Lemma 3.1 (Trivial upper bound on the order). For any connected host-switch graph with $m r$-port switches, the order $n$ is not greater than $m r-2(m-1)$.

For any two hosts $h_{i}$ and $h_{j}$, let $\ell\left(h_{i}, h_{j}\right)$ denote the number of edges along the shortest path between $h_{i}$ and $h_{j}$. For example, $\ell\left(h_{0}, h_{14}\right)$ of a host-switch graph shown in Fig. 3.1 is 4, because the shortest path between them is $\left(h_{0}, s_{0}, s_{1}, s_{3}, h_{14}\right)$. Using $\ell\left(h_{i}, h_{j}\right)$, we can define two topological properties. The diameter $D(G)$ of a host-switch graph is defined as

$$
D(G):=\max \left\{\ell\left(h_{i}, h_{j}\right) \mid 0 \leqslant i<j<n\right\} .
$$

The host-to-host average shortest path length (h-ASPL) A(G) is defined as

$$
A(G):=\sum_{0 \leqslant i<j<n} \ell\left(h_{i}, h_{j}\right) /\binom{n}{2} .
$$

These metrics are essentially different from the diameter and the average shortest path length (ASPL) of an ordinary undirected graph in that the considered path is between hosts rather than switches. In this paper we mainly discuss the h-ASPL, because it measures the ideal all-to-all communication latency of interconnection networks.

### 3.2.2 Upper and Lower Bounds

Let us consider tight upper bound on the order of a host-switch graph with $r$ and $D(G)$. For any source host $h_{s} \in H$, we can partition all the hosts in $H$ into subsets $H_{0}, H_{1}, \ldots$ such that $H_{i}=\left\{h_{d} \in H \mid \ell\left(h_{s}, h_{d}\right)=i\right\}$. Similarly, we can partition all the switches in $S$ into subsets $S_{1}, S_{2}, \ldots$ such that $S_{i}=\left\{s_{d} \in S \mid \ell\left(h_{s}, s_{d}\right)=i\right\}$. Let $A_{h_{s}}(G)$ and $D_{h_{s}}(G)$ respectively denote a single-source h -ASPL from $h_{s}$ and a single-source diameter from $h_{s}$, as follows:

$$
\begin{aligned}
A_{h_{s}}(G) & :=\sum_{0 \leqslant i<n, i \neq s} \ell\left(h_{s}, h_{i}\right) /(n-1), \\
D_{h_{s}}(G) & :=\max \left\{\ell\left(h_{s}, h_{i}\right) \mid 0 \leqslant i<n \text { and } i \neq s\right\} .
\end{aligned}
$$

Using these notations, we obtain the upper bound on the order, as follows:
Theorem 3.1 (Upper bound on the order). For any host-switch graph with radix $r$ and diameter $D(G)$, the order $n$ of a host-switch graph is not greater than $(r-1)^{D(G)-1}+1$.

Proof. For any fixed host $h_{s}$ of a host-switch graph, let $N_{i}$ be the upper bound on $\left|H_{i}\right|+\left|S_{i}\right|$. Clearly, $N_{i}$ is equal to

$$
\begin{cases}\left|H_{0}\right|=1, & \text { if } i=0  \tag{3.1}\\ \left|S_{1}\right|=1, & \text { if } i=1 \\ \left|S_{i-1}\right|(r-1) . & \text { if } i>1\end{cases}
$$

Hence, to maximize the order, we must satisfy $N_{i}=\left|S_{i}\right|$ for $1 \leqslant i<D(G)$ and $N_{i}=\left|H_{i}\right|$ for $i=D(G)$. In this situation, the order is

$$
\sum_{i=0}^{D(G)}\left|H_{i}\right|=(r-1)^{D(G)-1}+1
$$

The lower bound on the diameter follows from Theorem 3.1:
Corollary 3.1 (Lower bound on the diameter). For any host-switch graph with order $n$ and radix $r$, the diameter is not less than $\left\lceil\log _{r-1}(n-1)\right\rceil+1$.

Let us call a host-switch graph with a root host $h_{s}$ and $(r-1)^{D_{h_{s}}(G)-1}$ leaf hosts a full host-switch tree. Clearly, the lower bound on $A_{h_{s}}(G)$ is the lower bound on $A(G)$.

We define a complete host-switch tree as follows:

1. A full host-switch tree is a complete host-switch tree.
2. A host-switch tree obtained by performing the following operations to any complete host-switch tree $T$ is also a complete host-switch tree: (A) if $T$ has a switch connected to less than $r$ vertices, then connect a new host to it; and (B) if $T$ has no such switch, then we pick one of the hosts closest to $h_{s}$ and replace it by a new switch with two hosts.

Both operations (A) and (B) increase the order $n$ by one, and hence a complete graph host-switch tree is a full host-switch tree if and only if $n$ is equal to $(r-1)^{d-1}+1$ for some $d$.

In a complete host-switch tree $T$ with a root host $h_{s}, H_{D_{h_{s}}(T)} \cup H_{D_{h_{s}}(T)-1}$ includes all the leaf hosts. Clearly, a complete host-switch tree has at least one host in $H_{D_{h_{s}(T)-1}}$ if it is not a full host-switch tree. Also, at most one switch in $S_{D_{h_{s}}(T)-1}$ in a complete host-switch tree can take degree less than $r$.

Now we can state the following theorem:
Theorem 3.2 (Lower bound on the h-ASPL). A single-source $h$-ASPL from the root of a complete host-switch tree provides the lower bound on the $h$-ASPL.

Proof. Consider any host-switch tree $T$ with a root host $h_{s}$. If there exists a host $h_{a} \in H_{i}(1 \leqslant$ $i \leqslant D_{h_{s}}(T)-2$ ), then we can decrease $A_{h_{s}}(T)$ by performing the following operations: (1) replace $h_{a}$ with a new switch $s_{m}$ connected with a host; (2A) if $r>3$, then reconnect more than two hosts in $H_{D_{h_{s}}(T)}$ to $s_{m}$; and (2B) if $r=3$, then reconnect two hosts in $H_{D_{h_{s}}(T)}$ and replace a switch in $S_{D_{h_{s}}(T)-1}$ with another host in $H_{D_{h_{s}}(T)}$. Hence, a host-switch tree can provide the lower bound on $A_{h_{s}}(T)$ only if $H_{i}$ is empty for all $i\left(1 \leqslant i \leqslant D_{h_{s}}(T)-2\right)$; in this case, $A_{h_{s}}(T)$ takes the minimum value if and only if a host-switch tree is a complete host-switch tree. Therefore a complete host-switch tree provides the lower bound on the single-source h-ASPL, which is also the lower bound on the h-ASPL.

By Theorem 3.2, we can compute the lower bound on the h-ASPL as follows:

$$
\begin{cases}D^{-}, & \text {if } n=(r-1)^{D^{-}-1}+1 \\ D^{-}-\alpha /(n-1), & \text { otherwise }\end{cases}
$$

where $D^{-}=\left\lceil\log _{r-1}(n-1)\right\rceil+1$ is the lower bound on the diameter of $G$, and $\alpha$ denotes the number of hosts in $H_{D_{h_{s}}(T)-1}$ in a complete host-switch graph $T$. In $H_{D_{h_{s}}(T)-1}$, at most $(r-1)^{D^{-}-2}$ hosts can be connected. However, it is less than $n$ by $\left(n-1-(r-1)^{D^{-}-2}\right)$ if $T$ is not a full host-switch tree, and hence we must run operations (B) and then (A). After we run operation (B), we can increase the number of hosts by $r-2$ (remove one host from $H_{D_{h_{s}}(T)-1}$ and add $r-1$ hosts to $H_{D_{h_{s}}(T)}$ ). Thus, we have

$$
\alpha=(r-1)^{D^{-}-2}-\left\lceil\frac{\left(n-1-(r-1)^{D^{-}-2}\right)}{(r-2)}\right\rceil .
$$

### 3.3 Deterministic Construction of Host-Switch Graphs

### 3.3.1 Radix/Diameter Problem

We discuss host-switch graphs that can deterministically be constructed. Since the relationship between the diameter and the order is easy to analyze, we discuss the radix/diameter problem (RDP), which is similar to a classical problem called the degree/diameter problem [48, 86]. The RDP is defined as follows:

Problem 3.1 (Radix/Diameter Problem). Given natural numbers $r$ and $D$, find a host-switch graph with radix $r$ and diameter $D$ that can connect the largest possible number of hosts.

The upper bound for this problem is given by Theorem 3.1.

### 3.3.2 Host-Switch Graphs of Diameter 2

Since two hosts are connected via at least one switch, the shortest path lengths between any pair of hosts are at least 2 . We thus begin with host-switch graphs of diameter 2. In this case, all the hosts must be connected with a single switch, and thus we can state:

Theorem 3.3 (Upper bound on the order of a host switch graph of diameter 2). A host-switch graphs of diameter 2 can connect at most $r$ hosts.

### 3.3.3 Host-Switch Graphs of Diameter 3

In a host-switch graph of diameter 3, every path must be either host-switch-host or host-switch-switch-host. Thus the $m$ switches in the host-switch graph must constitute a clique (complete graph). Let us call such a graph a clique host-switch graph (or specifically an $m$-switch clique host-switch graph). Each switch of a clique host-switch graph must be connected with $m-1$ switches, and hence the host-switch graph can be connected with at most $r-m+1$ hosts. Thus, we can state:

Lemma 3.2 (Condition for constructing a host-switch graph of diameter 3). A host-switch graph can take diameter 3 only if $m \leqslant r+1$ and $n \leqslant m(r-m+1)$.

Since $\partial m(r-m+1) / \partial m=-2 m+r$, the order $n$ is maximized when $m=(r+1) / 2$ if $r$ is odd and $m=r / 2$ or $m=r / 2+1$ if $r$ is even. Thus, we can state:

Theorem 3.4 (Upper bound on the order of a host-switch graph of diameter 3). A host-switch graph of diameter 3 can connect at most $(r+1)^{2} / 4$ hosts if $r$ is odd and $r(r+2) / 4$ hosts if $r$ is even.

### 3.3.4 Host-Switch Graphs of Diameter 4

### 3.3.4.1 Biclique Host-Switch Graph

A typical host-switch graph of diameter 4 is a host-switch graph with the switches that constitute a complete bipartite graph (a.k.a. biclique). Let us call such a graph a biclique host-switch graph.


Figure 3.2: Examples of a biclique host-switch graph with $r=5$; (a) $\left\{m_{1}, m_{2}\right\}=\{3,2\}, n=13$ and (b) star host-switch graph with $n=20$.

Let $K_{m_{1}, m_{2}}$ denote a biclique host-switch graph such that the switches constitute a biclique $G=$ $\left(V_{1}, V_{2}, E\right)$ with $\left|V_{1}\right|=m_{1}$ and $\left|V_{2}\right|=m_{2}$; then $m$ is equal to $m_{1}+m_{2}$. In Fig. 3.2a we illustrate an example of a biclique host-switch graph. Since any switch must be connected with all the switches in the other subset, we can state:

Lemma 3.3 (Upper bound on the switch order of a biclique host-switch graph). Any biclique hostswitch graph satisfies $m_{1} \leqslant r, m_{2} \leqslant r$, and $m<2 r$.

The maximum number $n_{\max }$ of hosts connected with $K_{m_{1}, m_{2}}$ is

$$
\begin{equation*}
m_{1}\left(r-m_{2}\right)+m_{2}\left(r-m_{1}\right)=r\left(m_{1}+m_{2}\right)-2 m_{1} m_{2} \tag{3.2}
\end{equation*}
$$

Thus, the increment of $m_{1}$ by 1 induces the increment of $n_{\max }$ by $r-2 m_{2}$. Let $\Delta_{n_{\max }}$ be $r-2 m_{2}$. Let us discuss the value of $n_{\text {max }}$ in the following cases.
Case 1: $m_{2}=r / 2$.
In this case $\Delta_{n_{\max }}$ is equal to 0 , and thus $n_{\max }$ is constantly $r^{2} / 2$ regardless of the value of $m_{1}$.
Case 2: $m_{2}<r / 2$.
In this case $\Delta_{n_{\max }}$ is greater than 0 . Thus $n_{\max }$ is maximized when $m_{1}=r$, and then $n_{\text {max }}$ becomes $r^{2}-m_{2} r$. This value is maximized when $m_{2}=1$. Consequently, $n_{\max }$ is at most $r(r-1)$ in this case.
Case 3: $m_{2}>r / 2$.
In this case $\Delta_{n_{\max }}$ is less than 0 . Thus $n_{\max }$ is maximized when $m_{1}=1$, and then $n_{\max }$ becomes $r+m_{2}(r-2)$. Since $r$ is more than 2 from the definition of a host-switch graph, $n_{\max }$ is maximized when $m_{2}=r$. Consequently, $n_{\max }$ is at most $r(r-1)$ in this case.


At most $r-2(\sqrt{m}-1)$ hosts can be connected with each host.

Figure 3.3: An example of an XY-clique host-switch graph.

Since $r^{2} / 2$ is less than $r(r-1)$, we can state:
Theorem 3.5 (Upper bound on the order of a biclique host-switch graph). A biclique host-switch graph can connect at most $r(r-1)$ hosts if $\left\{m_{1}, m_{2}\right\}=\{r, 1\}$.

We name a biclique host-switch graph with $\left\{m_{1}, m_{2}\right\}=\{r, 1\}$ a star host-switch graph after a star network [98]. In Fig. 3.2b we illustrate an example of a star host-switch graph.

### 3.3.4.2 XY-Clique Host-Switch Graph

Suppose that $m$ switches are arranged in a $\sqrt{m} \times \sqrt{m} 2$-dimensional grid. Every switch is connected to other switches in the same column and in the same row. We call the host-switch graph above an XY-clique host-switch graph. In Fig. 3.3 we show an example of an XY-clique host-switch graph. Each switch is connected with $2(\sqrt{m}-1)$ switches, and consequently it can be connected with at most $r-2 \sqrt{m}+2$ hosts. Thus, we can state:

Lemma 3.4 (Conditions for constructing an XY-clique host-switch graph). An XY-clique host-switch graph can be constructed if and only if $m<(r+2)^{2} / 4$ and $n \leqslant m(r-2 \sqrt{m}+2)$.

Since $\partial(m(r-2 \sqrt{m}+2)) / \partial m=-3 \sqrt{m}+r+2$, the value of $n$ is maximized when $m=$ $(r+2)^{2} / 9$. Thus, assuming $m \in \mathbb{Q}$, we can state that an XY-clique host-switch graph can connect at
most $(r+3)^{2} / 27$ hosts. In reality, however, $m$ must be a natural number, and hence the statement above holds only when $r \bmod 3=1$. When $r \bmod 3=2$, we can set $m=(r+1)^{2} / 9$ or $m=(r+4)^{2} / 9$, and consequently $n$ becomes $(r+1)^{2}(r+4) / 27$ and $(r+4)^{2}(r-4) / 27$, respectively; since $r>0$, the former case is better. When $r \bmod 3=0$, we can set $m=r^{2} / 9$ or $m=(r+3)^{2} / 9$, and consequently $n$ becomes $r^{2}(r+6) / 27$ and $r(r+3)^{2} / 27$, respectively; since $r>0$, the latter case is better. Thus, we can state:

Theorem 3.6 (Upper bound on the order of an XY-clique host-switch graph). An XY-clique hostswitch graph can have at most

$$
\begin{cases}\frac{r(r+3)^{2}}{27}, & \text { if } r \bmod 3=0 \\ \frac{(r+2)^{3}}{27}, & \text { if } r \bmod 3=1 \\ \frac{(r+1)^{2}(r+4)}{27}, & \text { if } r \bmod 3=2\end{cases}
$$

hosts.
Accordingly, an XY-clique host-switch graph can connect $\Theta\left(r^{3}\right)$ hosts. This is asymptotically better than a star host-switch graph, which can connect $\Theta\left(r^{2}\right)$ hosts. More accurately, we can state:

Theorem 3.7 (The order of an XY-clique and star host-switch graphs). An XY-clique host-switch graph can connect more hosts than a star host-switch graph if and only if $r \geqslant 19$.

A specific example of an XY-clique host-switch graph is found in the field of computer architecture. It is called the flattened butterfly [70].

### 3.3.4.3 Polarity Host-Switch Graph

A polarity graph [17] (a.k.a. Brown's construction or Brown graph [29]) is a well-known undirected graph of diameter 2. For a prime power $q$, the polarity graph $B(q)$ provides an undirected graph with $q^{2}+q+1$ vertices. The maximum degree is $q+1$; in detail, $q^{2}$ vertices have degree $q+1$, and $q+1$ vertices have degree $q$.

We can construct a host-switch graph by connecting hosts to a polarity graph. Let us call such a graph a polarity host-switch graph. Clearly we can state:

Lemma 3.5 (Upper bound on the order of a polarity host-switch graph). A polarity host-switch graph can connect at most $r\left(q^{2}+q+1\right)-q(q+1)^{2}$ hosts.

Let $n_{\text {max }}$ be $r\left(q^{2}+q+1\right)-q(q+1)^{2}$. Since $\partial n_{\max } / \partial q$ is equal to $-3 q^{2}+2 q(r-2)+r-1$, the value of $n_{\text {max }}$ is maximized when

$$
q=\left(\sqrt{r^{2}-r+1}+r-2\right) / 3
$$

and

$$
\begin{equation*}
r=\left(3 q^{2}+4 q+1\right) /(2 q+1) . \tag{3.3}
\end{equation*}
$$

Substituting this value of $r$ to $r\left(q^{2}+q+1\right)-q(q+1)^{2}, n_{\text {max }}$ becomes

$$
\begin{equation*}
\left(q^{4}+2 q^{3}+4 q^{2}+4 q+1\right) /(2 q+1) \tag{3.4}
\end{equation*}
$$

Also, from Eq. 3.3, $n_{\text {max }}$ is maximized when $q \sim 2 r / 3$. Substituting this value of $q$ to Eq. 3.4, we obtain $n_{\max } \sim 4 r^{3} / 27$, which is better than the upper bound on the order of an XY-clique host-switch graph (see Theorem 3.6). Thus, a polarity host-switch graph can potentially connect more hosts than a star host-switch graph and an XY-clique host-switch graph.

### 3.3.5 Relationship between RDP and h-ASPL

Until now we discuss the RDP, but an important question remains: does the best host-switch graph in terms of the RDP have the lowest h-ASPL? Let us consider this question.

When $D(G)$ is equal to 2 , the h-ASPL of a host-switch graph with the largest possible hosts (i.e., $r$ hosts) is obviously 2 (i.e., minimum). Thus, the answer to the question above is yes. When $D(G)$ is equal to 3 , we can prove that a clique host-switch graph, which can connect the largest possible hosts, takes the minimum value of the h-ASPL when $n>r$ (see Appendix A). Thus, the answer to the question above is also yes.

However, once $D(G)$ exceeds three, there exist no trivial solutions for the RDP. We should thus consider an alternative question: does better host-switch graph in terms of the RDP have lower $h$ $A S P L$ ? We can find counter-evidence to this question. Let us consider the case of biclique host-switch graphs. As we mentioned before, the best biclique host-switch graph in terms of the RDP is a star host-switch graph. However, the h-ASPL of a star host-switch graph in Fig 3.2b ( $\approx 3.68$ ) is higher than the h-ASPL of a biclique host-switch graph in Fig 3.2a $(\approx 3.26)$. In this way, a host-switch graph with larger hosts does not always provide lower h-ASPL.

In summary, the deterministic approach is effective for host-switch graphs of diameter 3 or less, but not effective for those of diameter 4 or more. Thus it would not be appropriate for designing practical interconnection networks. However, we cannot rule out the possibility that a practical host-switch graph can deterministically be constructed, and hence the RDP remains of interest.

### 3.4 Heuristic Construction of Host-Switch Graphs

### 3.4.1 Order/Radix Problem

We propose a heuristic approach for constructing a host-switch graph with low h-ASPL. In particular, we present a randomized algorithm with fixed parameters $n, m$, and $r$, and discuss the optimal number $m$ switches.

First, let us formulate a problem to solve. Unlike the deterministic approach described in Section 3.3, a heuristic one enables us to optimize h-ASPL directly, and hence the problem is below.

Problem 3.2 (Order/Radix Problem). Given natural numbers $n$ and $r$, find a host-switch graph with order $n$ and radix $r$ that provides the minimum possible value of $h$-ASPL.

To solve this problem, we use a randomized algorithm similar to prior studies $[90,107]$ that searches an undirected regular graph with low diameter/ASPL. We adopt simulated annealing (SA) [73] to escape from a local solution.

### 3.4.2 Minimizing h-ASPL

### 3.4.2.1 Computation of h-ASPL

Let us begin with a simple case, computing the ASPL of an ordinary undirected graph-not a hostswitch graph. To compute the ASPL, we should solve the all-pairs-shortest paths (APSP) problem for an undirected unweighted graph.

Several algorithms are proposed for the APSP problem. Among them the simplest one is using the breadth-first search (BFS) from every vertex with an $\mathscr{O}(|V||E|)$ running time in total. The h-ASPL is given by $\sum_{0 \leqslant i<j<m}\left(\ell\left(s_{i}, s_{j}\right)+2\right) \cdot w_{i} w_{j} /\binom{n}{2}$, where $w_{i}$ denotes the number of hosts connected with $s_{i}$. Thus, the time complexity is equal to that of computing the ASPL between switches. As a result, BFS enables us to compute the h-ASPL with an $\mathscr{O}\left(m^{2} r-m n\right)$ running time. Note that the order $n$ does not increase the time complexity. On the contrary, $n$ decreases it. Also, it reduces to $\mathscr{O}\left(m^{2}\right)$ if $n$ takes the upper bound given by Lemma 3.1, i.e., $n=m r-2(m-1)$.

In our experiments in this paper, we use a BFS-based algorithm because it is fast enough especially for sparse graphs, but we would be able to improve time complexity by using faster algorithms [33] for large $m$ or dense graphs.

### 3.4.2.2 Swap Operation: Local Search Restricted to Regular Host-Switch Graphs

Let a $k$-regular host-switch graph (or simply regular host-switch graph) $G=(H, S, E)$ denote a host-switch graph such that any switch in $S$ has the fixed number $k$ of neighbor switches and $p-k$ hosts, respectively. We shall begin with a simple algorithm that can be applied only for a regular host-switch graph.

We can use a local search algorithm where a neighbor solution is given by a swap operation (Fig. 3.4), which converts $\left\{s_{a}, s_{b}\right\},\left\{s_{c}, s_{d}\right\} \in E$ to $\left\{s_{a}, s_{d}\right\},\left\{s_{b}, s_{c}\right\}$. Since the number of hosts per switch of a regular host-switch graph is $n / m$, the lower bound on the h-ASPL of a $k$-regular host-switch graph is obtained by the Moore bound (see Eq. 2.10), the lower bound on the ASPL of a graph with $N$ vertices and maximum degree $K$, say $M(N, K)$, as follows:

$$
\begin{align*}
A(G) & \geqslant \frac{(n / m)^{2}\binom{m}{2}(M(m, r-n / m)+2)+2\binom{n / m}{2} m}{\binom{n}{2}} \\
& =\frac{M(m, r-n / m)(m n-n)}{m n-m}+2 \tag{3.5}
\end{align*}
$$

The results of the algorithm using the swap operation is compared with the extended algorithm below.


Figure 3.4: Swap operation which changes endpoints of two switch-switch edges.


Figure 3.5: Swing operation which changes endpoints of a switch-switch edge and a host-switch one.

### 3.4.2.3 Swing Operation: Local Search for Any Host-Switch Graph

We extend the algorithm above so that it can change endpoints of host-switch edges as well as those of switch-switch edges. The extended algorithm is based on a new operation called a swing operation (Fig. 3.5). The swing operation converts $\left\{s_{a}, s_{b}\right\},\left\{s_{c}, h_{i}\right\} \in E$ to $\left\{s_{a}, s_{c}\right\},\left\{s_{b}, h_{i}\right\}$, and hence it changes endpoints of host-switch edges. In other words, this operation changes the number of hosts connected with each switch. Let $\operatorname{Swing}\left(s_{a}, s_{b}, s_{c}\right)$ denote the swing operation.

As stated above, the swap operation never changes endpoints of host-switch edges, and contrariwise the swing operation always changes them. Thus we should combine them to obtain good solutions. To this end, we introduce a 2-neighbor swing operation (Fig. 3.6). Note that hosts are omitted in the figure for simplicity.

The 2-neighbor swing operation has the following four steps:
Step 1: Operate $\operatorname{Swing}\left(s_{a}, s_{b}, s_{c}\right)$ and evaluate the solution, called the 1-neighbor solution.
Step 2: If the 1-neighbor solution is accepted, then move to the 1-neighbor solution and the operation ends. Otherwise, go to the next step.

Step 3: Operate $\operatorname{Swing}\left(s_{d}, s_{c}, s_{b}\right)$ and evaluate the solution, called the 2-neighbor solution.
Step 4: If the 2-neighbor solution is accepted, then move to the 2-neighbor solution. Otherwise, the


Figure 3.6: 2-neighbor swing operation (hosts are omitted for simplicity).
initial solution holds.
Consequently, this operation contains both of the swap operation (if the 2 -neighbor solution is accepted) and the swing operation (if the 1-neighbor solution is accepted).

### 3.4.2.4 Discussion about Optimal Number of Switches

We discuss the optimal number of switches, because a randomized algorithm must fix it during optimization. To discuss it, we carry out SAs with the swap operation and the 2 -neighbor swing operation, and compare their results with the lower bound given by Theorem 3.2 and the Moore bound. In SAs, initial host-switch graphs are constructed randomly. We obtain the results for $n=128,256,512,1024$ and $r=12,24$, and show typical results among them in Fig. 3.7. We pick up the typical results, and other cases are similar to either of the three results. Here, the Moore bound is calculated by (3.5); however, $n / m$ must be an integer, and thus the Moore bound of a host-switch graph has a value for specific pairs of $n, m$, and $r$. We hence extend the Moore bound so that the degree can be a rational number, not only an integer. We call it the continuous Moore bound. In Fig. 3.9 we show the difference between the Moore bound and the continuous Moore bound in the case of $n=1024$ and $r=24$.

The h -ASPL is less than 3 only in the case of $n=128$ and $r=24$ (Fig. 3.7a), because the switches can constitute a clique only in this case as described in Section 3.3. In other words, $n$ can be less than $m(r-m+1)$ only in this case (see Lemma 3.2). Thus, the h-ASPL tends to be large in other cases. Also, in this case, the h -ASPL is close to the lower bound derived by Theorem 3.2, which suggests it is almost optimal. In the cases of other pairs of $n$ and $r$, however, $n \gg m(r-m+1)$ holds for any $m$, and consequently the h-ASPLs exceed 3 .

In Fig. 3.7, a dotted line represents the number $m$ of switches such that the continuous Moore bound takes the minimum value. The important thing is that this value of $m$ accords with the value of $m$ such that the h-ASPL takes the minimum value in all the cases. Let $m_{\text {opt }}$ and $A_{\text {opt }}$ denote this value of $m$ and the h-ASPL when $m=m_{\text {opt }}$, respectively. In Fig. 3.8 we show the distribution of the number of connected hosts of a switch, which we call the host distribution. Interestingly, the


Figure 3.7: Relationship between h-ASPL and the number of switches.
obtained graph includes switches that have different number of hosts. This corresponds to neither conventional direct nor indirect networks.

Other phenomenon of interest is that, when $m<m_{\mathrm{opt}}$ or $m \gg m_{\mathrm{opt}}$, the h-ASPL of a regular host-switch graph significantly exceeds $A_{\mathrm{opt}}$ as compared with the h-ASPL of a non-regular hostswitch graph. Let us discuss each case.

Case 1: $m \gg m_{\mathrm{opt}}$.
In this case, there exist unused switches that are not included in any shortest path between hosts, in a non-regular host-switch graph. In the case of $(n, m, r)=(1024,1024,24)$ shown in Fig. 3.7c, the host distribution is similar to Fig. 3.10, which illustrates over $70 \%$ switches connect no hosts. This is similar to indirect networks, but there exists a clear difference. In the case of indirect networks, all the switches are on some shortest path. In our case of $(n, m, r)=(1024,1024,24)$, however, many switches are not on any shortest path between hosts, i.e., they are redundant. A regular host-switch graph cannot contain such redundant switches and all the switches must connect hosts.
Case 2: $m<m_{\mathrm{opt}}$
In this case, only a host-switch graph with small number of switches can be constructed. Hence, when a host-switch graph is regular, the degree becomes too small and consequently the h-ASPL drastically increases. When a host-switch graph is not regular, however, a tree-like graph in which


Figure 3.8: Host distribution when $m=m_{\text {opt }}$.


Figure 3.9: Comparison between the Moore bound and the continuous Moore bound.
only a few switches exist can be constructed. That is why the h-ASPL can be less than the continuous Moore bound.

From the above, we have the essential observation about the optimal number of switches, as follows:

Observation 3.1 (Relationship between the h-ASPL and the continuous Moore bound). For fixed $n$ and $r$, a host-switch graph attains the minimum $h$-ASPL when it has $m$ switches such that the continuous Moore bound takes the minimum value.

On the basis of this observation, we carry out the randomized algorithm with fixed $m$.


Figure 3.10: Host distribution of a host-switch graph with unused switches when $(n, m, r)=$ (1024, 1024, 24).

### 3.4.3 Maximizing BiW

Our randomized algorithm can be applied for optimizing a parameter other than the h-ASPL. Now we focus on the bisection width ( BiW ) because it is another important metrics for interconnection networks.

### 3.4.3.1 Computation of BiW of Host-Switch Graphs

A bisection width (BiW) of an ordinary undirected graph $G$ is the minimum number of edges that have to be removed from $G$ to partition it in two halves. In general, interconnection networks with larger BiW are better in terms of performance because minimum cut determines maximum possible flows through a network, according to the max-flow min-cut theorem [47]. Also, the BiW corresponds to the bisection bandwidth of a network if all the links have a fixed bandwidth.

Unlike the h-ASPL, the BiW is hard to compute. Although the BiWs of some specific graphs [16, 42,91 ] and its bounds based on spectral graph theory [23] are studied, its calculation for arbitrary graph is NP-complete [58]. We hence compute it approximately by using a graph partitioning software called hMETIS [65], which is a family of METIS [66] generalized for hypergraphs and provides more accurate results.

Based on the above, we also define the BiW for host-switch graphs. A bisection width (BiW) of a host-switch graph is defined as the minimum number of cut edges between two subgraphs with $\lfloor n / 2\rfloor$ and $\lceil n / 2\rceil$ hosts, respectively. ${ }^{1}$ A host-switch graph is said to be full-bisection if its BiW is more than $\lfloor n / 2\rfloor$, and half-bisection if its BiW is between $\lfloor n / 4\rfloor$ and $\lfloor n / 2\rfloor$.

### 3.4.3.2 First Attempt: Direct Optimization

We firstly attempt to maximize the BiW directly. To this end, we should change the objective function of SA to the BiW and retune SA's parameters such as the initial temperature. However, this

[^2]

Figure 3.11: Changes of h-ASPL and BiW during optimization.
methodology cannot optimize the BiW. There are two reasons as follows. First, an objective function is approximated, and thus SA cannot accurately select a better neighbor solution. Second, the change of the BiW is significant and almost uniform, because it is an integer in contrast to h-ASPL, which is a rational number. For these reasons the BiW should not be included in an objective function.

### 3.4.3.3 Reducing h-ASPL Yields Increasing BiW

Our idea to increase the BiW is to optimize another metric correlated with the BiW . Previous studies find some parameters such as maximal congestion [46] are correlated with the BiW , but they are also hard to compute. Hence we hypothesize that h-ASPL is correlated with bisection width and verify it; intuitively, a host-switch graph with low h-ASPL has many paths between any pair of switches on average.

In Fig. 3.11 we show the changes of the h-ASPL and the BiW when we reduce h-ASPL by SA. Intriguingly the BiW increases as the $\mathrm{h}-\mathrm{ASPL}$ decreases, though the BiW is not considered in the optimization. Furthermore, the change ratio of the BiW is larger than that of the h-ASPL. We repeatedly run the simulation with various parameters, and similar results are obtained. Based on the results, we have the following observation:

Observation 3.2 (Relationship between the h -ASPL and the BiW ). In a host-switch graph with fixed $n$, $m$, and $r$, reducing the $h$-ASPL yields increasing the BiW.

Thus our method described in Section 3.4.2 can be used also for maximizing the BiW.

### 3.4.3.4 Discussion about Relationship between Number of Switches and BiW

We discuss the relationship between the number of switches and the BiW . The same as before, we carry out SAs with the 2-neighbor swing operation.

In Fig. 3.12 we show typical results. We observe that, except for some plots, the BiW linearly increases as the number of switches increases. We find the exception is provided by indirect networks, and hence we plot direct and indirect networks separately. The exception provides worse BiW. This


(c) $n=1024, r=24$

Figure 3.12: Relationship between the BiW and the number of switches.
indicates that direct networks provide better tradeoffs between the h -ASPL and the BiW than indirect networks provide, in the case that we optimize the h-ASPL by SA. The fat-tree gives a better BiW at the cost of higher h-ASPL.

From the results, we have the following observation:

Observation 3.3 (Linear relation between the number of switches and the BiW). In a direct hostswitch graph with fixed $n$ and $r$ and the minimum h-ASPL, the BiW linearly increases as the number $m$ of switches increases.

By this observation, we can approximate the minimal number of switches that provides half- or full-bisection host-switch graphs, as with the approximation of the optimal number of switches in terms of the h-ASPL.

### 3.4.4 Three Proposed Topologies

So far we have described heuristic approach to find host-switch graphs with low h-ASPL and high BiW . In summary, the heuristic approach is more practical than the deterministic one for the following reasons.

- We can directly optimize the h-ASPL without depending on the diameter (we can also, if necessary, consider both of the h-ASPL and the diameter as with [90]).
- We can generate host-switch graphs with prescribed parameters $n$, $m$, and $r$. In particular, $m$ is essential for host-switch graphs because it strongly affects topological properties.
- We can use various objective functions. However, we find that, in the case of optimizing the BiW, reducing h-ASPL yields increasing the BiW. Interestingly, the BiW of host-switch graph with the minimized h-ASPL linearly increases as the number of switches up to certain number in the cases of direct networks.

Notwithstanding, the deterministic approach based on the RDP is still of great interest from a theoretical viewpoint.

On the basis of the results in this section, we propose three topologies, as follows:

1. Minimum h-ASPL: a host-switch graph with $m_{\mathrm{opt}}$.
2. Full-bisection: a full-bisection host-switch graph with minimum $m$.
3. Half-bisection: a half-bisection host-switch graph with minimum $m$.

Designers can select them depending on technical requirements. The three topologies are evaluated in Section 3.5 with existing topologies.

### 3.5 Evaluation

Hitherto we might neglect practical viewpoints. However, this section can compensate it; we evaluate our proposed topologies with other topologies, including topologies proposed in Section 3.3, previously proposed topologies, and existing topologies applied to supercomputers ranked in TOP500 and demonstrate the advantage of our proposed topologies.

### 3.5.1 Previously proposed topologies

### 3.5.1.1 WK-recursive networks

The WK-recursive network [118] $\mathrm{WK}(K, L)$ is recursively defined with two parameters, the degree $K$ and the level $L$, as follows.

1. $\mathrm{WK}(K, 1)$ is a $K$-clique.
2. WK $(K, L)$ for $L>1$ is a $K$-clique regarding $\mathrm{WK}(K, L-1)$ as a node (called a virtual node). Here, any two virtual nodes are connected with exactly one edge, and the degree of the nodes must be equal to or less than $K$.

Regarding a node of a WK-recursive network as a switch, we can construct a host-switch graph. From the definition above, the number $m$ of switches of $\mathrm{WK}(K, L)$ is

$$
\begin{equation*}
m=K^{L} . \tag{3.6}
\end{equation*}
$$

Each switch is connected to at least $K-1$ other switches, and the number of switch-switch links is incremented by $K-1$ with each recursive call. Thus, the following is satisfied:

$$
\begin{align*}
& r \geqslant K  \tag{3.7}\\
& n \leqslant K^{L}(r-K+1)-(L-1)(K-1) \tag{3.8}
\end{align*}
$$

### 3.5.1.2 Recursive dual-net

The recursive dual-net $\operatorname{RDP}^{k}(B)$ [80] is an interconnection network based on a recursive dualconstruction of a base network $B$ where $k$ is a level of the recursion. According to [80], a $k$-level dual-construction for $k>0$ creates a network containing $\left(2 m_{B}\right)^{2^{k}} / 2$ nodes and $d_{B}+k$ links per node, where $m_{B}$ and $d_{B}$ denote the number of nodes and the number of links per node of a base network $B$, respectively.

Thus, a host-switch graph based on a recursive dual-net satisfies:

$$
\begin{align*}
m & =\left(2 m_{B}\right)^{2^{k}} / 2  \tag{3.9}\\
n & \leqslant\left(r-k-d_{B}\right) \cdot\left(2 m_{B}\right)^{2^{k}} / 2  \tag{3.10}\\
r & >d_{B}+k \tag{3.11}
\end{align*}
$$

### 3.5.2 Existing topologies

There are many existing topologies for practical interconnection networks. Among them, we pick up three typical topologies: the torus [37], the dragonfly [71], and the fat-tree [12]. They are applied to supercomputers ranked in TOP500 for June 2017 [3]; for example, Titan [25] and Sequoia [88] use the torus, Cori [15] and Piz Daint [13] use the dragonfly, and Tianhe-2 [81] uses the fat-tree. We review them as a host-switch graph to compare them with our proposed host-switch graphs. Note that the definitions described below are specialized for comparisons and there can be other variants of each topology.

### 3.5.2.1 Torus

A $K$-ary $N$-torus host-switch graph is a host-switch graph with additional parameters $K$ and $N$. Each switch is identified by a $N$-bit base- $K$ address, $a_{N-1} a_{N-2} \cdots a_{0}$, and connected to switches with addresses $a_{N-1}^{\prime} a_{N-2}^{\prime} \cdots a_{0}^{\prime}$ where $a_{i}^{\prime} \pm 1(\bmod K)=a_{i}$ for any $i(0 \leqslant i \leqslant N-1)$ and $a_{j}^{\prime}=a_{j}$ for all $j(0 \leqslant j \leqslant N-1$ and $j \neq i)$.

From the above, the number $m$ of switches of a $K$-ary $N$-torus host-switch graph is

$$
\begin{equation*}
m=K^{N} \tag{3.12}
\end{equation*}
$$

Since each switch is connected with $2 N$ other switches, the order $n$ and the radix $r$ of a torus host-switch graph satisfy:

$$
\begin{align*}
& n \leqslant(r-2 N) \cdot K^{N}  \tag{3.13}\\
& r>2 N \tag{3.14}
\end{align*}
$$

### 3.5.2.2 Dragonfly

A dragonfly host-switch graph is a host-switch graph with additional parameters $a, h, g$, and $p$. The switches are divided into $g$ groups, each of which has $a$ switches that construct a clique. Each switch is connected with $p$ hosts and $h$ switches in other groups so that the groups constitute a clique if we regard a group as a node; consequently, $g$ must be equal to $a h+1$. According to the original paper [71], the parameters should satisfy $a=2 h=2 p$ to balance traffic loads, and hence we assume this equation holds.

From the above, the number $m$ of switches of a dragonfly host-switch graph is

$$
\begin{equation*}
m=a g=\frac{a^{3}}{2}+a \tag{3.15}
\end{equation*}
$$

The radix $r$ of a dragonfly host-switch graph is

$$
\begin{equation*}
r=(a-1)+h+p=2 a-1 \tag{3.16}
\end{equation*}
$$

The order $n$ of a dragonfly host-switch graph satisfies:

$$
\begin{equation*}
n \leqslant m p=\frac{a^{4}}{4}+\frac{a^{2}}{2} \tag{3.17}
\end{equation*}
$$

### 3.5.2.3 Fat-tree

There exist many variants of fat-trees. In this paper, we adopt a three-layer fat-tree such that the number of ports of a switch is uniform, which is a special instance of Clos network called a K-ary fat-tree [12]. It is an indirect network unlike the torus and the dragonfly.

A $K$-ary fat-tree host-switch graph is a host-switch graph that corresponds to a $K$-ary fat-tree consisting of three layers: the core layer with $K^{2} / 4$ switches, the aggregation layer with $K^{2} / 2$ switches, and the edge layer with $K^{2} / 2$ switches. Thus the number $m$ of switches of a $K$-ary fat-tree host-switch graph is

$$
\begin{equation*}
m=5 K^{2} / 4 \tag{3.18}
\end{equation*}
$$

Each switch in the edge layer can be connected with $K / 2$ hosts. Thus the order $n$ of a $K$-ary fat-tree host-switch graph satisfies:

$$
\begin{equation*}
n \leqslant K^{3} / 4 \tag{3.19}
\end{equation*}
$$

The value of $K$ corresponds to the number of links for each switch, and thus the radix $r$ is simply

$$
\begin{equation*}
r=K \tag{3.20}
\end{equation*}
$$

Table 3.1: Summary of fundamental properties of host-switch graphs.

| Graph | Section | Parameters | Order $n$ | \#Switches $m$ | Radix $r$ | Diameter |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Clique | 3.3 | - | $m(r-m+1)$ | $\leqslant r+1$ | given | 3 |
| Star | 3.3 | - | $r(r-1)$ | $r+1$ | given | 4 |
| XY-Clique | 3.3 | - | $m(r-2 \sqrt{m}+2)$ | $<(r+2)^{2} / 4$ | given | 4 |
| Polarity | 3.3 | $q$ | $r\left(q^{2}+q+1\right)-q(q+1)^{2}$ | $q^{2}+q+1$ | $>q+1$ | 4 |
| Randomly-optimized | 3.4 | - | $(r-1)^{D(G)-1}+1$ | variable | given | $\geqslant\left\lceil\log _{r-1}(n-1)\right\rceil+1$ |
| WK-recursive | 3.5 .1 | $K, L$ | $K^{L}(r-K+1)-(L-1)(K-1)$ | $K^{L}$ | $\geqslant K$ | $2^{L}+1$ |
| Recursive dual-net | 3.5 .1 | $k, m_{B}, d_{B}$ | $\left(r-k-d_{B}\right) \cdot\left(2 m_{B}\right)^{2^{k} / 2}$ | $\left(2 m_{B}\right)^{2^{k} / 2}$ | $>d_{B}+k$ | $2^{k} D(B)+2^{k+1}$ |
| Torus | 3.5 .2 | $K, N$ | $(r-2 N) \cdot K^{N}$ | $K^{N}$ | $>2 N$ | $\lfloor K / 2\rfloor \cdot N+2$ |
| Dragonfly | 3.5 .2 | $a$ | $a^{3} / 4+a^{2} / 2$ | $5 K^{2} / 4$ | $K$ | 5 |
| Fat-tree | 3.5 .2 | $K$ | $K^{3} / 4$ |  | $2 a-1$ | 5 |

### 3.5.3 Fundamental Properties

Table 3.1 summarizes the fundamental properties of host-switch graphs presented in Sections 3.3, 3.4, 3.5.1, and 3.5.2. We have considered graphs presented in Sections 3.3 and 3.4, so let us now compare them with the graphs presented in Section 3.5.1 and 3.5.2. The WK-recursive network is identical to a clique host-switch graph when $L=1$. However, once $L$ becomes greater than 1 , the diameter rapidly increases with $\mathscr{O}\left(2^{L}\right)$. When $L=2$, the diameter is the same as that of the dragonfly. When $L=3$, the diameter becomes nine, which is excessively large. Thus, let us compare $\mathrm{WK}(K, 2)$ and the dragonfly.

One might notice that $\mathrm{WK}(K, 2)$ and the dragonfly are quite similar; technically, $\mathrm{WK}(K, 2)$ is a dragonfly such that $a$ is equal to $g, h$ is equal to 0 or 1 , and $p$ is variable (cf. Section 3.5.2.2). Let us consider $\mathrm{WK}(K, 2)$ with the parameters of the dragonfly for comparison. Since $K$ corresponds to $a$, the number $m$ of switches is

$$
\begin{equation*}
m=a^{2} . \tag{3.21}
\end{equation*}
$$

The order $n$ must satisfy:

$$
\begin{equation*}
n \leqslant a^{2}(r-a+1)-(a-1)=-a^{3}+a^{2}(r+1)-a+1 \tag{3.22}
\end{equation*}
$$

When we assume $r=2 a-1$ as with the dragonfly, (3.22) reduces to

$$
\begin{equation*}
n \leqslant a^{3}-a+1 \tag{3.23}
\end{equation*}
$$

As a result, the dragonfly can connect more hosts than $\mathrm{WK}(K, 2)$ when $a>3$.
Next, we consider the recursive dual-net. We may say that its diameter is large; even if $k=1$ and $D(B)=1$ (i.e., $B$ is a clique), the diameter is 6 , which is the same as the diameter of the fat-tree. Let us compare the recursive dual-net with $k=1$ and the fat-tree in terms of scalability. When $D(B)=1, d_{B}$ must be $m_{B}-1$, and $k$ is equal to one. Thus, the order $n$ is not greater than $\left(r-m_{B}\right) \cdot 2 m_{B}^{2}$ and consequently grows with $\mathscr{O}(m r-m \sqrt{m})$. On the other hand, the order of the fat-tree is clearly $\mathscr{O}(m r)$. Thus, the fat-tree is more scalable than the recursive dual-net.

We experimentally compare our proposed topology with the torus, the dragonfly, and the fat-tree because they are used in real systems, and the dragonfly and the fat-tree are more scalable than the WK-recursive network and the recursive dual-net as we have shown above.

### 3.5.4 Experimental Method

The existing topologies above and our three topologies are compared in terms of performance, topological properties (the h -ASPL and the BiW ), power consumption, and cost breakdowns. Since each existing topology must take a specific combination of $n$, $m$, and $r$, we separately compare each topology with our topologies. Note that our proposed topologies can construct for any combination of $n, m$, and $r$. The comparisons include two experiments below.

### 3.5.4.1 Evaluation of Performance and Topological Properties

The performance is evaluated by SimGrid discrete event simulator (v3.15) [32]. One of the APIs implemented in SimGrid, called SMPI, can simulate unmodified MPI applications. We use a shortest path routing scheme using the Floyd-Warshall algorithm. Each host has a computation speed of 100 GFLOPS in all the networks. We configure SimGrid to use its built-in version of the MVAPICH2 implementation of MPI collective communications. For each topology, we generate a SimGrid platform called Autonomous System (AS) [26] and simulate MPI implementation of NAS parallel benchmarks (v3.3.1, Class A for IS and FT and Class B for the others) [8].

Since the NAS parallel benchmarks work only when the number of processes is the power of four, we assume $n$ is equal to 1024 and set the network size to connect 1024 hosts. Each existing topology is constructed by the smallest host-switch graph such that the number of connectable hosts is at least 1024, and 1024 hosts are sequentially connected to switches. Our topologies are constructed so that $r$ becomes the same as each existing topology. Afterward, hosts are sequentially connected to switches in depth-first order by backtracking.

Table 3.2 summarizes the parameters and the topological properties of nine topologies used in the experiments. We adopt the torus such that the dimension $N$ is 5 (i.e., 5 -D torus), which is used in Sequia. From (3.12)-(3.14) we set $K$ and $r$ to 3 and 15, respectively. Consequently the torus satisfies $n \leqslant 1215, m=243$, and $r=15$. From (3.15)-(3.17) we set $a$ to 8 for the dragonfly, and consequently it satisfies $n \leqslant 1056, m=264$ and $r=15$. Since both the torus and the dragonfly require 15 -port switches, our topologies are constructed with 15 -port switches to compare with them. From (3.18)-(3.20) we adopt 16-ary fat-tree, and consequently the fat-tree satisfies $n \leqslant 1024$, $m=320$, and $r=16$. To compare with the fat-tree, our topologies are constructed with 16 -port switches.

From Table 3.2, we notice that the continuous Moore bound for our proposed topologies is 13$15 \%$ larger than the lower bound derived by Theorem 2 . These differences are mainly caused by the assumed host distribution and the assumed value of $m$ are different. While the continuous Moore bound assumes the host is regularly connected and $m$ is equal to $m_{\mathrm{opt}}$, the lower bound derived by Theorem 2 holds for any host-distribution and any value of $m$, which is more general and less tight.
Table 3.2: Summary of nine topologies to connect more than 1024 hosts for simulation.

| Topology | Radix | \# of switches | h-ASPL | Continuous Moore bound | Lower bound by Theorem 3.2 | BiW |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 5D Torus | 15 | 243 | 5.34 | 4.47 | 3.87 | $240(46.9 \%)$ |
| Dragonfly | 15 | 264 | 4.68 | 4.48 | 3.87 | $272(53.1 \%)$ |
| Minimum h-ASPL | 15 | 194 | 4.45 | 4.45 | 3.87 | $297(58.0 \%)$ |
| Half-bisection | 15 | 184 | 4.46 | 4.45 | 3.87 | $267(52.1 \%)$ |
| Full-bisection | 15 | 284 | 4.51 | 4.49 | 3.87 | $518(101 \%)$ |
| Fat-tree | 16 | 320 | 5.86 | 4.44 | 3.84 | $512(100 \%)$ |
| Minimum h-ASPL | 16 | 183 | 4.36 | 4.34 | 3.84 | $308(60.2 \%)$ |
| Half-bisection | 16 | 165 | 4.36 | 4.34 | 3.84 | $256(50.0 \%)$ |
| Full-bisection | 16 | 259 | 4.41 | 4.38 | 3.84 | $515(101 \%)$ |

### 3.5.4.2 Evaluation of Power Consumption and Cost Breakdown

The power consumption and cost breakdowns are evaluated on the basis of models of Mellanox InfiniBand FDR10 switches and Mellanox InfiniBand FDR10 40Gb/s QSFP cables [21]. A physical floorplan is designed so that it is large enough to align all the cabinets on a 2-D grid. Each cabinet is 60 cm wide and 210 cm deep including space for the aisle, and the number of cables and their lengths are calculated. If a cable length is over 100 cm , the cable is assumed to be an electrical cable. Otherwise, the cable is assumed to be an optical cable. The network sizes are the same as those in the performance evaluation.

### 3.5.5 Results and Discussion

### 3.5.5.1 Comparison with 5D Torus

From Table 3.2, the h-ASPL of the torus $(\approx 5.34)$ is much higher than the continuous Moore bound $(\approx 4.47)$. On the other hand, our topologies have low h-ASPLs close to the Moore bound. Also in terms of the BiW, all of our topologies are better than the torus. It is interesting to note that our topology with the minimum h-ASPL and the half-bisection one provide similar topological properties.

In Fig. 3.13a we show the results of the performance comparison. Our topology with the minimum h-ASPL outperforms the torus by $22 \%$ on average (given by the geometric mean). It achieves particularly high performance in the cases of IS (Integer Sort), FT (Fast Fourier Transform), and MG (Multi-Grid), because they require random memory accesses, all-to-all communications, and long-distance communications, respectively, which are not appropriate for regular structure with locality. Our half-bisection topology provides similar performance as that with the minimum h-ASPL. This is because the numbers $m$ of switches and the h-ASPLs of those topologies are similar (see Table 1). Our full-bisection topology provides the best performance. It outperforms the torus by $45 \%$ on average.

In Fig. 3.13b we show the results of the power comparison. Our two topologies, one with the minimum h-ASPL and half-bisection one, consume $20 \%$ and $24 \%$ lower power as compared with the torus, respectively. This is because the numbers $m$ of switches are smaller than that of the torus. Our full-bisection topology consumes $17 \%$ more power as compared with the torus. However, the increasing ratio is less than that of the performance (45\%).

In Fig. 3.13c we show the results of the cost comparison. Here cost breakdowns including switch and cable costs are shown. The results of switch costs are the same as the results of power comparison relatively. The results of cable costs, however, are slightly different; the cable costs of our topologies are larger than those of the torus. This is because our topologies may have long cables to provide low h -ASPLs while the torus requires only short cables. In total, however, the cost of our topologies are not significant.

In Fig. 3.13d we show the results of the performance per watt. Because of the reduction of the power consumption, two of our topologies drastically improve the performance per watt. In particular,


Figure 3.13: Results of comparisons between torus and proposed topology: (a) Performance (eight benchmarks and the geometric mean); (b) Power consumption; (c) Cost breakdown (Cable and Switch); (d) Performance per watt.
our half-bisection topology provides the best improvement ( $61 \%$ on average). On the other hand, our full-bisection topology improves slightly since it consumes large power.

Overall, as compared with the torus, our three topologies provide higher performance. In addition, two of them consume smaller power consumption and costs. One of them, the full-bisection topology, consumes more power consumption and costs, but it attains the best performance and its improvement ratio is more than the increasing ratio of power consumption and costs. In terms of the performance per watt, our half-bisection topology is the best.

### 3.5.5.2 Comparison with Dragonfly

From Table 3.2, the dragonfly provides good topological properties. Its h-ASPL $(\approx 4.68)$ is close to the continuous Moore bound $(\approx 4.48)$ and its $\mathrm{BiW}(\approx 53.1 \%)$ is more than $n / 4$ (i.e., $50 \%$ ). Hence we can confirm that the dragonfly is near optimal topology with the specific pair of $n, m$, and $r$. Notwithstanding, our topologies can slightly reduce h-ASPL of the dragonfly, and two of them reduce the number of switches.

In Fig 3.14a. we show the results of the performance comparison. Our topology with the minimum h-ASPL outperforms the dragonfly by $12 \%$ on average. These results illustrate a different tendency from the comparison with the torus, because the dragonfly provides low h-ASPL and the performance does not degrade even when the long-distance traffic occurs. These results substantiate that the h-ASPL is important metrics for performance. It would be strange that the EP benchmark is


Figure 3.14: Results of comparisons between dragonfly and proposed topology: (a) Performance (eight benchmarks and the geometric mean); (b) Power consumption; (c) Cost breakdown (Cable and Switch); (d) Performance per watt.
performing poorer on the proposed networks than the dragonfly. This is because the EP benchmark requires few communications, and hence the h-ASPL has little effect on the performance. But rather, the application mapping affects the performance. Note that the performance of the EP is hard to change even if the network changes.

In Fig. 3.14b we show the results of the power comparison. The results of our three topologies are the same as the case of comparison with the torus since the radix is the same. The dragonfly consumes more power than the torus, and thus our topologies can efficiently reduce the power consumption.

In Fig. 3.14c we show the results of the cost comparison. Here we assume the switches in a group are located in a rack, and hence cable costs are small as compared with in the case of comparison with the torus. The switch costs consequently occupy a majority of total costs, and our topologies can effectively save costs.

In Fig. 3.14d we show the results of the performance per watt. Since the dragonfly consumes larger power than the torus does, the improvements of the performance per watt by our topologies becomes more significant. As shown in the figure, our topologies improve the performance per watt of the dragonfly in up to $60 \%$. Interestingly, this ratio is almost the same of the ratio in Fig. 3.13d.

Overall, as compared with the dragonfly, our three topologies provide higher performance. In addition, two of them consume smaller power consumption and costs. One of them, the fullbisection topology, consumes more power consumption and costs, but the increasing ratio is less than that of performance. Since using racks reduces cable costs, switch costs become significant, and


Figure 3.15: Results of comparisons between fat-tree and proposed topology: (a) Performance (six benchmarks and the geometric mean); (b) Power consumption; (c) Cost breakdown (Cable and Switch); (d) Performance per watt.
consequently our topologies for comparison with the dragonfly can effectively save costs and reduce power consumption. In terms of the performance per watt, our half-bisection topology is the best.

### 3.5.5.3 Comparison with Fat-tree

From Table 3.2, the fat-tree has the highest h-ASPL ( $\approx 5.86$ ), which is much higher than the continuous Moore bound ( $\approx 4.44$ ). It is full-bisection, but, because of that, the number of switches becomes the most. From these results, we can say the fat-tree is far from optimum in terms of the h-ASPL, the BiW, and switch costs.

In Fig. 3.15a we show the results of the performance comparison (due to computational complexity, simulations for IS and FT are omitted). Our topology with the minimum h-ASPL outperforms the fat-tree by $84 \%$ on average. The results are similar to that in Fig. 3.13a , because the fat-tree has also regular structure with locality and the h-ASPL is high. In particular, the fat-tree degrades performance especially in MG, a memory intensive application that requires long-distance communications; all of our topologies are more than 4 times faster than the fat-tree.

In Fig. 3.15b we show the results of the power comparison. Unlike the torus and the dragonfly, the fat-tree consumes more power than all of our topologies. The power consumption of our topologies is almost the same as that of our topologies for comparison with the torus and the dragonfly. This is because the number of switches is reduced while the radix increases.

In Fig. 3.15c we show the results of the cost comparison. Unlike the torus and the dragonfly, the fat-tree requires not only higher cable costs but also higher switch costs as compared with all of our topologies. This is because the number of switches of the fat-tree is large.

In Fig. 3.15d we show the results of the performance per watt. This shows the most drastic improvement, because our topologies can efficiently improve both the performance and the power consumption. As in the results above (Figs. 3.13d and 3.14d), our half-bisection topology provides the best improvement.

Overall, as compared with the fat-tree, our topologies drastically improve performance with lower power consumption and costs. This result indicates that indirect networks are not good solutions for high-performance interconnection networks in terms of the end-to-end latency. In terms of the performance per watt, our half-bisection topology is the best. From the results of the three comparisons thus far, we can say that our half-bisection topology provides the best power efficiency.

### 3.5.6 Practical Feasibility and Limitations

Finally, we discuss practical feasibility and limitations of the proposed topologies.

### 3.5.6.1 Dead-lock Free Routing and Routing Tables

Our proposed topologies require a method for guaranteeing dead-lock freedom since they have no regular structure. Many methods that can be applied to non-structured topologies have been proposed until recently: avoiding cyclic dependencies [45,69,101], using virtual channels [112], and forwarding every flit in the deadlocked ring at the same time [97]. There exist trade-offs between them in terms of the performance (whether the path is the shortest path or not) and the number of virtual channels, and hence we should select the preferred method according to design requirements.

In addition, our proposed topologies require routing tables (a.k.a. forwarding tables), and consequently the scale of topologies can be limited by routing table size at each switch. However, we note that most of the supercomputers listed in TOP500 are based on Ethernet [105] or InfiniBand [1]. For all these systems, the routing table size is thus also a scalability limitation regardless of the network topology.

### 3.5.6.2 Application Mapping

A concern with non-structured topologies is the mapping of application processes to compute nodes. Conventional topologies can match application communication patterns such as lattice communication, and decades of parallel computing research have gone into designing algorithms to compute efficient mappings of classes of applications. The more random and unstructured the topology, the more difficult it is to determine a good application mapping. However, for parallel applications with dynamic workloads and irregular parallel applications with non-deterministic or complex communi-
cation patterns, it is difficult to compute an efficient mapping of the processes to the compute nodes even in a structured topology.

### 3.5.6.3 Combinations of $n$, $m$, and $r$

Our proposed topologies also relax a practical limitation. Conventional topologies can be designed with specific combinations of $n, m$, and $r$ under strict conditions (as shown in Table 3.1) although the scale of a system should be determined based on power budget and costs. On the other hand, our proposed topologies can be designed with arbitrary $r$ and variable $m$. As we have described until now, the value of $m$ is particularly important for the h-ASPL and the BiW, and also for the power consumption and costs.

### 3.6 Related Work

Curtis et al. proposed a method for designing high-performance data center interconnection networks with various switches and cables [36]. This method, called REWIRE, optimizes the performance (determined by the diameter and the bisection bandwidth) within the required costs. Since they use various switches such that the number of ports and the bandwidth are different, it is difficult to predict the switching latency and costs.

### 3.7 Summary

In this chapter, we have presented a novel graph called a host-switch graph, which consists of two types of vertices, hosts and switches. The degree of each host and each switch is 1 and $r$, respectively, and thus a host-switch graph represents the topology of a computer network with single-port host computers and $r$-port switches. We firstly focus on the host-to-host average shortest path length ( $h$-ASPL) and formulates an optimization problem called the order/radix problem: given order and radix, find a host-switch graph with the minimum objective function. For this problem, we show the lower bound on the h-ASPL and present a randomized algorithm based on the 2-neighbor swing operation. We show the optimal number of switches that provides the minimum h-ASPL can be approximated by the continuous Moore bound.

Furthermore, we empirically show that reducing the h-ASPL yields increasing the BiW as a side-effect. In the case of direct networks, the BiW linearly increases as the number of switches increases; in the case of indirect networks, on the other hand, there exists no obvious relationship between the h-ASPL and the bisection width. We can thus approximate the minimum number of switches for direct networks to provide a certain BiW. Based on the experimental results, we have proposed three topologies, which are given by the host-switch graph with the minimum h-ASPL, half- and full-bisection host-switch graphs, respectively.

## 3. Low-Latency Interconnection Networks with Single-Port Hosts

We have compared the proposed three topologies with existing topologies applied to supercomputers ranked in TOP500, the torus, the dragonfly, and the fat-tree, in terms of performance, topological properties (the h-ASPL and the BiW ), power consumption, and cost breakdowns. Our results demonstrate that, when the number of hosts is 1024 , all the proposed topologies outperform existing topologies in terms of operation per second for MPI applications by $11 \%-84 \%$ on average. The topology with the minimum h-ASPL and the half-bisection topology can reduce the number of switches by $20 \%-48 \%$. As a result, our topologies can efficiently improve the performance per watt; in particular, we have shown that the half-bisection topology is the best in terms of the performance per watt. Thus we have successfully demonstrated that our method can directly be used for designing interconnection networks.

## Chapter 4

# Low-Latency Interconnection Networks with Multi-Port Hosts 

### 4.1 Overview

Thus far we have studied interconnection networks with single-port hosts. However, we can increase not only the number of ports of a switch but also the number of ports of a host. This paper thus studies the impact of increasing the number of ports of a host. Multi-port hosts are typically used for link aggregation between a host and a switch, which increases available bandwidth [120]. Another purpose of using multi-port hosts is increasing fault-tolerance by connecting multiple independent networks [122]. We label the networks above link aggregation (LA) and network duplication (ND), respectively. In addition to these purposes, we propose two methods for reducing the hop count, and consequently we can reduce end-to-end latencies without increasing the number of ports of a switch. One of our proposed methods is the permutation of host-switch mapping that can be applied to LA and ND, and we label the obtained network p-LA and p-ND, respectively. The other proposed method is the application of a finite projective plane, which we label PP. The use of multi-port hosts is agnostic to the switch topology, and thus multi-port hosts can efficiently be applied existing topologies, including both random and non-random topologies.

### 4.2 Preliminary

### 4.2.1 Extension of a Host-Switch Graph

We extend a host-switch graph described in Section 3.2 so that a host vertex can be connected with multiple edges as follows. A host-switch graph is a 3-tuple $G=(H, S, E)$ with integer parameters $n \geqslant 3, m \geqslant 1, r \geqslant 3$, and $p \geqslant 1$ where

- $H=\left\{h_{0}, h_{1}, \ldots, h_{n-1}\right\}$ is a set of $n$ elements called host vertices (or simply hosts);
- $S=\left\{s_{0}, s_{1}, \ldots, s_{m-1}\right\}$ is a set of $m$ elements called switch vertices (or simply switches); and


Figure 4.1: An example of a host-switch graph with 6 2-port hosts and 4 5-port hosts.

- $E \subset\left\{\left\{s_{i}, s_{j}\right\} \mid s_{i}, s_{j} \in S\right\} \cup\left\{\left\{h_{i}, s_{j}\right\} \mid\left(h_{i} \in H\right) \wedge\left(s_{j} \in S\right)\right\}$ is a set of elements called edges. Edges $\left\{s_{i}, s_{j}\right\}$ and $\left\{h_{i}, s_{j}\right\}$ are specifically called a switch-link and a host-link, respectively.

The number $n$ of hosts is called the order of $G$. Each switch is connected with at most $r$ edges; the number $r$ of required ports per switch is called the radix of $G$. Each host is connected with at most $p$ edges; the upper bound $p$ of the number of edges connected to a host is called the host-degree of $G$. Actually, in the previous chapter, we have studied a host-switch graph with host-degree $p=1$; in this chapter, we further study cases when $p$ is greater than one.

In Fig. 4.1 we illustrate an example of a host-switch graph with $n=6, m=4, r=5$, and $p=2$. Throughout this paper, a circle and a rectangle represent respectively a host and a switch. A path between hosts in a host-switch graph is a sequence of edges that includes exactly two host-links; in other words, there exist no intermediate hosts. For any two hosts $h_{i}$ and $h_{j}$, let $\ell\left(h_{i}, h_{j}\right)$ denote the number of edges along the shortest path between $h_{i}$ and $h_{j}$. For example, $\ell\left(h_{0}, h_{4}\right)$ in Fig. 4.1 is three because the shortest path between them is $\left(h_{0}, s_{0}, s_{3}, h_{4}\right)$. Note that there exist longer alternative paths between them.

Using $\ell\left(h_{i}, h_{j}\right)$, let us define two topological properties. The diameter is the maximum length of the shortest path defined as

$$
\max \left\{\ell\left(h_{i}, h_{j}\right) \mid 0 \leqslant i<j<n\right\}
$$

The host-to-host average shortest path length (h-ASPL) is defined as

$$
\sum_{0 \leqslant i<j<n} \ell\left(h_{i}, h_{j}\right) /\binom{n}{2} .
$$

### 4.2.2 Assumptions

Interconnection networks that we study in this paper satisfy the following design assumptions. First, networks can use routing tables for routing packets, and hence we can use arbitrary topologies

(a)

(b)

Figure 4.2: Conventional interconnection networks with multi-port hosts when $p=2$. (a) Link Aggregation (LA). (b) Network Duplication (ND).
including random and non-random ones. Costs of routing tables are discussed in Section 4.5.5. Dead-lock can be avoided by previous methods using virtual channels [69, 112]. Second, the hosts never forward packets; in other words, there exist no intermediate hosts along the path between a source host and a destination host. This assumption avoids massive overheads in a host. We review cases that do not satisfy the second assumption in Section 4.6.2.

### 4.3 Conventional Methods Revisited

We now revisit conventional networks with multi-port hosts. Existing networks are classified into two classes which we label:

1. Link Aggregation (LA); and
2. Network Duplication (ND).

Fig. 4.2 illustrates conceptual diagrams of the two networks above, whose details are described below.

### 4.3.1 Link Aggregation (LA)

A link aggregation (LA), shown in Fig. 4.2a, is one of the conventional uses of multi-port hosts. It bundles multiple cables between a host-switch pair to increase bandwidths of host-links. Modern commodity switches, network interfaces, and communication libraries usually support LA such as IEEE 802.3ad. The reason for using LA is that an injection or reception host-link often become a bottleneck in an interconnection network for communication-intensive workloads. Some HPC platforms are thus provisioned with relatively high host-link bandwidth; for instance, in the case of the IBM BlueGene/L [11], injection and reception bandwidths of host-links are respectively 612.5 $\mathrm{MB} / \mathrm{s}$ and $1050 \mathrm{MB} / \mathrm{s}$, whereas bandwidths of switch-links are $350 \mathrm{MB} / \mathrm{s}$. We formally define networks using LA as follows:

Definition 4.1 (LA). A network using LA is represented as $\mathrm{LA}(G, p)$ for $p>1$, where $G$ is a host-switch graph of host-degree 1. $\mathrm{LA}(G, p)$ is a host-switch graph of host-degree p obtained by multiplying every host-link in $G$ by $p-1$ times.

As a result, the radix of $\mathrm{LA}(G, p)$ becomes more than the radix of $G$. Clearly, the h-ASPL and the diameter of $\mathrm{LA}(G, p)$ is equal to those of $G$, while other topological properties such as BiW may be different (we show this in Section 4.5).

### 4.3.2 Network Duplication (ND)

Another conventional use of multi-port hosts is for supporting different interconnection networks in a single system. For example, the SGI Altrix 3000 platform comprises two identical topologies [122], each host having two network interfaces. Two use-cases of different-device networks have been proposed for HPC platforms: optical circuit switching networks for long bulk data transfer and lowerbandwidth electric packet switching [18]. We assume each network topology, called a switch network, is identical for simplicity and call this class network duplication (ND). It is depicted in Fig. 4.2b. We formally define networks using ND as follows:

Definition 4.2 (ND). A network using ND is represented as $\mathrm{ND}(G, p)$ for $p>1$, where $G=(H, S, E)$ is a host-switch graph. $\mathrm{ND}(G, p)$ is a host-switch graph obtained as follows. Make p copies of $S$ and $E$, and denote them $S_{i}$ and $E_{i}$, respectively, for $0 \leqslant i \leqslant p-1$ where

- $S_{i}=\left\{s_{0}^{i}, s_{1}^{i}, \ldots, s_{m-1}^{i}\right\}$, and
- $\left.E_{i}=\left\{\left\{s_{j}^{i}, s_{k}^{i}\right\} \mid\left\{s_{j}, s_{k}\right\} \in E\right)\right\} \cup$
$\left\{\left\{h_{j}, s_{k}^{i}\right\} \mid\left(h_{j} \in H\right) \wedge\left(\left\{h_{j}, s_{k}\right\} \in E\right)\right\}$.
In that case, $\mathrm{ND}(G, p)$ is $\left(H^{\prime}, S^{\prime}, E^{\prime}\right)$ such that
- $H^{\prime}=H$,
- $S^{\prime}=S_{0} \cup S_{1} \cup \cdots \cup S_{p-1}$, and
- $E^{\prime}=E_{0} \cup E_{1} \cup \cdots \cup E_{p-1}$.

As with LA, the h-ASPL and the diameter of $\operatorname{ND}(G, p)$ is equal to those of $G$, while other topological properties such as BiW may be different (we show this in Section 4.5).

### 4.4 Proposed Methods

Thus far, we review two traditional networks with multi-port hosts that cannot reduce the diameter and the h-ASPL. From here, we propose two methods for reducing them: permutation of host-switch mapping and using small switch networks.


Figure 4.3: Proposed methods when $p=2$. (a) Permutation for Link Aggregation (p-LA). (b) Permutation for Network Duplication (p-ND).

### 4.4.1 Permutation of Host-Switch Mapping

Let us $\left(a_{0}, a_{1}, \ldots, a_{n p-1}\right)$ denote a sequence of $n p$ switches such that $p$ switches $a_{i p}, a_{i p+1}, \ldots, a_{i p+p-1}$ are connected to the host $h_{i}(0 \leqslant i \leqslant n-1)$ and call this sequence host-switch mapping. For example, the host-switch mapping of LA when $p=3$ becomes $\left(s_{i}, s_{i}, s_{i}, s_{j}, s_{j}, s_{j}, \ldots\right)$, and that of ND when $p=3$ becomes $\left(s_{i}^{0}, s_{i}^{1}, s_{i}^{2}, s_{j}^{0}, s_{j}^{1}, s_{j}^{2}, \ldots\right)$. We can design a new host-switch graph by changing the host-switch connection of an existing host-switch graph. It should be clear that a permutation of the host-switch mapping can be used to define the host-switch connection of the new host-switch graph. According to the host-switch mapping, the diameter and the h-ASPL are capable of decreasing. Figs. 4.3a and 4.3b illustrate permutated LA and ND, respectively.

Since the optimal permutation for reducing the h-ASPL and the diameter is not obvious, we use simulated annealing (SA) to optimize the permutation. In SA, two host-switch links are randomly selected, and their end-points are swapped. During optimization, we calculate the h-ASPL as follows.
Step 1: Compute the shortest path lengths from every switch of a host-switch graph $G$ by using the breadth-first search (BFS).

Step 2: Using the results of Step 1, compute the h-ASPL of a host-switch graph by comparing all the possible shortest paths between two hosts.
We need Step 1 only once and then repeat Step 2.
The time complexity in Step 1 depends on that of BFS, i.e., $\mathscr{O}(|V||E|)$ for a graph $(V, E)$. In the case of a host-switch graph, $|V|$ and $|E|$ correspond to the number of switches in a switch network and the number of switch-links in a switch network, respectively. Let us consider the case of LA. Since there exists only one switch network, $|V|$ is equal to $m$. From the number of all the edges ( $m r / 2$ ) and the number of host-links $(n p / 2),|E|$ is equal to $(m r-n p) / 2$. Thus, in the case of LA, the time complexity in Step 1 is $\mathscr{O}\left(m^{2} r-m n p\right)$. Next, let us consider the case of ND. Since there exit $p$ switch network, $|V|$ is equal to $m / p$. From the number of all the edges ( $m r / 2 p$ ) and
the number of host-links $(n / 2),|E|$ is equal to $(m r / 2 p-n / 2)$. Thus, in the case of ND, the time complexity in Step 1 is $\mathscr{O}\left(\left(m^{2} r-m n p\right) / p^{2}\right)$.

The time complexity in Step 2 depends on the number of possible shortest paths between two hosts; it is $p^{2}$ and $p$ for LA and ND, respectively. Thus, it takes $\mathscr{O}\left(n^{2} p^{2}\right)$ and $\mathscr{O}\left(n^{2} p\right)$ running time for LA and ND, respectively.

### 4.4.2 Using Small Switch Networks

An alternative approach for reducing the diameter and the h-ASPL is using many identical switch networks whose order (the number of connected hosts) is as less as possible-we show that the minimum value can be less than $n$. Since every switch network is identical, the design complexity becomes simple.

Let us suppose that an interconnection network is composed of switch networks. To connect all the hosts, we must satisfy the following conditions:

1. Any host is connected to at most $p$ switch networks;
2. Any two hosts are connected to switches in the same switch network.

Let $v$ denote the number of switch networks. In general, the switch networks must have $n p$ edges in total, and hence the order of each switch network becomes $n p / v$. Thus, we should increase the number of switch networks to reduce the order.

Let $X=\left\{x_{0}, x_{1}, \ldots, x_{v-1}\right\}$ be a set of switch networks. For each host, we can introduce a set of connected switch networks. This set can be the same for some hosts, so let us group hosts by the set of connected switch networks. We call this group a host-group. Regarding a host-group as a vertex, we can rewrite the conditions above as follows:

1. Any host-group is connected to exactly $p$ distinct switch networks; and
2. Any two host-groups are connected to the same switch network.

We here assume any host-group is connected to exactly $p$ switch networks because $v$ should increase from the above.

### 4.4.2.1 Obvious Design

In the beginning, consider Euclidean plane. Let us regard a host-group as a line and a switch network as an intersection point of lines; then the number of intersection points of a line corresponds to the value of $p$. For the case of $p=2$, we can draw Fig. 4.4a, which obviously satisfies the conditions above. As shown in Fig. 4.4a, this obvious design includes three host-groups and three switch networks when $p=2$.

The obvious design with $p=2$ can be extended with increasing $p$. We should add a new line (host-group) that joins no existing intersection points. Fig. 4.4b shows the result when we change $p$


Figure 4.4: Obvious design represented by Euclidean plane. (a) $p=2$. (b) $p=3$.
from 2 to 3. As a result, $v$ increases by $p$ (i.e., 3 in Fig. 4.4b). In general, this obvious design consists of $p+1$ host-groups and $1+2+\cdots+p=p(p+1) / 2$ switch networks for $p \geqslant 2$ and satisfies the conditions above.

### 4.4.2 2 Proposed Design: Application of Finite Projective Planes

We propose a better design than an obvious one, the application of finite projective planes. A finite projective plane of order $q$ consists of a set of $q^{2}+q+1$ points, a set of $q^{2}+q+1$ lines, and a relation between them, called incidence, such that:

1. Any two points are incident with exactly one line;
2. Any two lines determine exactly one point incident with both of them;
3. Every point has $q+1$ lines on it ; and
4. Every line contains $q+1$ points.

From the definition, a finite projective plane of order $p-1$ can be applied to a host-switch graph, regarding points and lines as switch-networks and host-groups, respectively.

For example, the finite projective plane of order 2, particularly called the Fano plane, consists of 7 points and 7 lines (Fig. 4.5a) [22]. For a finite projective plane, incidence can be represented by an incidence graph (a.k.a. a Levi graph [79]), as shown in Fig. 4.5b, and the incidence graph corresponds to a topology of host-groups and switch-networks. In general, by using a finite projective plane of order $p-1$, we can design networks with $p^{2}-p+1$ host-groups and $p^{2}-p+1$ switch networks. Thus, the value of $v$ is $\left(p^{2}-3 p\right) / 2+1$ greater than that of the obvious design above.

We can explain this design from different perspectives. Our solution, an incidence graph of a finite projective plane, also corresponds to a balanced incomplete block design (BIBD), studied in combinatorial mathematics [43]. Another typical BIBD is a finite affine plane, and we can also design networks using it. However, the value of $v$ becomes greater than that when we use a finite projective

(b)

Figure 4.5: Proposed design applying a finite projective plane and its incidence graph ( $p=3$ ). (a) The Fano plane. (b) The incidence graph of the Fano plane, where a line and a point of the Fano plane correspond to a host-group and a switch network, respectively.
plane. Furthermore, an incidence graph of a finite projective plane is a solution of the degree/diameter problem for bipartite graphs of diameter 3 [111]: given natural numbers $\Delta$ and $D$, find the largest possible number $B_{\Delta, D}$ of vertices in a bipartite graph of maximum degree $d$ and diameter $D$. We can regard a topology of host-groups and switch-networks as a bipartite graph. If the diameter is 3 , any two host-groups can be connected to the same switch-network, and hence we can apply any bipartite graph of diameter 3 to networks with multi-port hosts. Note that a host-switch graph corresponds to permutated ND when the diameter of a bipartite graph is 2 .

### 4.4.2.3 The Diameter and the h-ASPL

Clearly, we can state:

Lemma 4.1 (Upper bound on the diameter of a network with multi-port hosts). The diameter of a whole network is equal to or less than the diameter of a switch-network.

This is why a network using small switch networks can reduce the diameter. Note that the h-ASPL of a whole network is possibly greater than the h-ASPL of a switch-network when all the shortest paths between hosts in the same host-group are small (some of them are unused although they are short paths). However, such cases are rare, and thus we can practically think the h-ASPL of a whole network is equal to or less than the h-ASPL of a switch-network.

## 4. Low-Latency Interconnection Networks with Multi-Port Hosts

Furthermore, we can optimize permutation for this network for reducing the h-ASPL. Let us again consider the time complexity as in Section 4.4.1. Since there exist $v=p^{2}-p+1$ switch networks, $|V|$ is equal to $m /\left(p^{2}-p+1\right)$. From the number of all the edges $\left(m r / 2\left(p^{2}-p+1\right)\right.$ ) and the number of host-links $\left(n p / 2\left(p^{2}-p+1\right)\right),|E|$ is equal to $(m r-n p) / 2\left(p^{2}-p+1\right)$. Thus, the time complexity in Step 1 is $\mathscr{O}\left(\left(m^{2} r-m n p\right) / p^{4}\right)$. The number of possible shortest paths between two hosts is one between hosts in the different host-group and $p$ between hosts in the same host-group. Thus, the time complexity in Step 2 is $\mathscr{O}\left(n^{2} p\right)$.

### 4.5 Evaluation

### 4.5.1 Experimental Setup

### 4.5.1.1 Topology

We construct host-switch graphs from the following switch topologies: the torus [37], the Fat-tree [12], the Dragonfly [71], and the randomly optimized topologies [124]. The former three topologies are current typical topologies used in supercomputers listed in TOP500 [3], while the last one is a state-of-the-art topology proposed for reducing the h-ASPL. We design five networks for each topology as follows: (1) LA; (2) ND; (3) permutated LA (denoted $p-L A$ ); (4) permutated ND (denoted $p-N D$ ); (5) application of finite projective planes (denoted $P P$ ). As a result, we compare 20 topologies in total (five designs for four switch topologies).

Unlike deterministic topologies that can be obtained immediately, heuristic topologies require an optimization algorithm and increase design complexity. We again use SA to decrease the h-ASPL as with [124]. To calculate the h-ASPL, we run the breadth-first search (BFS) from each switch. BFS takes $\mathscr{O}(|V||E|)$ running time for a graph $(V, E)$, and it corresponds to $\mathscr{O}\left(m^{2} r-m n\right)$ in the case of a host-switch graph.

### 4.5.1.2 Routing

Our methods require routing in a host. In the case of p-LA and p-ND, the first hop of the shortest path is not obvious, and hence routing tables must include the routing information for all the destination hosts. In the case of PP, routing tables must include full routing information for only the destination hosts in the same group because the routing between the hosts in different groups depends on the hostgroup involving the destination host. Consequently, the routing tables become simple as compared with p-LA and p-ND. We discuss the size of routing tables in more detail in Section 4.5.5.

On the other hand, conventional two networks do not require routing tables in a host. LA never requires routing tables since the first hop is unique between a host and a switch. In the case of ND, the first hop affects the performance because of the congestion and load-balancing. However, ND requires no routing tables since the shortest path length is fixed regardless of the first hop.

For routing in a switch, we can use existing routing methods without any modification. In particular, we assume that we adopt a dead-lock free shortest path routing algorithm for arbitrary topologies. The previous literature [69,112] shows that this routing is possible if we use enough virtual channels and full routing tables and it outperforms non-shortest path routing such as up*/down* routing [101]. We consider the size of routing tables in Section 4.5.

### 4.5.1.3 Floorplan

We assume a 1U switch and a rack-mounted host are located in a cabinet and connected via Mellanox InfiniBand FDR10 40Gbps QSFP cables. A physical floorplan is designed so that it is large enough to align all the cabinets on a 2-D grid. Each cabinet is 60 cm wide and 210 cm deep including space for the aisle. Since our networks are irregular, we need to determine locations of the switches and the hosts.

The method for minimizing cable length when deploying a topology onto a floorplan of cabinets proceeds in two steps: clustering and mapping. In the first step, the vertices are clustered so that the number of edges between clusters becomes minimum. To cluster vertices in a cabinet is equivalent to converting the graph into a weighted graph by merging several vertices where loop edges are removed, and multiple edges are a single weighted edge. We develop hierarchical clustering methods, modifying them so that the resulting cluster size does not exceed the specified cabinet size. We adopt the Ward method [119], which produces excellent results according to [57].

In the second step, the physical layout is determined by mapping each cluster to a cabinet on a floorplan so that the total cable length becomes minimum. This problem corresponds to the quadratic assignment problem (QAP) [52]. Since QAP is NP-complete [99], we adopt the robust taboo search implemented for QAP by Taillard [117], which produces almost the same results as those by SA [57].

### 4.5.2 Design Complexity

The design complexity depends on the time complexity of calculating h-ASPL, which we have shown in Section 4.4. Table 4.1 summarizes the time complexity. In Step 1, LA and p-LA require the largest time complexity since they include a massive switch network. This complexity is negligible in the case of conventional topologies. In the case of randomly optimized topologies, however, it is critical because it determines the running time of SA. On the other hand, PP requires drastically little complexity, and consequently PP is suitable for randomly optimized topologies. The time complexity in Step 2 is needed only for our methods. Obviously, p-LA requires the longest time for optimized permutation; $\mathscr{O}(p)$ time longer time than time for $\mathrm{p}-\mathrm{ND}$ and PP. Overall, p -LA requires the worst design complexity, and PP requires the least design complexity.

Table 4.1: Time complexity for Step 1 (calculating ASPL between switches in a switch network) and Step 2 (calculating h-ASPL between hosts on the basis of the results of Step 1).

|  | Step 1 | Step 2 |
| :--- | :--- | :--- |
| LA | $\mathscr{O}\left(m^{2} r-m n p\right)$ | - |
| ND | $\mathscr{O}\left(\frac{m^{2} r-m n p}{p^{2}}\right)$ | - |
| p-LA | $\mathscr{O}\left(m^{2} r-m n p\right)$ | $\mathscr{O}\left(n^{2} p^{2}\right)$ |
| p-ND | $\mathscr{O}\left(\frac{m^{2} r-m n p}{p^{2}}\right)$ | $\mathscr{O}\left(n^{2} p\right)$ |
| PP | $\mathscr{O}\left(\frac{m^{2} r-m n p}{p^{4}}\right)$ | $\mathscr{O}\left(n^{2} p\right)$ |

### 4.5.3 Topological Properties

### 4.5.3.1 Hop Count: Host-to-Host Average Shortest Path Length (h-ASPL) and Diameter

Fig. 4.6a shows the relationship between the h-ASPL and the host-degree $p$ of randomly optimized topologies. The h-ASPL for ND is naturally fixed. For LA, the h-ASPL increases logarithmically as $p$ increases since switch networks get larger and more host-switch links are needed. For the remainder, the h-ASPL decreases exponentially because of the optimized permutation and the smallness of switch networks. In particular, the difference between LA and p-LA shows the impact of the optimized permutation. The results indicate that PP reduces the h-ASPL the most, followed in order by p-ND and p-LA. When $n \geqslant 10000$ and $r=32$, the results are slightly different because the Moore bound (the lower bound of the h-ASPL [124]) depends on $n$ and $r$, but the tendency is similar.

The diameter, shown in Fig. 4.6b, changes differently from the h-ASPL, except for the cases of ND. For LA and p-LA, the diameter becomes greater with increasing $p$ since switch networks get larger. It is notable that, for p-LA, the h-ASPL and the diameter grow conversely. p-ND holds the diameter constant while the h-ASPL decreases. When $n \geqslant 10000$ and $r=32$, there exist no cases that the diameter increases because the Moore bound on the diameter seldom increase when $n$ and $r$ are sufficiently large. However, only PP decreases the diameter with increasing $p$ since switch networks get smaller.

Fig. 4.7a shows the relationship between the h-ASPL and the host-degree $p$ of torus topologies. Results for ND and p-ND are similar to those of randomly optimized topologies (Fig. 4.6a). For LA, p-LA, and PP, however, results are distinctly different from those of randomly optimized topologies; the h-ASPL has no clear relationship with the value of $p$. In some cases-e.g., $p=4$ for PP when $n \geqslant 1024$-plots seem to be outliers. This is because there exist no torus topologies with the required order in some cases and we use torus topologies which are big enough to connect the required number of hosts. Except for such cases, p-LA, p-ND, and PP provide the similar h-ASPL.

Results of the diameter, shown in Fig. 4.7b, are entirely different from those of randomly optimized topologies (Fig. 4.6b). When $n \geqslant 1024$ and $r=16$, p-LA and p-ND decrease the diameter with increasing $p$ as well as PP. This indicates the effectiveness of the optimized permutation for structured


Figure 4.6: Hop count of randomly optimized topologies with $p$-port hosts $(0 \leqslant p \leqslant 6)$ when $(n, r)=(1024,16)$ and $(n, r)=(10000,32):$ (a) h-ASPL and (b) diameter.
topologies. For PP, the diameter does not decrease when $p$ is up to four, and then it decreases drastically. This drastic change is caused by the characteristics of torus topologies; note that the diameter of the ring structure in torus topologies changes as the number of nodes in the ring structure increases by two, not one. When $n \geqslant 10000$ and $r=32$, p-LA increases the diameter. We consider this is because the number of hosts per switch $(n / m)$ increases; in this evaluation, we increase the radix as well as the number of hosts, but do not increase the dimension of torus topologies. In contrast, p-ND and PP decrease the diameter more drastically as compared with when $n \geqslant 1024$ and $r=16$.

Thus far, we evaluate the topologies that allow us to set the radix $r$ arbitrarily, but the following topologies require a specific radix according to the number of connected hosts. As a result, we can observe different scaling.

Fig. 4.8a shows the relationship between the h-ASPL and the host-degree $p$ of Dragonfly topologies. Since the radix increases as well as the size of a switch network increases, the h-ASPL for LA is almost fixed. The results show that p-LA reduces the h-ASPL with increasing $p$ the most, followed in order by p-ND and PP; this order is opposite to the order in the case of randomly optimized topologies (Fig. 4.6a). Furthermore, the differences between them are more significant. These are obviously because the radix $r$ of Dragonfly topologies changes according to the number of connected hosts. As shown in Fig. 4.8c, PP reduces the radix with increasing $p$ while p-LA increases it since PP and p-LA


Figure 4.7: Hop count of torus topologies with $p$-port hosts $(0 \leqslant p \leqslant 6)$ when $n \geqslant 1024$ and $n \geqslant 10000$ : (a) h-ASPL and (b) diameter.
change the size of switch networks. It would be notable that PP can reduce both the h-ASPL and the radix.

The diameter, shown in Fig. 4.8b, is constant in all the cases-even if the order $n$ changes from 1024 to 10000 . The diameter of Dragonfly topologies is always three if the groups of routers in a Dragonfly constitute a clique (a complete graph) [71], so the diameter including host-switch hops becomes five.

Fig. 4.9a shows the relationship between the h-ASPL and the host-degree $p$ of Fat-tree topologies. The results are similar to those of Dragonfly topologies since Fat-tree topologies also have the fixed diameter and the variable radix. Also, the diameter, shown in Fig. 4.9b, is constant in all the cases as with Dragonfly topologies.

### 4.5.3.2 Bisection Width (BiW)

Fig. 4.10 shows the relationship between bisection widths ( BiWs ) and the host-degree $p$ of the four topologies. Obviously, BiW becomes larger with increasing $p$ since the number of switches and


Figure 4.8: Hop count of Dragonfly topologies with $p$-port hosts $(0 \leqslant p \leqslant 6)$ when $n \geqslant 1024$ and $n \geqslant 10000$ : (a) h-ASPL; (b) diameter; and (c) radix. Note that the Dragonfly changes radix according to the required number of connected hosts.
links increases. The increases are almost linear, and their gradients depend on the topology and the network design. Let us consider the results of each topology below.

The results of randomly optimized topologies are shown in Fig. 4.10a. When $n \geqslant 10000$ and $r=32$, p-LA and p-ND provide high BiW while LA, ND, and PP provide low BiW. This suggests that the optimized permutation for large switch networks increases BiW . When $n \geqslant 1024$ and $r=16$, the results are similar to the above, but they differ from the above in that p-LA provides higher BiW than p-ND does. We consider this is because p-LA increases the diameter.

The results of torus topologies are shown in Fig. 4.10b. Again, p-LA and p-ND provide high BiW while LA, ND, and PP provide low BiW. It is notable that the BiWs for LA and ND seem significantly small; even when $p$ is six, the BiWs fall below the full $\mathrm{BiW}(n / 2)$. This is because the BiWs of torus topologies are originally small and ND provides a linear increase (i.e., it provides $p$ times larger BiW

(a)


(b)


(c)

Figure 4.9: Hop count of Fat-tree topologies with $p$-port hosts $(0 \leqslant p \leqslant 6)$ when $n \geqslant 1024$ and $n \geqslant 10000$ : (a) h-ASPL; (b) diameter; and (c) radix. Note that the fat-tree changes radix according to the required number of connected hosts.
as compared with an original torus topology with $p=1$ ). The BiW for LA grows more slowly than the linear increase. Thus, our results indicate that the optimized permutation drastically increases the BiW when the BiW of an original topology is small. For p-LA and PP, some plots seem to be outliers since there exist no Dragonfly topologies with required order and we use the topologies which are big enough to connect the required number of hosts.

The results of Dragonfly topologies, shown in Fig. 4.10c, show different tendencies from results above. ND provides the linear increase, and the optimized permutation increases the BiW , but there exists no clear relationship between the BiW and $p$ for the rest. This is because the Dragonfly changes the radix according to the required number connected hosts and consequently also the BiW changes.

The results of Fat-tree topologies are shown in Fig. 4.10d. Note that Fat-tree topologies we adopt are full-bisection and their BiW is large even when $p=1$. For that reason, in contrast with the torus


Figure 4.10: Bisection widths. The line denoted by " $100 \%$ " shows full bisection width, i.e., $n / 2$.
topologies, the optimized permutation cannot increase the BiW as compared with the BiW for ND ; note that the results for ND and p-ND are almost the same, also for LA and p-LA. In the case of PP, the BiW is below the BiW for ND because the number of switches for PP is small, which is preferable in terms of costs.

Overall, our results demonstrate the following: (1) ND provides the linear increase of the BiW; (2) the optimized permutation provides higher BiW than ND does when an original BiW when $p=1$ is small; and (3) PP provides slightly lower BiW than p-LA and p-ND do.

### 4.5.4 Costs

Costs are estimated by models of Mellanox InfiniBand FDR10 switches and Mellanox InfiniBand FDR10 40Gbps QSFP cables [21]. Fig. 4.11 shows the relationship between costs and the host-degree $p$ of the four topologies when $n \geqslant 1024$. Obviously costs become larger with increasing $p$ as well

## 4. Low-Latency Interconnection Networks with Multi-Port Hosts

4.5. Evaluation


Figure 4.11: Costs of cable and switches when $n \geqslant 1024$ : (a) Randomly optimized topologies; (b) Torus topologies; (c) Dragonfly topologies; and (d) Fat-tree topologies. Note that the number of hosts is not fixed; costs per host is shown in Fig. 4.12.
as the BiW. The increasing tendency for each case is almost consistent with that in Fig. 4.10 (for example, sudden decrease for PP of Dragonfly topologies when $p=4$ ). However, the results in Fig. 4.11 do not provide information about cost efficiency since the number of connected hosts is not completely fixed. Thus, we subsequently evaluate costs per host.

Costs per host are shown in Fig. 4.12. The results of randomly-optimized, Dragonfly, and Fat-tree topologies are similar to each other; p-LA provides the highest cost. The differences exist mainly in cable costs. The optimized permutation requires long cables, and hence p-LA and p-ND need high costs. On the other hand, LA, ND, and PP do not require long cables. In particular, the cable costs of LA are small since LA requires no long host-switch links. Interestingly, PP requires lower costs than LA and ND do. This suggests that PP is highly cost-effective methods for reducing the hop count. The results of torus topologies, shown in Fig. 4.12b, provide different tendencies; p-LA, p-ND, and PP require similar costs. We consider this is because cables in a single switch network are short while cables that connect nodes in different switch networks may become long. That is why PP does not save costs in the case of torus topologies.

### 4.5.5 Size of Routing Tables

Randomly optimized topologies require routing tables for using the shortest path lengths, even when $p=1$. Let us consider the cases of LA and ND. For a host-switch graph with single-port hosts, each switch must have information about the output link for $n$ destination hosts, each of which costs $\mathscr{O}(\log r)$. Hence, a host-switch graph requires $\mathscr{O}(m n \log r)$ information in a routing table in total.


Figure 4.12: Costs per host of cable and switches when $n \geqslant 1024$ : (a) Randomly optimized topologies; (b) Torus topologies; (c) Dragonfly topologies; and (d) Fat-tree topologies.

Table 4.2: Total size of routing tables.

|  | In switches | In hosts |
| :--- | :--- | :--- |
| LA | $\mathscr{O}(m n \log r)$ | - |
| ND | $\mathscr{O}(m n \log r)$ | - |
| p-LA | $\mathscr{O}(m n \log r)$ | $\mathscr{O}\left(n^{2} \log p\right)$ |
| p-ND | $\mathscr{O}(m n \log r)$ | $\mathscr{O}\left(n^{2} \log p\right)$ |
| PP | $\mathscr{O}\left(\frac{m n \log r}{p}\right)$ | $\mathscr{O}\left(\frac{\left(n^{2}+p^{4}\right) \log p}{p^{2}}\right)$ |

However, PP reduces the size of routing tables since each switch has only $n p / v$ possible destination hosts. As a result, PP requires $\mathscr{O}((m n \log r) / p)$ information in total (note that $v$ is equal to $\left.p^{2}-p+1\right)$.

Additionally, p-LA, p-ND, and PP require routing tables regardless of the switch topology for a host since there exist $p$ possible first hops. Each host must have information about the output link for $n$ destination hosts, each of which costs $\mathscr{O}(\log p)$. Thus, the total size of routing tables in the hosts becomes $\mathscr{O}\left(n^{2} \log p\right)$. However, in the case of PP, the communication between hosts in different host groups only requires information about an incidence graph of a finite projective plane (described in Section 4.4), and hence the size of routing tables is saved as compared with p-LA and p-ND. More specifically, each host for PP requires $\mathscr{O}\left(n^{2} \log p\right)$ information for $n / v$ hosts in the same group and $\mathscr{O}(v \log p)$ information for $n(v-1) / v$ hosts in the different groups. Thus, the total size of routing tables in the hosts becomes $\mathscr{O}\left(\left(\left(n^{2}+p^{4}\right) \log p\right) / p^{2}\right)$.

The results above are summarized in Table 4.2. Naturally, LA and ND require no overheads. In contrast, the optimized permutation requires the largest overheads. PP reduces the overheads as well as the design complexity.

Table 4.3: Improvement rate of simulated MPI performance relative to the case when $p=1(\%)$.

| Topology | $p$ | LA | ND | p-LA | p-ND | PP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Randomly optimized | 2 | -5.7 | 1.7 | 13 | 12 | 14 |
|  | 6 | -17 | 2.5 | 45 | 45 | 54 |
| Torus | 2 | -7.4 | 8.1 | 22 | 14 | -5.0 |
|  | 6 | -22 | 13 | 74 | 74 | 51 |
| Dragonfly | 2 | -23 | 5.4 | -22 | -25 | -25 |
|  | 6 | -21 | 9.3 | 4.0 | 0.39 | -18 |
| Fat-tree | 2 | -1.7 | 25 | 103 | 73 | 61 |
|  | 6 | -2.7 | 64 | 244 | 187 | 162 |

### 4.5.6 Discrete-Event Simulation

Finally, we evaluate the MPI performance when using each network by SimGrid discrete-event simulator [32]. One of the APIs implemented in SimGrid, called SMPI, can simulate unmodified MPI applications. We use a shortest path routing scheme using the Floyd-Warshall algorithm. Each switch has a 60 nsec delay, each link has a 36 nsec delay and a 10 Gbps bandwidth, and each host has a computation speed of 100 GFLOPS. We configure SimGrid to use its built-in version of the MVAPICH2 implementation of MPI collective communications. We use four kernels (the conjugate gradient, the multi-grid on a sequence of meshes, the discrete 3D fast Fourier transform, and embarrassingly parallel) and three pseudo-applications (the block tridiagonal solver, the scalar pentadiagonal solver, and the lower-upper Gauss-Seidel solver). The codes are from NAS parallel benchmarks [8] (v3.3.1, Class A for kernels and Class B for pseudo-applications).

Table 4.3 shows results of $p=2,6$ when $n \geqslant 1024$, the geometric mean of the improvement rate relative to the case when $p=1$. Obviously, LA decreases the performance in all the cases because it increases the diameter and the h-ASPL. This indicates that LA is not suitable for high-performance interconnection networks.

For randomly optimized topologies, ND and all of our methods improve the performance. The improvement rate of ND shows the effect of BiW improvement, and the hop count reduction further enhances the performance. From the results, we can say that the less hop count, the more performance for randomly optimized topologies.

For torus topologies, PP for $p=2$ decreases the performance because it reduces the hop count only slightly and destroys regularity of the torus. When $p=6$, PP increases the performance since the reduction of the hop count becomes significant. However, p-LA and p-ND provide more improvements. This suggests that the optimized permutation drastically affects structured topologies, rather than random topologies.

Somewhat surprisingly, our methods can hardly improve Dragonfly topologies. This is because Dragonfly topologies are near optimal [124] in terms of the h-ASPL and besides they are regularly
structured. In particular, p-LA and p-ND increase the radix without improving the performance, so networks with $p=1$ are better than networks with multi-port hosts. On the other hand, PP can be used to decrease the radix at the sacrifice of the performance. Only ND significantly improves the performance since it increases the maximum throughput by $p$ times.

For Fat-tree topologies, our proposed methods can improve the performance drastically-up to $244 \%$. This is because the hop count drastically decreases, particularly in the case of p-LA. This suggests that using multi-port hosts is suitable for topologies with the large diameter, although also costs drastically increase. In particular, it would be notable that PP decreases the radix while it improves the performance.

From the results above, we should carefully select the network design according to the switch topology. In conclusion, we suggest the following selection for each switch topology.

- For randomly optimized topologies, PP is a good selection in terms of both costs and MPI performance.
- For torus topologies, p-LA or p-ND are good selections in terms of the MPI performance.
- For Dragonfly topologies, ND is a good selection in terms of the MPI performance.
- For Fat-tree topologies, p-LA is apparently a good selection in terms of the MPI performance if we do not consider costs and the radix. However, we suggest that PP is a better selection because it decreases the radix while it also improves the performance, and it requires fewer costs than p-LA does.


### 4.6 Related Work

### 4.6.1 Direct Networks

TOP500 includes supercomputers such as Sequoia (BlueGene/Q) [88] and Titan [25], which integrate both routers and processor cores (and also memories) into a compute node. Anton [44] supports a 3-D torus off-chip network by integrating six on-chip routers that connect off-chip links to an ASIC-chip node. In the DCN domain, the DCell architecture [61] and the CamCube [10] architecture forward packets in servers in a fully connected interconnect and a 3-D torus interconnect, respectively. Such networks are called direct networks, i.e., a switch and a certain number of hosts are regarded as a node that constitutes a network. We are able to regard such networks as a switch network, and our methods can extend them by using multi-port hosts to reduce the end-to-end latency.

### 4.6.2 Packet Forwarding in Hosts

In this chapter, we assume the hosts never forward packets as described in Section 4.2.2. However, several systems use multi-port hosts for forwarding packets, having hosts act as intermediate switches.

The PACS-CS supercomputer uses a multi-dimensional hyper-crossbar that routes packets at each host equipped with multiple network interface cards [115]. In the DCN domain, the BCube architecture forwards packets in both switches and servers [60]. Although such networks have both hosts and switches, there exist no host-switch graphs identical to such networks. Furthermore, they would require costs overheads for packet forwarding in hosts. Thus, we cannot fairly compare such networks and the networks studied in this chapter.

### 4.6.3 On-Chip Networks with Multi-Port Hosts

Several researchers propose using multi-port hosts for low-latency on-chip networks. Matsutani et al. propose Fat H-Tree [82] as an attractive alternative to tree-based networks such as the fat-tree in a microarchitecture domain. It uses multi-port hosts to combine two folded H-tree networks and consequently it provides a torus structure and reduces hop count. The authors report that using multiport hosts reduces energy consumption by improving the performance while it requires overhead costs. Fat H-Tree also forwards packets in a host, and thus it is out of a host-switch graph.

Kawano et al. propose optimized core-links for low-latency on-chip networks [68]. They add links, called core-links, between a host and a switch to the mesh topology. The topology of core-links is optimized by a genetic algorithm (GA). The authors report that adding core-links reduce the average latency for the synthetic bit complement traffic by $48 \%$. This proposal uses one switch network and a kind of twisting (they use GA instead of SA) and thus belongs to p-LA. Note that they add links between a host and a switch, i.e., increase the radix of a switch, and thus it is self-evident that the hop count decreases by using multi-port hosts. On the other hand, this chapter demonstrates that using multi-port hosts reduces hop count without increasing radix; on the contrary, SND reduces hop count while it decreases the radix in some cases (see Fig. 4.7-4.9).

Camacho and Flich propose HPC-Mesh [30], the homogeneous parallel concentrated mesh topology with an intelligent injection algorithm. It provides four disjoint homogeneous concentrated mesh networks and each host is connected with all the four networks. Thus it belongs to ND. The authors report that multi-port hosts improve the performance and the fault tolerance.

In on-chip networks, multi-port hosts are also used for improving energy efficiency. Catnap [40] uses multiple networks-on-chip, denoted by Multi-NoC, with power gating for reducing power consumption. In Multi-NoC, a single network interface is connected to several routers, each of which belongs to a different network (called a subnet). This system thus belongs to ND, and hence it never reduces hop count.

### 4.6.4 Low-Latency Networks with Single-Port Hosts

Most of the previous research for low-latency interconnection networks focuses on reducing the diameter or the average shortest path length (ASPL) when single-port hosts are used. To this end, an interconnection network is represented as an undirected graph, and some graph-theoretic problems
are solved. The degree/diameter problem is a classical problem of finding the largest number of vertices in a graph of given maximum degree and diameter. Its solutions-such as the MMS graph and the polarity graph (a.k.a. Brown's construction or Brown graph)—are candidates for topologies of interconnection networks [21,87]. Another problem is the order/degree problem, which is a relatively new problem of finding the smallest diameter in a graph of given order and degree [5]. The previous research [124] shows that randomized algorithm such as simulated annealing is efficient for solving this problem.

Projective networks [31] are alternative methods for designing low-latency interconnection networks different from the methods above. Rather interestingly, they use incidence graphs of finite projective planes for interconnection networks with single-port hosts, in contrast with our application for interconnection networks with multi-port hosts. Furthermore, their focus is not only on the hop count but also the network utilization and costs.

Our proposed methods can directly adopt the topologies above as switch topologies and extend them by using multi-port hosts.

### 4.7 Summary

This chapter has studied interconnection networks with multi-port hosts in the context of the impacts of adding ports to hosts on end-to-end latencies. We model them as a host-switch graph with host-degree $p$ and study five designs using conventional and novel methods. Conventional two methods include link aggregation (LA) and network duplication (ND), which are used for improving bandwidths and throughput rather than end-to-end latency. We have proposed two novel methods: the permutation of host-switch mapping and the application of finite projective planes. We apply the permutation for LA and ND (denoted by $p-L A$ and $p-N D$, respectively) and demonstrate that the permutation efficiently reduces the hop count. The networks applying a finite projective plane (denoted by $P P$ ) reduce the size of switch networks, and consequently the hop count decreases.

We have evaluated 20 networks (five designs for four switch topologies) in terms of the design complexity, the host-to-host average shortest path length (h-ASPL), the diameter, the bisection width (BiW), the size of routing tables, and costs. Our experimental results show that using multi-port hosts increases the BiW and costs almost linearly. The optimized permutation (p-LA and p-ND) and applying a finite projective plane (PP) exponentially reduce the h -ASPL for both random and non-random topologies. In particular, we conclude that PP is a cost-effective method in terms of the design complexity, costs, and the size of routing tables, especially for randomly-optimized and Fat-tree topologies.

## Chapter 5

## Conclusions

### 5.1 Summary

In this dissertation, we have studied low end-to-end network topologies with low hop count. In Chapter 2, we have surveyed interconnection networks, graph theory, network science, and design theory. All of these independent studies are used for designing high-performance interconnection networks. In Chapter 3, we have introduced a host-switch graph and the order/degree problem. We have established a design method for reducing the host-to-host average shortest path length (hASPL) and increasing the bisection width (BiW). We have obtained interesting findings, including the optimal number of switches and the relationship between the h-ASPL and the BiW. In Chapter 4, we have extended a host-switch graph so that it represents a network with multi-port hosts. We have then proposed two methods for reducing the h-ASPL of an interconnection networks with multi-port hosts: the permutation of host-switch mapping and the application of the finite projective plane (one of the balanced incomplete block designs). The proposed methods have been evaluated theoretically and experimentally.

### 5.2 Future Directions

### 5.2.1 Theoretical and Practical Extensions

This dissertation would motivate further research from both theoretical and practical aspects. Possible future work includes

- proving the optimality of the number of switches such that the continuous Moore bound becomes minimum,
- designing more efficient algorithms for optimizing the h-ASPL and the BiW,
- deriving the optimal host distribution, and
- deriving the optimal host-switch mapping for networks with multi-port hosts.


### 5.2.2 Routing methods including Virtual 1-D Mapping

Also, future work should focus on routing methods. In Chapter 2, we classified studies of interconnection networks into three categories: topology, routing, and layout. In this context, the focus of this dissertation was on topology and layout; we simply assume a deterministic shortest-path routing. We now briefly describe possible study on routing based on a host-switch graph.

### 5.2.3 Topology-Routing Co-Optimization

Furthermore, we suggest possibility of a novel design methodology, topology-routing co-optimization (TRCO). This concept is similar to the concept of randomly optimized grid graph (see Section 2.1.3.2), which is so to speak a topology-layout co-optimization. Moreover, a 1-D mapping can possibly include information about the layout. We might ultimately reach a topology-routing-layout co-optimization ${ }^{1}$.

### 5.3 Concluding Remarks

Host-switch graphs arguably help theoreticians to discuss practical interconnection networks without technical knowledge thereof and, at the same time, provide theoretical base for engineers who are not familiar with graph theory. This dissertation substantiates that direct networks are better than indirect networks in terms of the h-ASPL, the BiW, and switch costs. In particular, we confirm the Dragonfly is near optimal, but the number of switches should be further reduced. Also, when a host has multiple ports, this dissertation shows that projective planes enable us to increase the performance of an interconnection network. Thus, the study of host-switch graphs bridges a gap between graph theory and computer engineering.

[^3]
## Appendix A

## Theorems

## A. 1 Optimality of a Clique Host-Switch Graph

Let a clique host-switch graph denote a host-switch graph such that all of the switches constitute a clique. For any clique host-switch graph, each switch must be connected with exactly $m-1$ switches. Here, we prove that a host-switch graph with the lowest h-ASPL for given $n$ and $r$ is a clique host-switch graph.

First, we have the following lemma.
Lemma A.1. A clique host-switch graph with the lowest h-ASPL has the minimum possible number of switches.

Proof. Suppose that a clique host-switch graph with the lowest h-ASPL $G$ has $m$ switches while a clique host-switch graph with $m^{\prime}$ switches $\left(m^{\prime}<m\right)$ can be constructed. We can then reduce h-ASPL of $G$ by removing a switch $s_{i}$ and reconnect hosts connected with $s_{i}$ to another switch, a contradiction.

Lemma A. 1 leads to:

Corollary A.1. Let $k_{i}$ denote the number of hosts connected with $s_{i}$. A clique host-switch graph with the lowest $h$-ASPL satisfies $k_{i} \geqslant m$ for all $i(0 \leqslant i \leqslant m-1)$.

Here, we can derive the following theorem:
Theorem A.1. For fixed $n$ and $r$, there exists a clique host-switch graph that has the lowest $h$-ASPL.
Proof. Let $G$ be a clique host-switch graph such that $k_{i} \geqslant m$ for all $i(0 \leqslant i \leqslant m-1)$ and the number of switches is minimum. From Lemma A.1, $G$ is a clique host-switch graph with the lowest h-ASPL. Let $G^{\prime}$ be a host-switch graph with parameters $n, m^{\prime}$, and $r$, which is not a clique host-switch graph. Let us consider construct $G^{\prime}$ from $G$, and compare $A(G)$ and $A\left(G^{\prime}\right)$ :

Case 1: $m^{\prime}>m$
Trivially, $A\left(G^{\prime}\right) \geqslant A(G)$ since we cannot increase $k_{i}$.

Case 2: $m^{\prime} \leqslant m$
To increase $k_{i}$, we must cut an edge $\left(s_{i}, s_{j}\right)(i \neq j)$ and reconnect a host to $s_{i}$. If we cut the edge, then the h-ASPL increases by at least $k_{i} \cdot k_{j} /\binom{n}{2}$. If we reconnect a host to $s_{i}$, then the h-ASPL decreases by at most $k_{i} /\binom{n}{2}$. Hence, the h-ASPL does not increase only if $k_{j}<2$. From Corollary A.1, $G$ satisfies $k_{j}>m$, and $G^{\prime}$ satisfies $k_{j}<2$ only after cutting at least $m-2$ edges connected with $s_{i}$. After cutting $m-2$ edges, however, $s_{i}$ has only one edge, and hence we cannot cut an edge any more. Therefore, $A\left(G^{\prime}\right) \geqslant A(G)$ holds.
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[^0]:    ${ }^{1} \mathrm{~A} K$-regular $L$-restricted grid graph is well-balanced if the absolute difference between the lower bound on the ASPL of $K$-regular grid graph and that of $L$-restricted grid graph is a local minimum.

[^1]:    ${ }^{2}$ The ideal communication latency means the communication latency if there is no packet congestion.

[^2]:    ${ }^{1}$ Note that this definition is more practical than that in [124], which is the minimum number of cut edges between two subgraphs that include $\lfloor(n+m) / 2\rfloor$ and $\lceil(n+m) / 2\rceil$ vertices, respectively.

[^3]:    ${ }^{1}$ Note that, intuitively, a 1-D mapping such that link-length is small provides a good deadlock-free routing because the number of turns (a change of forwarding directions at a node) becomes small.

